
‘Quis custodiet ipsos custodes?’ Who will watch the watchmen? On
Detecting AI-generated peer-reviews

Anonymous EMNLP submission

Abstract

The integrity of the peer-review process is vital001
for maintaining scientific rigor and trust within002
the academic community. With the steady in-003
crease in the usage of large language models004
(LLMs) like ChatGPT in academic writing,005
there is a growing concern that AI-generated006
texts could compromise the scientific publish-007
ing including peer-reviews. Previous works008
have focused on generic AI-generated text de-009
tection or have presented an approach for esti-010
mating the fraction of peer-reviews that can be011
AI-generated. Our focus here is to solve a real-012
world problem by assisting the editor or chair013
in determining whether a review is written by014
ChatGPT or not. To address this, we introduce015
the Term Frequency (TF) model, which posits016
that AI often repeats tokens, and the Review017
Regeneration (RR) model which is based on018
the idea that ChatGPT generates similar out-019
puts upon re-prompting. We stress test these020
detectors against token attack and paraphras-021
ing. Finally we propose an effective defensive022
strategy to reduce the effect of paraphrasing023
on our models. Our findings suggest both our024
proposed methods perform better than other AI025
text detectors. Our RR model is more robust,026
although our TF model performs better than the027
RR model without any attacks. We make our028
code, dataset, model public1.029

1 Introduction030

Large language models (LLMs), such as Chat-031

GPT, PaLM (Chowdhery et al., 2023) and GPT-4032

(Achiam et al., 2023), have significantly impacted033

both the industrial and academic sectors. The surge034

in Artificial Intelligence (AI)-generated content035

has permeated various domains, from journalism036

(Gutiérrez-Caneda et al., 2023; Shi and Sun, 2024)037

to academia (Bin-Nashwan et al., 2023; Shi et al.,038

2023). However, their misuse also introduces con-039

cerns—especially regarding fake news (Zhang and040
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Gao, 2023; Silva and Vaz, 2024), fake hotel reviews 041

(Ignat et al., 2024), fake restaurant review (Gam- 042

betti and Han, 2024). The exceptional human like 043

fluency and coherence of the generated content of 044

these models pose a significant challenge, even for 045

experts, in distinguishing if the text is written by 046

human or LLMs (Shahid et al., 2022). 047

What if peer-reviews themselves are AI-
generated?

048

A study (Liang et al., 2024a) conducted experi- 049

ments on a few papers of AI conferences and found 050

that between 6.5% and 16.9% of text submitted as 051

peer-reviews to these conferences could have been 052

substantially modified by LLMs. They estimated 053

that the usage of ChatGPT in reviews increases 054

significantly within three days of review deadlines. 055

Reviewers who do not respond to ICLR/NeurIPS 056

author rebuttals exhibit a higher estimated usage of 057

ChatGPT. Additionally, an increase in ChatGPT us- 058

age is associated with low self-reported confidence 059

in reviews. Once Springer retracted 107 cancer pa- 060

pers after they discovered that their peer-review pro- 061

cess had been compromised by fake peer-reviewers 062

(Chris Graf, 2022). 063

Previous works have focused on studying the 064

effect of ChatGPT on AI conference peer-reviews. 065

However, in this paper, our focus is to determine 066

whether a review is written by ChatGPT or not. 067

In this paper we do not assert that AI-generated 068

peer-reviews inherently detract from the quality 069

or integrity of the peer-review system. There can 070

be debates whether AI-generated reviews can help 071

peer-review system or not. But, in this paper we 072

are not asserting that AI-generated peer-review is 073

completely not useful. However we believe if the 074

review is AI-generated chair/meta reviewer should 075

be well aware. It is breach of trust if meta reviewer 076

believes that the review is a human-written nev- 077

ertheless it is not. Despite the potential benefits 078
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AI-generated reviews may offer, it is crucial for079

editors to exercise discernment in their reliance on080

these reviews. This caution is warranted due to081

the intrinsic limitations of current language mod-082

els, which can produce inaccurate, misleading (Pan083

et al., 2023), or entirely fabricated information—a084

phenomenon often referred to as hallucination (Ji085

et al., 2023; Rawte et al., 2023).086

In this paper, we propose two simple yet effec-087

tive methods to detect AI-generated peer-review088

based on token frequency (TF method) and regen-089

eration based approach (RR method). We also pro-090

pose a token modification attack method based and091

studied its effect on various detectors. Paraphras-092

ing attack is very common way to evade the text093

detection. So, we also study the effect of paraphras-094

ing on various text detectors. Finally we propose095

a technique to defend our regeneration based tech-096

nique to the paraphrasing attack. We found that097

both TF model and the RR model perform better098

than other AI text detectors for this task. We also099

found that while TF model performs better than100

the RR model under normal conditions while RR101

model is more robust and is able to withstand ad-102

jective attacks and paraphrasing attacks (after the103

defense is applied).104

OUR CONTRIBUTIONS:

• We introduce a novel task to address the real-
world problem of detecting AI-generated
peer-reviews. We create a novel dataset of
1,480 papers from the ICLR and NeurIPS
conferences for this task.

• We propose two techniques, namely the to-
ken frequency-based approach (TF) and the
regeneration-based approach (RR), which
perform better than existing AI text detec-
tors.

• We stress-test the detectors against token
attacks and paraphrasing, and propose an ef-
fective defensive strategy to reduce evasion
during paraphrasing attacks.

2 Related Work105

2.1 Zero-Shot Text Detection Detection106

Zero-shot text detection does not require training107

on specific data and directly identifies AI-generated108

text using the model that produced it (Mitchell109

et al., 2023). (Solaiman et al., 2019) use average 110

log probability of a text under the generative model 111

for detection, whereas DetectGPT (Mitchell et al., 112

2023) uses property of AI text to occupy negative 113

curvature regions of model’s log probability func- 114

tion. Fast-DetectGPT (Bao et al., 2023a) increases 115

its efficiency by putting conditional probability cur- 116

vature over raw probability. (Tulchinskii et al., 117

2023) showed that average intrinsic dimensionality 118

of AI-generated texts is lower than the human. The 119

paper (Gehrmann et al., 2019) estimate probability 120

of individual tokens and detect AI-generated text 121

by applying threshold on probability. 122

2.2 Training based Text Detection 123

Some researchers have fine-tuned language mod- 124

els to recognize LLM-generated text. (Guo et al., 125

2023) trained OpenAI text classifier on a collec- 126

tion on millions of text. GPT-Sentinel (Chen et al., 127

2023) train RoBERTa (Liu et al., 2019) and T5 128

(Raffel et al., 2020) classifiers on OpenGPT-Text. 129

LLM-Pat (Yu et al., 2023) trained a neural network 130

on the similarity between candidate texts and recon- 131

structed sibling text generated by an intermediary 132

LLM (parent). But due to excessive reliance of this 133

model on training data many models show vulnera- 134

bility to adversarial attacks (Wolff, 2020). 135

2.3 LLM Watermarking 136

The concept of watermarking AI-generated text, 137

initially introduced by (Wiggers, 2022), involves 138

embedding an undetectable signal to attribute au- 139

thorship to a particular text with a high level of 140

confidence which is similar to encryption and de- 141

cryption. In simple words a watermark is a hidden 142

pattern in text that is imperceptible to humans. It 143

involves adding some kind of pattern which can 144

be recognized by algorithms directly into the text 145

and some techniques also involve integrating an 146

machine learning model in the watermarking algo- 147

rithm itself (Abdelnabi and Fritz, 2021; Munyer 148

and Zhong, 2023; Yoo et al., 2023; Qiang et al., 149

2023). 150

Watermarked text can be generated using a stan- 151

dard language model without re-training (Kirchen- 152

bauer et al., 2023). It planted watermarks with 153

large enough entropy, resulting change in distribu- 154

tion of generated texts. (Zhao et al., 2023) pro- 155

posed a method of injecting secret sinusoidal sig- 156

nals into decoding steps for each target token. How- 157

ever, (Singh and Zou, 2023) addresses the issue 158

that watermarking can compromise text generation 159
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quality, coherence and depth of LLM responses.160

(Chakraborty et al., 2023a) suggests that water-161

marked texts can be circumvented and paraphras-162

ing does not significantly disrupt watermark signals163

thus text watermarking is fragile and lacks reliabil-164

ity for real-life applications.165

2.4 Statistical Estimation Approach166

There have been inquiries into the theoretical fea-167

sibility of achieving precise detection on an indi-168

vidual level (Weber-Wulff et al., 2023; Sadasivan169

et al., 2023a; Chakraborty et al., 2023b). (Liang170

et al., 2024a) presented an approach for estimating171

the fraction of text in a large corpus using a maxi-172

mum likelihood estimation of probability distribu-173

tion without performing inference on an individ-174

ual level thus making it computationally efficient.175

They conducted experiments on papers from a few176

AI conferences to determine the fraction of peer-177

reviews that could have been substantially modified178

by LLMs.179

2.5 AI-generated Research Paper Detection180

The DagPap22 Shared Task (Kashnitsky et al.,181

2022) aimed to detect automatically generated sci-182

entific papers. The winning team (Rosati, 2022)183

utilized a DeBERTa v3 model that was fine-tuned184

on their dataset (almost all teams managed to sur-185

pass the baseline models, Tf-IDF and logistic re-186

gression). It was also concluded that machine-187

generated text detectors should not be used in pro-188

duction because they perform poorly with distri-189

bution shifts, and their effectiveness on realistic190

full-text scientific manuscripts remains untested.191

3 Dataset192

We collected a total of 1,480 papers from Open-193

Review Platform 2. The first version of ChatGPT194

was released by OpenAI on November 30, 2022.195

Therefore, we choose papers from 2022, ensuring196

there was almost no chance that any of the collected197

reviews were already generated by ChatGPT.198

Figure 1 shows the overall statistics of AI-199

generated reviews and golden reviews for both200

ICLR and NeurIPS reviews. We discuss the cre-201

ation of the dataset in more details in the Appendix202

Section A. We split the dataset into 70% , 15% , and203

15% for training validation and test set respectively.204

2https://openreview.net/

Figure 1: Dataset Statistics. Here, x axis: Different
Venue ; y axis: Number of reviews

4 Methodology 205

In this section, we present our two approaches to 206

detect AI written peer-reviews, based on token fre- 207

quency (Section 4.1) and review regeneration (Sec- 208

tion 4.2). Then, we propose a possible attack (To- 209

ken Manipulation Attack) on the AI text detectors 210

to see how various models react on it in Section 211

4.3. Additionally, since paraphrasing is a common 212

method used to circumvent AI text detection, we 213

introduce a countermeasure as described in Sec- 214

tion 4.4, designed to protect our proposed Review 215

Regeneration method against such attacks. 216

4.1 Token Frequency based Approach 217

Inspired by (Liang et al., 2024b), we propose a 218

method that utilizes the frequency of tokens within 219

review texts. This approach is premised on the 220

hypothesis that different types of reviews (human- 221

generated vs. AI-generated) exhibit distinct pat- 222

terns in the usage of certain parts of speech, such 223

as adjectives, nouns, and adverbs. 224

Let H denote the human corpus, consisting of 225

all human-generated reviews, and A represent the 226

AI corpus, comprising of all AI-generated reviews. 227

Define x as an individual review, and t as a token. 228

This token t can be adjective or noun or adverb. 229

To identify if token is adjective or noun or adverb, 230

we have used the PoS-tagger of Natural Language 231

Tool Kit (NLTK) module 3. 232

We define pA(t) and pH(t) as the probabilities 233

of token t appearing in the AI and human corpora, 234

respectively. These are estimated as follows: 235

pA(t) =
Count of reviews with t in A

Total # of reviews in A
236

3https://www.nltk.org/book/ch05.html
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pH(t) =
Count of reviews with t in H

Total # of reviews in H
237

Now, for each review x, we calculate PA(x) and238

PH(x), which represent the probability of x be-239

longing to the AI corpus and the human corpus,240

respectively. These probabilities can be calculated241

by summing up the probabilities of all tokens that242

are coming in review x:-243

PA(x) = pA(t1) + pA(t2) + ... =

i=na∑
i=1

pA(i)244

PH(x) = pH(t1) + pH(t2) + ... =

i=nh∑
i=1

pH(i)245

Here, t1, t2, ... refer to the tokens occurring in re-246

view x. Also, na and nh refer to the number of AI247

and Human corpus reviews, respectively.248

If review x contains tokens with higher probabil-249

ities in the AI corpus, then PA(x) will be greater,250

increasing the likelihood that x is AI-generated.251

Conversely, if x contains tokens with higher prob-252

abilities in the human corpus, then PH(x) will be253

greater, suggesting that the review is more likely to254

be human-written.255

To classify each review xi, we calculate pA(i)256

and pH(i) for each review in our dataset. These257

serve as input features for training a neural network.258

The neural network is trained to distinguish be-259

tween AI-generated and human-generated reviews260

based on these input features. By learning from the261

patterns and distributions of these probabilities, the262

neural network can accurately detect AI-generated263

reviews.264

4.2 Regeneration based Approach265

Figure 2 shows the overall architectural diagram266

of our proposed regeneration-based approach. The267

input to the framework is the paper and its review268

which we aim to determine whether they are written269

by AI or human.270

The idea behind this approach is that if a simi-271

lar prompt is given repeatedly to a large language272

model (LLM), the LLM is likely to generate re-273

views or responses that exhibit a consistent style,274

tone, and content, as outlined in the provided con-275

text. This consistency occurs because a large lan-276

guage model generally applies the patterns it has277

Figure 2: Architectural diagram of Regeneration based
Approach

learned during training to the new content it gen- 278

erates based on the given prompt. The study in 279

(Hackl et al., 2023) found that GPT-4 demonstrated 280

high inter-rater reliability, with ICC scores ranging 281

from 0.94 to 0.99, in rating responses across mul- 282

tiple iterations and time periods (both short-term 283

and long-term). This indicates consistent perfor- 284

mance when given the same prompt. Furthermore, 285

the results showed that different types of feedbacks 286

(content or style) did not affect the consistency 287

of GPT-4’s ratings, further supporting the model’s 288

ability to maintain a consistent approach based on 289

the prompt. 290

4.2.1 Review Regeneration and Embedding 291

Creation 292

We employ GPT to regenerate a review Rreg using 293

the prompt P reg. We create two distinct embed- 294

dings ER for Rreg and EF for R (review which we 295

have to determine if the review is AI-generated or 296

not). The idea is that if the review R is generated by 297

an AI, we hypothesize that its embedding EF will 298

exhibit a closer similarity to ER, the embedding of 299

a known AI-generated review Rreg. 300

Then, we quantify the similarity between the 301

embeddings using the cosine similarity metric, as 302

outlined below: 303

CosineSimilarity(ER, EF ) =
ER · EF

∥ER∥∥EF ∥
304

Here, · represents the dot product, and ∥R∥ and 305

∥F∥ represent the Euclidean norms of the embed- 306

dings. This formula calculates the cosine of the an- 307

gle between the two embeddings ER and EF , pro- 308

viding a measure of similarity where values closer 309

to 1 indicate higher similarity and thus a greater 310

likelihood that both reviews are AI-generated. 311
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4.2.2 Training312

Next, we utilize the computed similarity score as313

input to train a neural network aimed at detect-314

ing AI-generated reviews. The training process315

involves optimizing the network’s parameters via316

backpropagation. This optimization is directed by317

the cross-entropy loss function.318

4.3 Token Attack319

Figure 3: AI text undetectability attack

Figure 4: An example of adjective token attack. Here,
sub: substitution, adj: Adjective, sim: similar token ,
DA : AI word dictionary (sorted high-top to bottom-
low).

We propose an attack method to reduce the prob-320

ability of reviews being classified as AI-generated321

described in Algorithm-1 where we target the most322

frequent tokens in AI-generated reviews and re-323

place them with their synonyms, which are less324

frequent in the AI-generated content.325

Here, we focus exclusively on adjectives, refer-326

ring to this approach as the "adjective attack." We327

chose adjectives because substituting nouns and328

adverbs with their synonyms often leads to nonsen-329

sical statements or drastically alters the meaning of330

the review. We discuss this in detail in Appendix331

C.332

In the adjective attack, we substitute the top 100333

highest probability adjective tokens (e.g., "novel,"334

"comprehensive") with their synonyms.335

To obtain synonyms for the selected tokens, we336

utilize the NLTK WordNet database4. To preserve337

the original meaning of tokens as much as possible,338

we ensure that any synonym used to replace a token339

4https://www.nltk.org/api/nltk.corpus.reader.
wordnet

is also present in the AI corpus. If a suitable syn- 340

onym is not found in the corpus, we do not replace 341

the token. 342

Algorithm 1 Token Attack
1: Identify top 100 high-probability tokens:

w1, w2, . . . , w100.
2: Retrieve synonyms for each token:

sw1, sw2, . . . , sw100.
3: Perform PoS tagging for each review
4: Replace each tagged token with its synonym if

it matches with one of the top 100 tokens.

In order to determine which tokens from the 343

review should be replaced with their synonyms, we 344

performed PoS tagging on the review. For example, 345

if we are conducting an adjective attack, we replace 346

only the adjective tokens in the review with their 347

synonyms. 348

We also illustrate this with an example of an 349

adjective attack, as shown in Figure 4. In this ex- 350

ample, the adjective tokens ‘better’ and ‘various’ 351

from a review are among the top 100 AI token list. 352

We replace them with their synonyms ‘improved’ 353

and ‘numerous,’ respectively. 354

4.4 Paraphrasing Defence 355

Paraphrasing tools are effective in evading detec- 356

tion (Sadasivan et al., 2023b; Krishna et al., 2024). 357

To increase the robustness of Regeneration based 358

text detector to paraphrase attacks, we introduce a 359

simple defense that employs a targeted synonym 360

replacement strategy. The core idea behind this 361

approach is that when an AI-generated review is 362

processed by a paraphraser, one of the major modi- 363

fications it makes is substituting the original words 364

with the similar ones. We propose a technique to 365

revert the paraphrased reviews back to a state that 366

closely resembles their original AI-generated form 367

by utilizing the regenerated review (as they would 368

be close to the original AI-generated review). 369

As discussed in Algorithm-2, first, we identify 370

all the tokens within a review and their correspond- 371

ing regenerated reviews using the PoS tagging5. 372

Here token can be any word in a review which 373

are adjective, noun, or adverb. For each token in 374

a review, we obtain a list of synonyms from the 375

NLTK WordNet database. Then, for each synonym 376

in that list, we check whether it is present in the 377

5We used tagger of the NLTK model. As we also discussed
in Section 4.3
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Algorithm 2 Paraphrasing Defence
1: Identify tokens in the review and regenerated

reviews
2: for each token in the review do
3: Get synonyms of the token
4: for each synonym in synonyms do
5: if synonym is in regenerated reviews

then
6: Replace the token with synonym
7: Break
8: else
9: Do not replace the token

corresponding regenerated review or not. If it is,378

we replace the original token with its synonym.379

Figure 5: An example of paraphrasing defence;
Here,sub: substitution.

We also illustrate this by an example in Figure380

5. The paraphraser has changed the structure of the381

sentence and also replaced some of the words like382

‘introduction’ with ‘foundation’, ‘empirical’ with383

‘experimental,’ and ‘various’ with ‘diverse’. Now,384

after applying the defence algorithm the words385

‘foundation’ and ‘diverse’ gets reverted back to386

‘introduction’ and ‘various’, thus making it more387

identical to its original sentence. We called a re-388

view converted by using this algorithm as ’modified389

review’.390

Training: In a real-world scenario, whether a re-391

view has been paraphrased or not will be unknown,392

and detecting this becomes a task in itself.However,393

the aim of this paper is to propose a model that is ro-394

bust to any kind of text, whether paraphrased or not.395

Therefore, we retrained both models. The modified396

training set consists of the original training set after397

being processed by the defense algorithm. Simi-398

larly, the modified paraphrased set consists of the399

paraphrased reviews from the original training set,400

which have been modified using the defense algo-401

rithm. For testing or validation, it will be unclear402

whether a review is paraphrased by AI or simply AI-403

written. Therefore, we combined both the testing404

set and the paraphrased set. Both will be modi- 405

fied by the defense algorithm before undergoing 406

validation or testing6. 407

5 Experiments 408

5.1 Experimental Settings 409

We implemented our system using PyTorch (Paszke 410

et al., 2019). The dataset was randomly split into 411

three parts: 80% for training, 10% for validation, 412

and 10% for testing. 413

For the TF model and RR model, we conducted 414

experiments with different network configurations 415

during the validation phase. Through these experi- 416

ments, we determined that a batch size of 32 and a 417

dropout rate of 0.1 for every layer yielded optimal 418

performance. The activation function ReLU was 419

used in our model. We trained the model for 20 420

epochs, employing a learning rate of 1e-3 for TF 421

model and 0.01 for RR model and cross-entropy 422

as the loss function. To prevent overfitting, we 423

used the Adam optimizer with a weight decay of 424

1e-3. All models were trained on an NVIDIA A100 425

40GB GPU. We used the text-embedding-ada-0027 426

pretrained model from OpenAI for creating em- 427

beddings of the reviewer’s review and the regener- 428

ated review. All models were trained on a single 429

NVIDIA A100 40GB GPU. 430

5.2 Baselines for Comparison 431

RADAR (Hu et al., 2023) (Robust AI text De- 432

tection via Adversarial Learning) draws inspira- 433

tion from adversarial machine learning techniques. 434

LLMDet (Wu et al., 2023) (A Third Party Large 435

Language Models Generated Text Detection Tool) 436

is a text detection tool that can identify the source 437

from which the text was generated, such as Human, 438

LLaMA, OPT, or others. DEEP-FAKE (Li et al., 439

2023) Text Detection considered 10 datasets cover- 440

ing a wide range of writing tasks (e.g., story gen- 441

eration, news writing and scientific writing) from 442

diverse sources (e.g., Reddit posts and BBC news), 443

and applied 27 LLMs (e.g., OpenAI, LLaMA, 444

and EleutherAI) for construction of deepfake texts. 445

Fast-Detect GPT (Bao et al., 2023b) uses a condi- 446

tional probability function and it invokes the sam- 447

pling GPT once to generate all samples and calls 448

the scoring GPT once to evaluate all the samples. 449

6As a result the size of the training set will increase three-
fold, and the testing and validation sets will double

7https://platform.openai.com/docs/guides/
embeddings
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Model Precision Recall F1 - Score Accuracy
ICLR NeurIPS ICLR NeurIPS ICLR NeurIPS ICLR NeurIPS

RADAR 66.48 66.97 75.13 81.11 70.54 73.37 66.12 69.01
LLMDET 54.69 53.24 98.42 98.06 70.30 69.01 55.11 53.65
DEEP-FAKE 93.98 93.64 92.50 91.94 93.24 92.78 89.45 88.89
FAST DETECT 95.96 94.87 81.32 66.81 88.03 78.40 88.07 80.63
Our TF Model 99.99 99.99 99.80 99.30 99.89 99.65 99.92 99.82
Our RR Model 99.32 93.75 94.38 93.10 96.79 93.43 98.67 97.24

Table 1: Comparison results of the proposed Review Regeneration technique and Token Frequency technique. Here,
the AI-generated reviews and regenerated reviews are generated by GPT-4; RR: Review Regeneration, TF: Token
Frequency

Precision Recall F1-Score AccuracyModel
ICLR NeurIPS ICLR NeurIPS ICLR NeurIPS ICLR NeurIPS

RADAR 14.58 15.13 40.38 51.11 21.43 23.35 47.97 48.99
LLMDET 50.17 52.53 95.39 93.75 65.76 67.33 50.33 52.88
DEEP-FAKE 68.42 47.37 17.11 93.06 27.37 11.04 54.61 49.65
FAST DETECT 71.43 20.00 03.47 00.69 06.62 01.34 51.04 48.96
Our TF Model 99.99 99.99 11.18 05.56 20.12 10.53 81.45 79.35
Our RR Model 81.67 80.87 64.47 64.58 72.06 71.81 89.78 89.23

Table 2: Comparison results after Token Attack (Adjective)

We discuss them in details in Section D.450

5.3 Results and Analysis451

Table 1 shows the comparison results of the models452

when reviews are generated by GPT-4. It is evi-453

dent from the results that our proposed TF and RR454

models outperform the other text detectors. Our455

Token Frequency (TF) model surpasses the closest456

comparable model DEEP-FAKE, with margins of457

6.75 and 6.87 F1 points for ICLR and NeurIPS458

papers, respectively. It surpasses FAST DETECT459

by margins of 11.96 and 6.87 F1 points for ICLR460

and NeurIPS, respectively, RADAR by margins of461

29.45 and 26.28 F1 points for ICLR and NeurIPS,462

respectively, and LLMDET by margins of 29.69463

and 30.64 F1 points for ICLR and NeurIPS, respec-464

tively. Our Review Regeneration (RR) model out-465

performs DEEP-FAKE by 3.55 and 0.65 F1 points,466

RADAR by margins of 26.25 and 20.06 F1 points,467

LLMDET by 26.49 and 24.42 F1 points, DEEP-468

FAKE by 3.55 and 0.65 F1 points, and FAST DE-469

TECT by 8.76 and 15.03 F1 points for ICLR and470

NeurIPS respectively. Additionally, it is apparent471

from the results that our TF model outperforms our472

RR model by 2.51 and 6.52 F1 points for the ICLR473

and NeurIPS datasets respectively.474

In the results reported above for the TF model,475

we considered tokens as adjectives, as this config-476

uration yielded the best results. We also present477

the outcomes of the TF model when trained with478

tokens considered as adverbs or nouns in the Ap-479

pendix Table 7. Furthermore, we observe a similar480

distribution of results on reviews generated by GPT-481

3.5. We report the result in Appendix Table 5.482

5.3.1 Effect of attacking AI-generated text 483

detectors using Adjective Attack 484

We report the results after performing adjective 485

attack as described in Section 4.3 in Table 2. 486

It is evident from the table that the result of 487

each model dropped after the attack. In particu- 488

lar, the F1 score of RADAR dropped by 69.62% 489

and 68.18% for ICLR and NeurIPS, respectively, 490

LLMDET dropped by 6.46% and 2.43% for ICLR 491

and NeurIPS, respectively, DEEP-FAKE dropped 492

by 70.65% and 88.10% for ICLR and NeurIPS, re- 493

spectively, and FAST DETECT dropped by 92.48% 494

and 98.29% for ICLR and NeurIPS, respectively. 495

Additionally, the F1 score of our TF model dropped 496

by 79.88% and 89.43% for ICLR and NeurIPS, re- 497

spectively, whereas for our RR model, it dropped 498

by 25.56% and 23.14% for ICLR and NeurIPS, 499

respectively. 500

The results reveal that this attack has signifi- 501

cantly compromised the performance of our TF 502

model, underscoring its vulnerability and limited 503

resilience to such threats. The substantial decline 504

in the F1-score can be attributed primarily to the 505

model’s reliance on token frequency patterns in 506

AI-generated reviews. These patterns are effec- 507

tively disrupted by synonym replacements, leading 508

to the observed performance degradation. After the 509

adjective attack, we observed that our RR model 510

outperforms other AI text detectors, including our 511

proposed TF model, achieving the highest F1 score 512

of 71.81. 513
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Precision Recall F1-Score AccuracyModel
ICLR NeurIPS ICLR NeurIPS ICLR NeurIPS ICLR NeurIPS

RADAR 88.82 95.83 51.92 53.08 65.53 68.32 53.29 55.56
LLMDET 98.68 99.31 49.83 50.00 66.23 66.51 49.67 50.00
DEEP-FAKE 83.55 78.47 70.17 60.75 76.28 68.48 74.01 63.89
FAST DETECT 59.35 57.64 48.03 60.58 53.09 59.07 71.59 73.00
Our TF Model 97.67 97.96 27.63 33.33 43.08 4974 6349 66.32
Our RR Model 51.92 52.75 35.53 32.43 42.19 40.17 51.32 50.86
Our TF Model (D) 76.92 64.29 74.19 84.38 75.53 72.97 95.40 93.73
Our RR Model (D) 90.87 93.98 78.62 81.25 84.30 87.15 91.51 92.86

Table 3: Comparison results after paraphrasing. Here D denotes the result after applying our proposed paraphrasing
defence

5.3.2 Effect of attacking AI-generated text514

detectors using Paraphrasing Attack515

Next, we report the result after performing para-516

phrasing (See Appendix E for more details) on the517

AI-generated reviews. It is evident from the Table518

3 that the result of each model dropped after the at-519

tack. In particular, the F1 score of RADAR dropped520

by 7.10% and 6.89% for ICLR and NeurIPS, re-521

spectively, LLMDET dropped by 5.79% and 3.62%522

for ICLR and NeurIPS, respectively, DEEP-FAKE523

dropped by 18.19% and 26.19% for ICLR and524

NeurIPS respectively, and FAST DETECT dropped525

by 39.69% and 24.66% for ICLR and NeurIPS re-526

spectively. Additionally, F1 score of our TF model527

dropped by 56.92% and 50.08% for ICLR and528

NeurIPS respectively and RR model dropped by529

56.41% and 57.00% for ICLR and NeurIPS respec-530

tively.531

This effect on the TF model is not surprising,532

as it is based on AI token frequency and para-533

phrasing typically involves replacing words with534

their synonyms. For our RR model, we noted that535

paraphrasing caused both human-written and AI-536

written reviews to diverge further from the regen-537

erated reviews. This increased dissimilarity could538

stem from various factors, including alterations in539

text structure, voice, tone, and vocabulary. If only540

human reviews had been paraphrased, we might541

have observed an improvement in performance due542

to a greater distinction between human-written and543

regenerated reviews. In our test set, which includes544

both AI-generated and human reviews, the sim-545

ilarity of AI-generated text decreased following546

paraphrasing, leading to a decline in overall perfor-547

mance.548

5.3.3 Results after Paraphrasing Defence549

Next, we report the result after performing para-550

phrasing Defence (See Section 4.4 for more details)551

on both our proposed models on Table 3. We ob-552

served improvements in both our TF and RR mod-553

els. We also applied the defense to other AI text 554

detection algorithms and observed no significant 555

improvement or decrease in their results. These 556

results are reported in Table 8. The performance 557

of the TF model improved by 75.32% for ICLR 558

papers and 46.70% for NeurIPS. Similarly, the per- 559

formance of the RR model improved by 99.81% 560

for ICLR and 111.69% for NeurIPS. 561

These results indicates that our proposed RR 562

model is more robust against different types of 563

attacks and performs better than any other existing 564

text detection algorithms. 565

5.4 Human evaluation 566

We also conducted human analyses to understand 567

when and why our models fails. We discuss this 568

extensive error analysis in the Appendix B. 569

6 Conclusion and Future Work 570

In this work, we propose two methods to deter- 571

mine whether a review is written by a human or 572

generated by AI. We found that our proposed TF 573

model and the RR model outperform other AI text 574

detectors under normal conditions. We stress test 575

these detectors against token attack and paraphras- 576

ing. Furthermore, our proposed RR model is more 577

robust and outperforms other methods. We then 578

propose an effective defensive strategy to reduce 579

the effect of paraphrasing on our models. Our find- 580

ings suggest both our proposed methods perform 581

better than other AI text detectors. Also, while 582

our proposed TF model performs better than the 583

RR model without any attacks, our RR model is 584

more robust against token attacks and paraphrasing 585

attacks. 586

We hope that these findings will pave the way 587

for more sophisticated and reliable AI detectors to 588

prevent such misuse. For further work, we aim to 589

focus on cases where the reviewer writes parts of 590

the review using AI. 591
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Limitations592

Our study primarily utilized GPT-4 and GPT-3.5593

for generating AI texts, as GPT has been one of594

the most widely used LLMs for long-context con-595

tent generation. We recommend that future practi-596

tioners choose the LLM that best aligns with the597

language model likely used to generate their tar-598

get corpus, to accurately reflect usage patterns at599

the time of its creation. Our methods are specifi-600

cally designed for reviews completely written by601

AI. It is possible, however, that a reviewer may602

outline several bullet points related to a paper and603

use ChatGPT to expand these into full paragraphs.604

We suggest exploring this aspect in future research.605

Ethics Statement606

We have utilized the open source dataset for our607

work. Our Institutional Review Board (IRB) evalu-608

ated and approved this study. We emphasize here609

that we do not wish to pass a judgement or claim610

that the use of AI tools for review papers is neces-611

sarily bad or good. We do not provide definitive612

proof that reviewers are employing ChatGPT to613

draft reviews. It is important to emphasise that the614

primary purpose of this system is to assist editors615

by highlighting reviews that can be potentially AI-616

generated ; this system is only for editors’ internal617

usage, not for authors or reviewers.618

Our RR model requires regenerated review to619

be generated from paper using LLM. Also, open-620

sourced LLMs running locally will not have any621

concerns. OpenAI implemented a Zero Data Re-622

tention policy to ensure the security and privacy of623

data. Additionally, users can control the duration of624

data retention through ChatGPT Enterprise8. Also,625

nowadays, many papers are submitted to arXiv and626

are publicly available9.However, editors and chairs627

should use this tool with caution, considering the628

potential risks to privacy and anonymity.629

The system does not detect all AI-generated re-630

views. Given its nature as a general AI system,631

there is a possibility of it presenting false negatives.632

Editors who rely solely on this system could ad-633

versely impact the review process. As an AI-based634

model, this tool is prone to errors. Therefore, ed-635

itors and chairs are advised to use this tool only636

for assistance, to verify the results, and to analyze637

them carefully before making any decisions.638

8https://openai.com/index/
introducing-chatgpt-enterprise/

9https://arxiv.org/

We hope that our data and analyses will facilitate 639

constructive discussions within the community and 640

help prevent the misuse of AI. 641
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A Dataset 995

We generated a fake review for each paper using 996

both GPT-3.5 and GPT-4. We gave the prompt 997

template similar to the both conference style of 998

reviews. We also generated regenerated reviews for 999

this task. 1000

We discuss the dataset in more details in Ap- 1001

pendix Section 1002

Below is the prompt we used for generating AI- 1003

generated review ICLR 2022 reviews: 1004

System: You are a research scientist review-
ing a scientific paper.
User: Read the following paper and write a
thorough peer-review in the following for-
mat:
1) Summary of the paper
2) Main review
3) Summary of the review

[paper text]
1005

Below is the prompt we used for generating AI- 1006

generated review NeurIPS 2022 reviews: 1007

System: You are a research scientist review-
ing a scientific paper.
User: Read the following paper and write a
thorough peer-review in the following for-
mat:
1) Summary (avg word length 100)
2) Strengths and weaknesses
3) Questions
4) Limitations (in short)

[paper text]
1008
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Below is the prompt we used for generating AI1009

regenerated review ICLR 2022 reviews :-1010

System: You are a research scientist review-
ing a scientific paper.
User: Your task is to draft a high-quality
peer-review in the below format:
1) Summarize the paper.
2) List strong and weak points of the paper,
Question and Feedback to the author. Be as
comprehensive as possible.
3) Write review summary (Provide support-
ing arguments for your recommendation).

[paper text]
1011

To generate AI-regenerated reviews, we used1012

prompts that were very distinct from those we used1013

to generate AI reviews for training. The reason for1014

this approach is that a reviewer may write any kind1015

of prompt, which could be very different from the1016

prompts we used for training.1017

Below is the prompt we used for generating AI1018

regenerated review NeurIPS 2022 reviews :-1019

System: You are a research scientist review-
ing a scientific paper.
User: Your task is to draft a high-quality
peer-review in the below format:
1) Briefly summarize the paper and its con-
tributions
2) Please provide a thorough assessment of
the strengths and weaknesses of the paper
3) Please list up and carefully describe any
questions and suggestions for the authors 4)
Limitations: Have the authors adequately
addressed the limitations and potential neg-
ative societal impact of their work? If not,
please include constructive suggestions for
improvement. Write in few lines only

[paper text]
1020

B Error Analysis1021

We conducted an analysis of the predictions made1022

by our proposed baseline to identify the areas1023

where it most frequently fails.1024

B.1 Challenges after paraphrasing:1025

Our regeneration-based approach sometimes fails1026

when it processes a paraphrased review. Paraphras-1027

ing can alter the semantics of a review to some 1028

extent, leading to discrepancies with our reverse- 1029

generated reviews. Consequently, our model may 1030

incorrectly predict these as human-written rather 1031

than AI-generated. Our proposed defense strategy 1032

corrects only the tokens that have been changed dur- 1033

ing paraphrasing. However, when the paraphrasing 1034

significantly alters the style, our RR model fails. 1035

B.2 Sometimes Regenerated review and AI 1036

written reviews are similar: 1037

Our RR model work on the similarity of review 1038

and Regenerated review. We found the model fails 1039

when LLM generates a review that is very much 1040

similar to the human writing. In those cases we 1041

found that the similarity score will be low and 1042

hence the model fails. 1043

Our RR model focuses on the similarity between 1044

the original review and the regenerated review. We 1045

discovered that the model struggles when a AI- 1046

generated a review closely resembling regenerated 1047

review but is human written. In such instances, 1048

the similarity score tends to be low, leading to the 1049

model’s failure. This suggests that the model may 1050

not effectively differentiate between human-like 1051

text generated by AI. 1052

C Token Attack 1053

Below is an example of how impactful various at- 1054

tacks can be when replacing words in a review :- 1055

After reviewing all the attacks, we observe that 1056

the adjective attack produced more logical changes 1057

compared to the others. For example, in the noun 1058

attack, ‘model’ was replaced with ’pose,’ ’learning’ 1059

with ’discovery,’ ’performance’ with ’execution,’ 1060

and ’datasets’ with ’information sets,’ which are 1061

not very meaningful and thus make the attack less 1062

effective. Replacing words can cause significant 1063

changes in the meaning of a review and can even 1064

alter the context. So we used only the adjective 1065

attack for our experiments. 1066
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Actual Sentence: The model is evaluated in
both reinforcement learning and vision settings,
showcasing significant performance boosts in
tasks such as DMC Suite with distractors and
CIFAR-10/STL10 datasets.

Adjective: The model is evaluated in both
reinforcement learning and vision settings,
showcasing substantial performance boosts in
tasks such as DMC Suite with distractors and
CIFAR-10/STL-10 datasets.

Noun: The pose is evaluated in both reinforce-
ment discover and vision scene, showcasing
significant execution boosts in project such as
DMC Suite with distractors and CIFAR-10/STL-
10 informationsets.

Adverb: The model is evaluated in both rein-
forcement learning and vision settings, showce-
quallying significant performance boosts in
tequallyks such equally DMC Suite with distrac-
tors and CIFAR-10/STL-10 datequallhowevers

1067

D Baseline Comparison1068

D.1 RADAR (Hu et al., 2023)1069

The way RADAR works is as follows - First an1070

AI-text corpus is generated from a target (frozen)1071

language model from a human-text corpus. The1072

next step is followed by introduction of a para-1073

phraser (a tunable language model) and a detector1074

(a separate tunable language model). In the train-1075

ing stage, the detector’s objective is to distinguish1076

between human-generated text and AI-generated1077

text, whereas the paraphraser’s goal is to rephrase1078

AI-generated text to avoid detection. The model1079

parameters of the paraphraser and detector are up-1080

dated in an adversarial learning manner. During1081

the evaluation (testing) phase, the deployed detec-1082

tor utilizes its training to assess the probability of1083

content being AI-generated for any given input in-1084

stance.1085

D.2 LLMDET (Wu et al., 2023):1086

The overall framework of the system consists of1087

two main components - 1) Dictionary creation and1088

2) Text detection. The main idea was to make use1089

of the perplexity as a measurement of identifying1090

the generated text from different LLMs. So the1091

dictionary had n-grams as keys and the next to-1092

ken probablities as values. The dictionary serves 1093

as prior information during the detection process. 1094

Since the dictionary of n-grams and their probabil- 1095

ities was obtained it enabled the utilization of the 1096

corresponding dictionary of each model as prior in- 1097

formation for third-party detection, facilitating the 1098

calculation of the proxy perplexity of the text being 1099

detected on each model. Proxy perplexity was then 1100

used as a feature into a trained text classifier, the 1101

corresponding detection results were obtained. 1102

D.3 DEEP-FAKE (Li et al., 2023) 1103

To determine whether machine-generated text can 1104

be discerned from human-written content, the col- 1105

lected data was categorized into six settings based 1106

on the sources used for model training and evalua- 1107

tion. These settings progressively increased diffi- 1108

culty for detection. The classifier then assigned a 1109

probability to each text, indicating the likelihood 1110

of it being authored by humans or generated by lan- 1111

guage model models (LLMs). AvgRec (average re- 1112

call) was the principal metric, calculated as the aver- 1113

age score between the recall on human-written texts 1114

(HumanRec) and the recall on machine-generated 1115

texts (MachineRec). 1116

D.4 FAST-DETECT GPT (Bao et al., 2023b) 1117

The model comprises of a three-fold architecture 1118

- 1) Revealing and confirming a novel conjecture 1119

that humans and machines exhibit distinct word 1120

selection patterns within a given context. 2) Em- 1121

ploying conditional probability curvature as a fresh 1122

characteristic to identify machine-generated text, 1123

thereby reducing the detection expenses by a factor 1124

of 2 orders of magnitude. 3) Attaining the highest 1125

average detection accuracy in both white-box and 1126

black-box environments and comparing to current 1127

zero-shot text detection systems. 1128

E Paraphrasing 1129

We performed paraphrasing by providing prompts 1130

to the Gemini model (Team et al., 2023). We have 1131

provided example of paraphrased review in table 6 1132

We used the following prompt for generating 1133

paraphrased text:- 1134

System: You are a paraphraser.
User: Paraphrase the following review:

[Review]
1135
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Actual Review
1. Summary of the Paper:- The paper explores the incorporation of higher-order dynamics specifically second derivatives into neural models to improve the
estimation of cardiac pulse dynamics. The focus is on video-based vital sign measurement particularly Photoplethysmography (PPG) using deep learning
architectures. The research demonstrates that optimizing for second derivatives in the loss function enhances the estimation of waveform morphology crucial for
clinically significant scenarios such as left ventricle ejection time (LVET) intervals. The study uses simulationgenerated data for training due to the scarcity of
labeled real data and evaluates model performance against a real dataset.
2.Main Review:- The paper presents a novel approach by considering higher-order dynamics in the context of video-based cardiac measurements a crucial step
towards capturing subtle variations in arterial health indicators. The methodology is wellstructured building on existing literature and providing a clear rationale
for exploring multiderivative learning objectives in neural models. The experiments are detailed utilizing synthetic data for training and real data for evaluation
demonstrating the feasibility and effectiveness of incorporating second derivatives in deep learning models for cardiac pulse estimation. The systematic
evaluation conducted by the authors is rigorous focusing on quantitative metrics such as heart rate (HR) and left ventricle ejection time (LVET) intervals to
compare different model configurations. The results indicate improvements in LVET estimation when secondderivative frames are included highlighting the
benefits of considering higher-order dynamics in the estimation process. The study also includes a qualitative analysis providing visual representations of the
predicted signals and comparing them to ground truth data enhancing the interpretation of the quantitative results. Overall the inclusion of both quantitative and
qualitative assessments strengthens the papers conclusions and provides a comprehensive understanding of the proposed methodology.
3. Summary of the Review:- The paper makes a valuable contribution to the field of video-based cardiac measurement by emphasizing the importance of
higher-order dynamics in accurately estimating vital sign parameters. The research framework is wellbuilt supported by a thorough literature review detailed
experiments and insightful conclusions. The results demonstrate the significance of optimizing for second derivatives in neural models improving the estimation
of clinically relevant waveform morphology especially in scenarios like LVET intervals. Overall the paper presents a compelling case for incorporating
multiderivative learning objectives to enhance the accuracy of video-based vital sign measurements.
Paraphrased Review
1. Summary of the Paper:
The paper investigates including second derivatives (higher-order dynamics) in neural models to accurately measure cardiac pulse signals using video
(Photoplethysmography or PPG). By focusing on these higher-order dynamics, the models can better capture subtle changes in these signals, leading to improved
estimates of waveform characteristics. Since real-world data is limited, the models are trained on simulated data and then tested on real data.
2. Main Review:
This novel approach is a step forward in understanding subtle fluctuations in cardiac health indicators through video-based measurements. The paper builds on
existing research, providing a strong rationale for incorporating higher-order dynamics into neural models for cardiac pulse estimation. The experiments use
both simulated and real data, demonstrating the effectiveness of including second derivatives in these models.
Rigorous evaluation using metrics like heart rate and LVET intervals shows that incorporating second derivatives improves LVET estimation. Qualitative
analysis, comparing predicted signals to ground truth, further supports these findings.
3. Summary of the Review:
This paper significantly contributes to video-based cardiac measurements by highlighting the importance of higher-order dynamics in accurately estimating vital
sign parameters. The well-structured research framework, detailed experiments, and insightful conclusions demonstrate the value of optimizing for second
derivatives in neural models. This approach enhances waveform morphology estimation, especially for clinically important measures like LVET intervals,
making it a valuable addition to the field.

Table 4: Examples of Actual and Paraphrased Review

Model Precision Recall F1 - Score Accuracy
ICLR NeurIPS ICLR NeurIPS ICLR NeurIPS ICLR NeurIPS

RADAR 29.58 31.75 79.60 93.05 69.29 70.72 60.12 62.37
LLMDET 19.38 18.64 98.03 98.61 32.36 31.35 22.13 21.46
DEEP-FAKE 76.68 75.81 97.37 0.9792 85.80 85.45 86.35 86.32
FAST DETECT 84.88 82.31 96.05 84.03 90.12 83.16 96.00 93.81
Our RR Model 99.34 95.14 93.79 92.57 96.49 93.84 98.49 97.36

Table 5: Comparison Result of proposed Review Regeneration technique; Here the AI-generated reviews and
regenerated reviews are generated by GPT-3.5. ; RR: Review Regeneration; TF: Token Frequency

Precision Recall F1-Score AccuracyModel
ICLR NeurIPS ICLR NeurIPS ICLR NeurIPS ICLR NeurIPS

ADJECTIVE 99.99 99.99 99.80 99.30 99.99 99.65 99.92 99.82
NOUN 91.45 99.99 99.99 99.99 95.53 99.99 98.50 99.99
ADVERB 93.42 90.97 89.86 90.35 91.61 90.66 97.00 95.16

Table 6: Result of Token Frequency based Approach. Here the fake review is generated by prompting GPT-4

Precision Recall F1-Score AccuracyModel
ICLR NeurIPS ICLR NeurIPS ICLR NeurIPS ICLR NeurIPS

ADJECTIVE 99.99 99.99 98.70 99.32 99.35 99.66 99.77 99.82
NOUN 98.69 99.99 99.34 97.92 99.02 98.95 99.65 99.46
ADVERB 96.55 97.24 92.11 97.92 94.28 97.58 98.03 98.75

Table 7: Result of Token Frequency-based Approach. Here the fake review is generated by prompting GPT-3.5
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Precision Recall F1-Score AccuracyModel
ICLR NeurIPS ICLR NeurIPS ICLR NeurIPS ICLR NeurIPS

RADAR 14.47 10.42 59.46 57.69 23.28 17.65 52.30 51.39
LLMDET 97.37 95.77 50.68 49.64 66.67 65.38 51.32 50.00
DEEP-FAKE 35.38 44.44 71.88 59.26 47.42 50.79 55.91 56.94
FAST DETECT 5.26 7.64 80.00 84.62 9.88 14.01 67.84 68.31
Our TF Model 76.92 64.29 74.19 84.38 75.53 72.97 95.40 93.73
Our RR Model 90.87 93.98 78.62 81.25 84.30 87.15 91.51 92.86

Table 8: Comparison results after paraphrasing applying Paraphrasing defence
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