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ABSTRACT

Weakly-supervised temporal action localization aims to localize action instances
in videos with only video-level action labels. Existing methods mainly embrace a
localization-by-classification pipeline that optimizes snippet-level prediction with
a video classification loss. However, this formulation suffers from the discrep-
ancy between classification and detection, resulting in the noisy foreground and
background (F&B) snippets separation. To alleviate this problem, we propose to
explore the underlying structure among the snippets by unsupervised snippet clus-
tering, rather than heavily relying on the video classification loss. Specifically, we
propose a novel clustering-assisted F&B separation network dubbed CASE, which
achieves F&B separation by two core components: a snippet clustering compo-
nent that groups the snippets into multiple latent clusters and a cluster classifica-
tion component that attempts to further classify the cluster as foreground or back-
ground. In the absence of ground-truth labels to train these two components, we
propose to adopt an online self-training algorithm that allows online interaction
of pseudo-label rectification and model training. More importantly, we propose
a distribution-constrained labeling strategy that utilizes different priors to regu-
larize the distribution of the pseudo-labels, so as to reinforce the quality of the
pseudo-labels. With the aid of the online self-training algorithm and distribution-
constrained labeling strategy, our method is able to exploit the latent clusters that
are simultaneously typical to snippets and discriminative to F&B. Thereby, the
cluster assignments of the snippets can be associated with their F&B labels to en-
able the F&B separation. The effectiveness of the proposed CASE is demonstrated
by the experimental results on three publicly available benchmarks: THUMOS14,
ActivityNet v1.2 and v1.3.

1 INTRODUCTION

Temporal action localization (TAL) (Shou et al., 2016) is a task to localize the temporal boundaries
of action instances and recognize their categories in videos. In recent years, numerous works put ef-
fort into the fully supervised manner and gain great achievements. Albeit successful, these methods
require extensive manual frame-level annotations, which is expensive and time-consuming. Without
the requirement of frame-level annotations, weakly-supervised TAL (WTAL) has received increas-
ing attention, as it allows us to detect the action instances with only video-level action labels.

There has been a large spectrum of WTAL methods developed in the literature. With only video-
level labels, mainstream methods employ a localization-by-classification pipeline, which formulates
WTAL as a video action classification problem to learn a temporal class activation sequence (T-
CAS). Under this pipeline, the foreground (i.e., action) and background separation remains an open
question, since the video-level labels have no cue for background class. There are two types of
approaches to solve it. The first type (Wang et al., 2017; Zhang et al., 2021) is based on the multiple
instance learning (MIL), which uses the T-CAS to select the most confident snippets for each action
class. The second type (Nguyen et al., 2019; Liu et al., 2019) introduces an attention mechanism to
learn class-agnostic foreground weights that indicates the probabilities of the snippets belonging to
foreground. Despite recent progress, the methods typically rely on the video classification loss to
guide the learning of the T-CAS or the attention weights. There is an inherent drawback that the loss
is easily minimized by the salient snippets (Min & Corso, 2020) and fails to explore the distribution
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Figure 1: Conceptual illustration of CASE. In snippet clustering, we divide the snippets (or frames)
into multiple clusters with explicit characteristics. In cluster classification, we classify the clusters
as foreground or background.

of the whole snippets, resulting in erroneous T-CAS or attention weights. This issue is rooted in
the supervision gap between the classification and detection tasks. There are some attempts (Pardo
et al., 2021; Luo et al., 2020) proposed to generate snippet-level pseudo-labels to bridge the gap.
The pseudo-labels, however, are derived from the unreliable T-CAS or attention weights.

In the literature, deep clustering (Chang et al., 2017), which automatically partitions the samples
into different groups, is proven to be capable of revealing the intrinsic distribution of the samples in
many label-scarce tasks (Asano et al., 2019; Caron et al., 2020; Fini et al., 2021; Li et al., 2022b).
A natural issue arises: is it possible to adopt the clustering to capture the distribution of the snip-
pets? Since the clustering can be conducted in a self-supervised manner, it is immune to the video
classification loss. This indicates the great potential of clustering technique in WTAL, especially
in the challenging F&B separation. With the aim of F&B separation, a naive solution is to group
the snippets into two clusters (one for foreground and the other for background). Whereas, we em-
pirically find that it doesn’t work well (cf. Sec. 4.3). We argue that the reason that accounts for
the failure is that the snippets, regardless of the foreground or background, differ dramatically in
appearance (cf. Fig. 1 (a)). As a result, it may be difficult for a self-supervised model to group them
together. Fortunately, in the real-world videos, there may be common characteristics (e.g., ’inter-
view’, ’running’) shared by a group of snippets (cf. Fig. 1 (b)). Compared with learning two clusters
for F&B in the complex video content, it may be easier to explore the snippet clusters with clear and
distinctive characteristics, which can be achieved by a clustering algorithm with multiple clusters.
Furthermore, it can be observed that the characteristics of clusters are sometimes indicative cues to
F&B separation. For example, we can confidently classify the ’running’ cluster to foreground and
the ’interview’ cluster to background according to cluster-level characteristics. Consequently, it is
promising to further take advantage of the cluster-level representations to assist F&B separation.

In light of the above discussion, we propose a Clustering-Assisted F&B SEparation (CASE) net-
work. Specifically, we first build a standard WTAL baseline that provides a primary estimation of
the F&B snippets. Then a clustering-based F&B separation algorithm (cf. Fig. 1) is introduced
to refine the F&B separation. At the heart of this algorithm lies a snippet clustering component for
dividing the snippets into multiple clusters, alongside a cluster classification component for classify-
ing the clusters as foreground or background. Considering there is no ground-truth label available to
train the components, we develop an online self-training algorithm that optimizes the pseudo-labels
and the model in an online fashion. More importantly, it is desired that the learned clusters are both
typical to the snippets and discriminative to F&B classes. By ’typical’, we mean that each snippet is
assigned to one and only one cluster, and each cluster contains a considerable number of snippets.
Such a property will force the model to comprehensively characterize the distribution of the snip-
pets. To this end, we devise a distribution-constrained strategy to impose additional constraints on
the distribution of pseudo-labels. Specifically, for the snippet clustering, we impose an equipartition
constraint on the marginal distribution of the snippet-level labels so that the cluster assignments of
the snippets are diverse. Besides, we leverage the baseline to form a dynamic prior distribution for
the labels so as to make the assignments more confident. As for the cluster classification, we propose
to enforce the marginal distribution of cluster-level F&B labels to be consistent with that of snippet-
level F&B labels, thereby improving the discrimination of clusters to F&B. After training the two
components, we can transform the cluster assignments of the snippets to their F&B assignments,
which can be used to refine the F&B separation of the baseline.

In summary, the contributions of this paper are as follows: 1) We propose a clustering-assisted
F&B separation network named CASE for WTAL, which casts the problem of F&B separation as
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a combination of the snippet clustering and cluster classification. 2) We propose an online self-
training algorithm accompanied by a distribution-constrained labeling strategy to guide the snippet
clustering and cluster classification. 3) Extensive experiments manifest that the proposed CASE
achieves significant performance improvements compared to state-of-the-art approaches.

2 RELATED WORK

Deep Visual Clustering. Traditional clustering methods, such as K-Means (MacQueen et al., 1967),
are limited to low-dimensional data. With the aid of deep learning (LeCun et al., 2015), deep clus-
tering methods are proposed to embed the original data in a lower-dimensional embedding space.
Current approaches (Yang et al., 2019; 2020; Dang et al., 2020) could be roughly divided into two
categories: The first one iteratively computes the clustering assignment from the up-to-date model
and supervise the network training processes by the estimated information (Xie et al., 2016; Yang
et al., 2016; Chang et al., 2017; Caron et al., 2018; Chang et al., 2019; Wu et al., 2019). The second
one simultaneously learns both the feature representation and clustering assignment (Haeusser et al.,
2018; Ji et al., 2019; Huang et al., 2020a) . Asano et al. (Asano et al., 2019) transform the cluster
assignment problem to an optimal transport problem which can be solved efficiently through the
Sinkhorn-Knopp algorithm. Caron et al. (Caron et al., 2020) use the algorithm of (Asano et al.,
2019) to introduce a swapped mechanism that uses two random transformations of the same images
to guide each other. In this work, we extend (Asano et al., 2019) from image classification to WTAL.
More importantly, we incorporate it with task-specific labeling strategies.

Weakly-Supervised Temporal Action Localization. UntrimNet (Wang et al., 2017) is the pioneer-
ing work for WTAL, which is widely used as the basis for later methods. Based on the specific
designs, most existing approaches fall into four groups. The first group aims to improve feature
discrimination. Deep metric learning is explored in (Min & Corso, 2020; Narayan et al., 2019) to
encourage intra-class compactness and inter-class dispersion. Recent works (Zhang et al., 2021; Li
et al., 2022a) use contrastive learning to refine the snippet representations. The second group seeks to
discover complete action regions. (Min & Corso, 2020; Singh & Lee, 2017; Zhong et al., 2018) pro-
pose to remove the discriminative parts or randomly hide snippets to press the models in exploring
more action regions. (Liu et al., 2019; Islam et al., 2021) design a multi-branch framework to dis-
cover complementary snippets. The third group focuses on the learning of attention weights. (Zhai
et al., 2020; Nguyen et al., 2018) design the losses to regularize the values of the attention weights.
Recently, efforts are made in (Pardo et al., 2021; Luo et al., 2020) to generate pseudo-labels for
the attention weight training. Despite the success of these methods, their pseudo-labels are derived
from the primary predictions that need to be optimized using the video classification loss. Yet, we
generate the cluster pseudo-labels of snippets via self-labeling that is essentially independent of the
video classification loss. The last group is the most closely related to ours. These methods (Liu
et al., 2021; Luo et al., 2021; Huang et al., 2021a; Wang et al., 2021) introduce auxiliary classes in
addition to the action classes and background class. (Liu et al., 2021) proposes to learns two feature
sub-spaces respectively for the actions and the contexts. (Luo et al., 2021; Wang et al., 2021; Liu
et al., 2019) propose to mine the ”action units” or ”sub-actions” that are shared by different action
categories. Class-specific sub-actions are also explored in (Huang et al., 2021b;a). Our proposed
method is superior to these methods in three noticeable aspects. 1) The learning of the auxiliary
classes in these methods is driven by the video classification loss. Yet, we develop the clusters in a
self-supervised manner, which is complementary to the video-level supervision. 2) These methods
devise multiple loss terms to regularize the auxiliary classes. In contrast, we introduce the regular-
ization in pseudo-labeling, which can be resolved in a principled way. 3) Our method significantly
outperforms these methods by a large margin. Recently, Huang et al. (Huang et al., 2022) propose
to maintain an asynchronous memory bank for storing the class-wise representative snippets derived
from each video. On the contrary, we use an end-to-end clustering head to learn several clusters.

3 CASE

In this section, we elaborate on the proposed method, namely CASE, which is depicted in Fig. 2.

3.1 NOTATIONS AND BASELINE

In each training iteration, we first sample a batch of videos {Vb}Bb=1 with a batch size of B. For each
video Vb, we can only access its video label Ȳb ∈ RKV

, where KV is the number of action classes.
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Figure 2: The framework of CASE. The upper box (a) shows the baseline model, which consists
of a video classification branch and an attention branch. The bottom box (b) presents our proposed
clustering-based F&B separation algorithm. It is comprised of a snippet clustering component (SCC)
and a cluster classification component (CCC), where the dynamic distribution-constrained labeling
(DDCL) and distribution-constrained labeling (DCL) are respectively employed.

Afterwards, a sequence of T snippets is sampled from each video, and RGB features F RGB
b ∈ RT×D

and optical-flow features F Flow
b ∈ RT×D are extracted with pre-trained feature extractors. Here D

is the channel dimension. Following (Zhai et al., 2020; Yang et al., 2021), we use an RGB stream
and an optical-flow stream to process F RGB

b and F Flow
b , respectively. Unless otherwise specified, we

only illustrate one of them and omit the superscripts of ’RGB’ and ’Flow’ in the rest of this paper.

For the baseline, following (Wang et al., 2017), we deploy a two-branch framework that contains
a video classification branch and an attention branch. In the former branch, we first feed the input
features Fb to an embedding encoder, and then pass the resulting embeddings into an action classifier
with KV classes to get the T-CAS dubbed PV

b ∈ RT×KV

. In the latter branch, Fb is first passed
through another embedding encoder to obtain the snippet embeddings, and the embeddings are then
sent to a one-dimension attention layer to extract class-agnostic attention weights dubbed PA

b ∈ RT

that represent the foreground probabilities of the snippets.

Here, we apply the widely-used MIL to train the video classification branch. Briefly (see Ap-
pendix E.1 for details), we first calibrate T-CAS with the attention weights to suppress background
snippets. Then we select k snippets with highest activations of each class to build the video scores
P̄b ∈ RKV

. Finally, we optimize a video classification loss with the known video labels Ȳb:

LV = − 1

B

B∑
b=1

KV∑
k=1

Ȳb,k · log P̄b,k. (1)

Besides, in order to train the attention branch, we opt for the pseudo-label-based scheme proposed
by (Ma et al., 2021) due to its conciseness and effectiveness. Specifically, we define the foreground
pseudo-labels QA

b ∈ RT as: the union of the selected snippets corresponding to the classes presented
in Ȳb are positive (i.e., 1), and the other snippets are negative (i.e., 0). To improve the robustness
of the model against label noise, we train this branch with the generalized binary cross-entropy
loss (Zhang & Sabuncu, 2018) that softens the penalty in regions of high disagreement:

LA =
1

Npos

B∑
b=1

T∑
t=1

1[QA
b,t=1] ·

1− (PA
b,t)

γ

γ
+

1

Nneg

B∑
b=1

T∑
t=1

1[QA
b,t=0] ·

1− (1− PA
b,t)

γ

γ
, (2)

where 1[∗] is an indicator function. γ ∈ (0, 1) controls the noise tolerance. Npos and Nneg represents
that number of positive snippets and negative snippets in the batch.

3.2 CLUSTERING-BASED FOREGROUND AND BACKGROUND SEPARATION

The preceding baseline has two main drawbacks: 1) It is biased by the video classification loss and
thus is unable to reveal the true distribution of the snippets. 2) It uses a binary classifier to directly
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separate F&B snippets, bearing no intra-class variation. To overcome the drawbacks, we propose the
clustering-based F&B separation algorithm, which realizes F&B separation by a snippet clustering
component and a cluster classification component.

3.2.1 SNIPPET CLUSTERING

To allow mutual promotion of the learning of the attention layer and snippet clustering, we append
the snippet clustering component (SCC) over the embeddings in the attention branch. For notation
simplicity, we use N to denote the total number of snippets within a batch and N = BT . Thereafter,
we denote the snippet embeddings by Z ∈ RN×D. To obtain the cluster assignments of the snippets
dubbed PC ∈ RN×KC

, we feed Z into a clustering head composed of a classifier with KC classes.
KC is the predefined number of clusters. Without any label to train the cluster head, we adopt an
online self-training algorithm that simultaneously optimizes the cluster assignments PC and the
pseudo-labels QC ∈ RN×KC

. Formally, it is achieved by minimizing following objective:

LC = −
N∑

n=1

KC∑
k=1

QC
n,k · logPC

n,k = ⟨QC ,− logPC⟩ (3)

where ⟨∗⟩ stands for Frobenius dot-product. Minimizing LC w.r.t QC is equivalent to pseudo-
labeling. Minimizing LC w.r.t PC indicates minimizing a cross-entropy loss that optimizes the
parameters of the model. These two processes are alternated within each iteration so that QC can
co-evolve with PC . However, merely minimizing Eq. 3 may lead to a degenerate solution (Asano
et al., 2019): most snippets are assigned to only a few clusters (termed imbalanced assignment
issue). To tackle the issue, we propose a distribution-constrained labeling (DCL) strategy to impose
constraints on the distribution of the pseudo-labels. Formally, we restrict QC to be an element of
transportation polytopes (Cuturi, 2013):

QC ∈ QC , QC := {QC ∈ RN×KC

+ |QC1KC

= αC ,QC⊤
1N = βC}, (4)

where 1N denotes the vectors of all ones of dimension N . αC ∈ RN and βC ∈ RKC

are the
marginal projections of QC onto its rows and columns, respectively. Since the pseudo-label of
each sample belongs to a probability distribution, it is obvious that αC = 1N . βC

k represents
the proportions of the snippets assigned to the k-th cluster. Here, we employ the equipartition
constraint (Asano et al., 2019; Caron et al., 2020; Fini et al., 2021), i.e.,

βC =
N

KC
1KC

. (5)

It indicates that each cluster is assigned with the same number of snippets, thus encouraging the
assigned labels to be diverse and preventing the imbalanced assignment issue. Without any other
prior knowledge, equipartition is a good inductive bias from the perspective of Occam’s razor, since
it is one of the simplest possible behaviors. Then minimizing LC w.r.t QC becomes an instance of
optimal transport problem (Cuturi, 2013; Asano et al., 2019). Computationally, it is quite expensive
to solve it. Following (Cuturi, 2013), we introduce an entropy term to the objective:

min
QC∈QC

⟨QC ,− logPC⟩ − 1

ϵ
H(QC), (6)

where H(QC) = −
∑

n,k Q
C
n,k · logQC

n,k is the entropy of QC . ϵ is a hyper-parameter. The
advantage of this regularization term is that the solver of Eq. 6 can be given as:

QC = diag(u)(PC)
ϵ
diag(v), (7)

where u and v are two renormalization vectors that can be computed by the Sinkhorn-Knopp algo-
rithm (Cuturi, 2013). The algorithm is highly efficient on GPU as it only involves a couple of matrix
multiplications, enabling online computation. Given the optimal QC , we then minimize LC w.r.t
PC , which also optimizes the feature encoder and the attention layer.

3.2.2 CLUSTER CLASSIFICATION

It is desired that the clusters are discriminative to F&B separation. But so far, there is no explicit
connection between the clustering and F&B separation. To mitigate the gap, the cluster classifica-
tion component (CCC) is proposed to enforce each cluster to be classified into foreground class or
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background class. It turns out to be an unsupervised classification problem. Motivated by prototype-
based metric learning (Snell et al., 2017; Chen et al., 2021), we propose to express the clusters and
the F&B classes by their prototypes (i.e., the class-wise centers of the embeddings). Then a clus-
ter classifier is constructed by comparing the similarities between the cluster prototypes and F&B
prototypes. Specifically, we attain the prototype of each cluster by pseudo-labels as:

Z̄C
k =

∑N
n=1 Q

C
n,k ·Zn∑N

n=1 Q
C
n,k

, k ∈ {1, 2, ...,KC}. (8)

As for the F&B classes, we respectively calculate their prototypes as:

Z̄F
k =

∑N
n=1 Q

A
n,k ·Zn∑N

n=1 Q
A
n,k

, Z̄B
k =

∑N
n=1(1−QA

n,k) ·Zn∑N
n=1(1−QA

n,k)
, (9)

where QA
n,k is the foreground pseudo-labels defined in Sec. 3.1. Then the relative similarity between

the cluster prototype and the foreground prototype is calculated as:

P F
k =

exp(ρ · cos(Z̄C
k , Z̄F

k ))

exp(ρ · cos(Z̄C
k , Z̄F

k )) + exp(ρ · cos(Z̄C
k , Z̄B

k ))
, (10)

where cos(·) denotes the cosine similarity function and ρ is the temperature. Obviously, the relative
similarity between each cluster prototype and the background prototype is PB

k = 1− P F
k . For the

sake of simplicity, we denote the concatenation of P F
k and PB

k of all clusters by PR ∈ RKC×2,
where PR

k = [P F
k ,PB

k ]. Then PR is regarded as the prediction of the classifier. To optimize
the classifier, we propose to employ the online self-training algorithm again and yet a revised
distribution-constrained strategy. Specifically, the objective function is expressed as:

LR = ⟨QR,− logPR⟩, s.t. QR ∈ QR,QR := {QR ∈ RKC×2
+ |QR12 = αR,QR⊤

1KC = βR},
(11)

where QR ∈ RKC×2 is the pseudo-labels. αR = 1KC

is obvious. βR ∈ R2 represents the propor-
tions of clusters belonging to F&B. Instead of using equipartition constraint (i.e., Eq. 5), we hereby
use the distribution of QA

n,k to estimate βR. The intuition behind it is that each cluster contains ap-
proximately the same number of samples thanks to Eq. 5 used in Sec. 3.2.1, making the proportions
of F&B clusters close to the proportions of F&B snippets. Hence, βR can be approximated as:

βR = [
1

N

N∑
n=1

QA
n ,

1

N

N∑
n=1

(1−QA
n )]. (12)

Compared with Eq. 5, Eq. 12 is closer to the real distribution of the F&B snippets, leading to more
discriminative clusters to F&B. Finally, we will get a loss term LR in each iteration. With the loss,
QR will quickly converge to a stable status close to one-hot form (c.f. Sec. 4.3), indicating that a
global and explicit relationship between the clusters and the F&B is established.

3.2.3 DYNAMIC DISTRIBUTION-CONSTRAINED LABELING

In Eq. 6, an entropy term is introduced to make it tractable with affordable complexity. However, it
may also cause a trivial solution in that the samples are assigned to different classes with the same
probability. In practice, we find that the issue is serious in SCC, but not in CCC. This may be because
the former involves much more instances and classes, rendering the algorithm harder to converge
(cf. Fig. 3). The trivial solution indicates that the assignments between snippets and clusters are un-
certain (termed uncertain assignment issue). To remedy the defect in SCC, it is necessary to replace
the entropy term with a more informative one. Inspired by (Su & Hua, 2017), we propose a dynamic
distribution-constrained labeling (DDCL) strategy to introduce a dynamic prior distribution for QC ,
namely, Q̂C ∈ RN×KC

. In Q̂C , we force that the F&B snippets have relatively high probabilities
of belonging to the F&B clusters, respectively. Specifically, we first rank the snippets according to
their foreground probabilities (i.e., PA) from small to large. Let us denote the normalized ranked
orders of the N snippets by R ∈ { 1

N , 2
N , . . . , 1}N . Then in Q̂C , the snippets with high R are

preferred to be assigned to the clusters with high foreground probabilities (i.e, QR
:,0) and vice versa.

Mathematically, we define Q̂C as a 2D Gaussian distribution:

Q̂C
nk =

1

σ
√
2π

exp
(
−

|Rn −QR
k,0|

2

2σ2

)
, (13)
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where σ is the standard deviation. The reader may consider that PA is an alternative to R. But as
shown in Appendix F.2, R is more comparable with QR than PA. Thereafter, we replace the Eq. 6
with following objective:

min
QC∈QC

⟨QC ,− logPC⟩+ 1

ϵ
KL(QC ||Q̂C), (14)

where KL(QC ||Q̂C) is the Kullback-Leibler (KL) divergence between QC and Q̂C . Compared
with the original entropy term, the advantage of the KL term is that it can use the confident QR to
improve the confidence of QC . Further taking the constraint of Eq. 4 into account, we can derive
the solution for Eq. 14 as follows (please refer to Appendix H for the derivation):

QC = diag(u)(Q̂C · (PC)
ϵ
) diag(v). (15)

Eq. 15 can also be efficiently computed by the Sinkhorn-Knopp algorithm. It is worth noting that
our purpose is significantly different from (Su & Hua, 2017), a method for sequence matching. It is
originally designed to enforce that only elements with similar temporal positions on two sequences
are matched. On the contrary, we aim to inherit the basic information from the attention layer to
enhance the typicality of the clusters.

3.3 TRAINING AND TESTING

Two-stream Co-Labeling. In our framework, there are several procedures of pseudo-labeling that
can be summarized with a unified formulation as Q = Ψ(P ). Here P is the prediction of the model,
Ψ is the function of generating pseudo-labels, Q is the pseudo-labels. To improve the quality of
the pseudo-labels, inspired by (Zhai et al., 2020), we propose the two-stream co-labeling strategy.
Specifically, we aggregate the predictions of RGB and optical-flow streams to generate the modality-
sharing pseudo-labels, i.e., Q = Ψ(0.5P RGB + 0.5P Flow). We refer to Appendix E.2 for details.

Joint Training. We train all the components jointly in an end-to-end fashion. The overall training
objective can be written as:

L = (LV + λALA) + λCLC + λRLR, (16)

where λ∗ represents the weight. As the attention layer and our proposed algorithm share the same
embedding encoder, the joint training also improves the capacity of the attention layer (cf. Sec.4.3).

Clustering-Assisted Testing. Previous works (Zhang et al., 2021; Qu et al., 2021) have shown
that the foreground probability from the attention layer (i.e., PA ∈ RN ) is helpful to localize action
instances in the test phase. With the probabilities that the snippets belong to the clusters and the
probabilities that the clusters belong to the foreground, we can obtain another foreground probabili-
ties of the snippets dubbed P̂A ∈ RN (other than PA) based on the law of total probability:

P̂A
n =

KC∑
k

P̂C
n,k ·QR

:,0 i.e., P̂A = PCQR
:,0. (17)

QR is computed within each batch in the training phase, which is infeasible in the test phase.
Considering that QR is stable during training, we simply use QR of the last training iteration for
testing. Moreover, as shown in Table 5, PA and P̂A are complementary, thus we fuse PA and P̂A

by convex combination: P̈A = 0.5PA + 0.5P̂A. P̈A can be therefore used for testing.

4 EXPERIMENTS

4.1 DATASETS AND EVALUATION METRIC

THUMOS14 (Jiang et al., 2014) contains untrimmed videos with 20 classes. We use the 200 videos
in validation set for training and the 213 videos in testing set for evaluation. ActivityNet (Caba Heil-
bron et al., 2015) has two release versions, i.e., ActivityNet v1.3 and ActivityNet v1.2. ActivityNet
v1.3 covers 200 action categories, with a training set of 10, 024 videos and a validation set of 4,
926 videos. ActivityNet v1.2 is a subset of ActivityNet v1.3, and covers 100 action categories, with
4, 819 and 2, 383 videos in the training and validation set, respectively. We follow the standard
evaluation protocol by reporting mean Average Precision (mAP) values under different temporal
intersection over union (tIoU) thresholds.
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Table 1: Comparisons of performance on THUMOS14. The AVG(0.1:0.5), AVG(0.3:0.7), AVG
represent the average mAP under IoU thresholds of 0.1:0.5, 0.3:0.7 and 0.1:0.7, respectively.

Supervision Method mAP @ IoU (%) AVG
(0.1:0.5)

AVG
(0.3:0.7) AVG0.1 0.2 0.3 0.4 0.5 0.6 0.7

Full
S-CNN (Shou et al., 2016) (CVPR’16) 47.7 43.5 36.4 28.7 19.0 10.3 5.3 35.0 19.9 27.3
TAL-Net (Chao et al., 2018) (CVPR’18) 59.8 57.1 53.2 48.5 42.8 33.8 20.8 52.3 39.8 45.1
GTAN (Long et al., 2019) (CVPR’19) 69.1 63.7 57.8 47.2 38.8 - - 55.3 - -
RCL (Wang et al., 2022) (CVPR’22) - - 70.1 62.3 52.9 42.7 30.7 - 57.1 -

Weak

UntrimNet (Wang et al., 2017) (CVPR’17) 44.4 37.7 28.2 21.1 13.7 - - 29.0 - -
W-TALC (Paul et al., 2018) (ECCV’18) 55.2 49.6 40.1 31.1 22.8 - 7.6 39.8 - -
BaS-Net (Lee et al., 2020) (AAAI’20) 58.2 52.3 44.6 36.0 27.0 18.6 10.4 43.6 27.3 35.3
DGAM (Shi et al., 2020) (CVPR’20) 60.0 54.2 46.8 38.2 28.8 19.8 11.4 37.0 - -
TSCN (Zhai et al., 2020) (ECCV’20) 63.4 57.6 47.8 37.7 28.7 19.4 10.2 47.0 28.8 37.8
WUM (Lee et al., 2021) (AAAI’21) 67.5 61.2 52.3 43.4 33.7 22.9 12.1 51.6 32.9 41.9
MSA (Huang et al., 2021a) (TIP’21) 65.5 58.9 49.1 40.0 31.4 18.8 10.6 49.0 30.0 39.2
ACM-Net (Qu et al., 2021) (TIP’21) 68.9 62.7 55.0 44.6 34.6 21.8 10.8 53.2 33.4 42.6
CoLA (Zhang et al., 2021) (CVPR’21) 66.2 59.5 51.5 41.9 32.2 22.0 13.1 50.3 32.1 40.9
UGCT (Yang et al., 2021) (CVPR’21) 69.2 62.9 55.5 46.5 35.9 23.8 11.4 54.0 34.6 43.6
ASL (Ma et al., 2021) (CVPR’21) 67.0 - 51.8 - 31.1 - 11.4 - - -
D2-Net (Narayan et al., 2021) (ICCV’21) 65.7 60.2 52.3 43.4 36.0 - - 51.5 - -
FAC-Net (Huang et al., 2021c) (ICCV’21) 67.6 62.1 52.6 44.3 33.4 22.5 12.7 52.0 33.1 42.2
ACGNet (Yang et al., 2022) (AAAI’22) 68.1 62.6 53.1 44.6 34.7 22.6 12.0 52.6 33.4 42.5
DCC (Li et al., 2022a) (CVPR’22) 69.0 63.8 55.9 45.9 35.7 24.3 13.7 54.1 35.1 44.0
RSKP (Huang et al., 2022) (CVPR’22) 71.3 65.3 55.8 47.5 38.2 25.4 12.5 55.6 35.9 45.1
ASM-Loc (He et al., 2022) (CVPR’22) 71.2 65.5 57.1 46.8 36.6 25.2 13.4 55.4 35.8 45.1
CASE 72.3 66.9 59.2 49.3 37.7 24.2 13.7 57.1 36.8 46.2

4.2 COMPARISON WITH THE STATE-OF-THE-ART (SOTA) METHODS

In Table 1, we compare our method with SOTA WTAL methods and several fully supervised method
on THUMOS14. We can observe that our method evidently outperforms the previous WTAL meth-
ods. Remarkably, we surpass the SOTA approach ASM-Loc (He et al., 2022) by 1.7% on the average
mAP (0.1:0.5). Furthermore, our method obtains competitive results even compared with some fully
supervised methods, although we utilize much less supervision. In Appendix F.1, we thoroughly
compare our method with SOTA approaches on ActivityNet v1.2 and v1.3, and our method also
gains substantial promotion over previous SOTA methods on these two datasets.

4.3 ABLATION STUDY

Contribution of each component. In Table 2, we evaluate the contribution of each component. To
illustrate the quality of F&B separation, we additionally report the binary classification accuracy of
the F&B snippets, namely, ’ACC’. The baseline obtains 38.3% on mAP and 73.6% on ACC (cf.
1-th row), which is further analyzed in Appendix F.2. Compared with the baseline, we can see
that each proposed component contributes to the performance. For example, SCC and CCC yield
a gain of 2.0% (cf. 1,2-th rows) and 1.1% (cf. 3,4-th rows) on mAP , respectively. The reason
may be that via deliberated snippet clustering, the embedding space is shaped as well-structured,
eventually benefiting F&B separation of the attention layer. After the SCC and CCC are equipped,
we further employ the CAT, which brings about a remarkable promotion of 2.3% on mAP (cf. 7,8-th
rows). In addition, DDCL boosts the performance by 1.1% (cf. 3,4-th rows). We will conduct
exhaustive ablation studies to these components in the following sections. TSCL improves the
method by over 2% on mAP (cf. 6,8-th rows), which may be attributed to the improved quality of the
pseudo-labels (Zhai et al., 2020). The TSCL involves multiple procedures, which will be elaborately
investigated in Appendix F.2. After incorporating all the components together, our method increases
the performance from 38.3% to 46.2% on mAP and 73.6% to 77.5% on ACC.
Are the multiple clusters necessary? We propose to cluster the snippets into multiple classes (i.e.,
KC > 2), although only F&B separation is required. To verify the effectiveness of our design,
we compare the performances under different settings of KC in Table 3. As can be seen, a small
KC usually result in an inferior performance, while the results become stable when increasing KC

beyond 16. Notably, KC = 2 causes a performance decline of 0.7% relative to the baseline. The
reason may be that the clustering results deviate too much from the true distribution of the F&B
snippets. Hence, clustering into multiple clusters is necessary.
Effect of cluster classification component (CCC). In Table 5, we investigate the effects of CCC.
λR = 0 indicates that the loss LR doesn’t take effect. βR = [0.5, 0.5] indicates that the equipartition
constraint is used for setting βR. Notably, for our CASE, λR ̸= 0 and βR is set based on the
distribution of pseudo F&B snippets (i.e., Eq. 12). We can see that that using LR leads to the
simultaneous promotion of P̂A and PA. Besides, our proposed βR is superior to the equipartition
constraint (i.e., Eq. 5). These observations clearly corroborate the effectiveness of our design.
Effect of distribution-constrained labeling (DCL) In Table 4, we provide detailed analysis of
DCL. Without loss of generality, we will utilize DCL used in SCC as an illustration. ’PL’ indicates
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Table 2: Contribution of each component. DDCL, TSCL,
and CAT indicate dynamic distribution-constrained label-
ing, two-stream co-labeling, and clustering-assisted test-
ing, respectively. When CAT is equipped, P̈A is used for
inference; otherwise, PA is used.

Row SCC CCC DDCL TSCL CAT mAP ACC
1 38.3 73.6
2 ✓ 40.3 74.5
3 ✓ ✓ 42.0 75.4
4 ✓ ✓ ✓ 43.1 75.9
5 ✓ ✓ ✓ ✓ 45.4 77.1
6 ✓ ✓ ✓ ✓ 44.1 76.7
7 ✓ ✓ ✓ ✓ 43.9 76.5
8 ✓ ✓ ✓ ✓ ✓ 46.2 77.5

Table 3: The effect of KC . KC = 0 indicates the baseline.
KC 0 2 4 8 16 32 48 64
mAP 38.3 37.6 38.6 39.6 40.3 40.1 39.9 39.9

Table 4: Ablation study on DCL under different settings,
where P̄C =

∑N
n=1 P

C
n /N ∈ RKC

.
PL(Hard) PL (Soft) DCL(Hard) DCL (Soft)

mAP 40.8 41.2 44.7 46.2
H(PC) 0.01 2.77 1.25 1.37
H(P̄C) 0.01 2.77 2.75 2.76

Table 5: The effect of CCC. λR

is the weight of the loss LR. βR

is the marginal distribution of QR.
Here the performances evaluated
with PA, P̂A and P̈A are reported.

PA P̂A P̈A

CASE 43.9 44.1 46.2
λR = 0 43.4 43.1 44.6

βR = [0.5, 0.5] 42.7 42.2 43.5
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Figure 3: The evolution of the en-
tropy of QR and QC during train-
ing. H(QC) and H(QC)-DDCL
represent that the terms without and
with DDCL, respectively.

that the distribution constraint of Eq. 4 is disabled. ’Hard’ and ’Soft’ refer to the use of one-hot and
soft labels, respectively. The one-hot label is obtained by applying the argmax operator to the soft
label. In addition to mAP, we also report the average entropy of the cluster assignments H(PC) and
the average entropy of the proportions of clusters H(P̄C). The smaller H(PC), the less serious the
uncertain assignment issue. The larger H(P̄C), the less serious the imbalanced assignment issue. It
is observed that: 1) PL (Hard) and PL (Soft) suffer from extremely serious imbalanced assignment
and uncertain assignment respectively, resulting in evident performance degradation. Compared
with them, DCL gets much better performance and meanwhile these two issues are greatly allevi-
ated; 2) DCL (Hard) lags behind DCL (Soft). An explanation for this is that obtaining the hard
labels is more aggressive than gradient updates, leading to a worse solution (Caron et al., 2020).
Effect of dynamic distribution-constrained labeling (DDCL). In Table 2, it is shown that the
DDCL is helpful. To further understand the contribution of DDCL, we show the evolution of the
entropy of QC (i.e., H(QC)) of the models with and without DDCL in Fig. 3. Besides, we also
illustrate H(QR) for comparison. Since QC and QR involve different numbers of classes, a direct
comparison is not entirely fair. Still, we provide it as an indication. We can observe that H(QR)
converges quickly to a small value, indicating that the optimization can easily result in a solution
close to one-hot form. Yet, H(QC) converges slowly and keeps a large value at the end of training.
On the other hand, once the DDCL is introduced, this issue is alleviated with lower H(QC), which
is helpful to prevent the uncertain assignment issue and obtain better performance.

Effect of clustering-assisted testing (CAT). In Table 5, we compare the performances of PA, P̂A

and the fused one P̈A under different settings. It can be seen that, in all these cases, P̈A consistently
outperforms both P̂A and P̂A, proving that P̂A and P̂A are complementary to each other. To gain
further insights, we provide some visualized examples in Appendix G.

5 CONCLUSION

In this paper, we propose a new WTAL framework, namely CASE, which focuses on leveraging the
snippet clustering to help the F&B separation. CASE first utilizes a snippet clustering component
to divide the snippets into multiple clusters, and then employs a cluster classification component
to classify the clusters as foreground or background. Moreover, we integrate an online self-training
algorithm and a distribution-constrained labeling strategy to optimize these two components. There-
after, the cluster assignments of the snippets can be used to refine their F&B scores. Extensive
analysis manifests that CASE is powerful on all the benchmarks.
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6 REPRODUCIBILITY STATEMENT

We have uploaded the main code of our CASE to https://anonymous.4open.science/r/CASE-
1275/README.md for the reviewers.
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A OVERVIEW

In the supplementary material, we offer more information about: 1) Source code (cf. B); 2) List of
acronyms (cf. C); 3) Summarization of the DCL strategy (cf. D); 4) Implementation details (cf. E);
5) Additional experimental results (cf. F); 6) Visualization results (cf. G); 7) Some theoretical results
(cf. H); 8) Discussion on limitations and future works (cf. I).

B SOURCE CODE

The main code of our CASE can be found in the anonymous website:
https://anonymous.4open.science/r/CASE-1275/README.md.

C LIST OF ACRONYMS

Table 6: Key acronyms in this paper.
Short Long
WTAL Weakly-supervised Temporal Action Localization
F&B Foreground and Background
MIL Multiple Instance Learning
CASE Clustering-Assisted F&B Separation Network
SCC Snippet Clustering Component
CCC Cluster Classification Component
DCL Distribution-Constrained Labeling
DDCL Dynamic Distribution-Constrained Labeling
TSCL Two-Stream Co-Labeling
CAT Clustering-Assisted Testing

D SUMMARIZATION OF DISTRIBUTION-CONSTRAINED LABELING

The distribution-constrained labeling (DCL) strategy is designed to constrain the distribution of
pseudo-labels, which is an important technique in our method. What’s more, we devise different
variants of DCL in different parts of the main paper. Here we summarize them to make the relations
between the variants easier to follow. Specifically, we first propose the primary version of DCL
for snippet clustering, where we impose an equipartition constraint on the marginal distribution of
the pseudo-labels to circumvent the imbalanced assignment issue (cf. Sec. 3.2.1). Thereafter, we
present a dynamic version of DCL (named DDCL) to improve the snippet clustering. DDCL lever-
ages the prediction of the baseline to form a prior distribution for the pseudo-labels so as to mitigate
the uncertain assignment issue (cf. Sec. 3.2.3). The equipartition constraint and prior distribution
together encourage the cluster assignments of the snippets to be individually certain and globally
diverse, thereby resulting in more typical snippet clustering. To achieve feasible cluster classifica-
tion, we make an improvement to the primary version of DCL by enforcing the marginal distribution
of cluster-level F&B pseudo-labels to be consistent with that of snippet-level F&B pseudo-labels,
thereby promoting the discrimination of clusters to F&B (cf. Sec. 3.2.2).

E IMPLEMENTATION DETAILS

E.1 BASELINE

Here we present more details about the multiple instance learning (MIL) scheme used in the baseline.
Specifically, we first calibrate T-CAS PV ∈ RB×T×KV

with the attention weights PA ∈ RB×T to
highlight foreground snippets and suppress background snippets, resulting in the calibrated T-CAS
(dubbed P̂V ∈ RB×T×KV

). It can be implemented in multiple ways. Here following (Ma et al.,
2021; Qu et al., 2021), we fuse the scores by weighted summation, P̂V = ωPV +(1−ω)PA. ω is
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a predefined weight. Thereafter, we select K snippets from each video for each class based on P̂V :

Γb,c = arg max
Γ⊂{1,..,T}

|Γ|=K

∑
τ∈Γ

P̂V
b,τ,c ∀ b ∈ {1, .., B}, c ∈ {1, ..,KV },

(18)

where K is a hyper-parameter. Temporal pooling is applied over the selected snippets in Γb,c to
build video-level class prediction P̄ ∈ RB×KV

:

P̄b,c = Softmax(
1

K

∑
τ∈Γb,c

PV
b,τ,c). (19)

Finally, P̄b,c is used to compute a video classification loss, as shown in Eq. 1 in the main paper. The
Γb,c is not only used to build the video-level scores, but also used to form the foreground pseudo-
labels QA, as shown in the main paper.

E.2 TWO-STREAM CO-LABELING

We propose the two-stream co-labeling (TSCL) to improve the quality of the pseudo-labels by fusing
the information of the RGB stream and optical-flow stream. Here we provide more details about it.
TSCL will be applied in all procedures that would generate pseudo-labels (such as QC , QR). To
be specific, for QC , we fuse the cluster assignments of RGB stream (dubbed PC,RGB) and that of
Flow stream (dubbed PC,Flow) by:

PC = 0.5PC,RGB + 0.5PC,Flow. (20)

Then the pseudo-labels QC is generated by:

min
QC∈QC

⟨QC ,− logPC⟩. (21)

As for QR, the prediction of cluster classifier of RGB stream (dubbed PR,RGB) and that of Flow
stream (dubbed PR,Flow) are combined as follows

PR = 0.5PR,RGB + 0.5PR,Flow. (22)

Then the pseudo-labels QR is generated by:

min
QR∈QR

⟨QR,− logPR⟩. (23)

Moreover, the top-K selection used in Eq. 18 can be regarded as a procedure of defining the fore-
ground and background snippets. Here, we also utilize the TSCL to improve the quality of the top-K
selection. Specifically, we fuse the calibrated T-CAS of RGB stream (dubbed P̂V,RGB) and that of
optical-flow stream (dubbed P̂V,Flow) as follows:

P̂V = 0.5P̂V,RGB + 0.5P̂V,Flow. (24)

Then P̂V is used for top-K selection. Notably, the results of the top-K selection also influences the
definition of QA.

E.3 TRAINING AND INFERENCE DETAILS

TVL1 (Zach et al., 2007) is applied to extract optical-flow stream from RGB stream in advance. Each
stream is divided into 16-frame snippets. We employ the I3D (Carreira & Zisserman, 2017) network
pretrained on Kinetics-400 (Carreira & Zisserman, 2017) to extract snippet-level features from each
stream, where the channel dimension D is 1024. The number of sampled snippets T is set to 750 for
THUMOS14 and 50 for ActivityNet v1.2 and v1.3. Both streams share the same structure but have
separate parameters. The embedding encoders are comprised of a temporal convolution layer with
512 channels and a ReLU layer. The action classifier consists of a FC layer and a Softmax layer.
The cluster head is composed of a cosine classifier Gidaris & Komodakis (2018) with temperature
of 10 and a Softmax layer. The attention layer consists of a FC layer and a Sigmoid layer. We
set the classes KC of the cluster head to 16 for THUMOS14 and 64 for ActivityNet v1.2 and v1.3.
The batch size B is set to 16 for all datasets. The K for MIL is set to T//8 in THUMOS14 and
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Table 7: Results on ActivityNet v1.2. AVG
indicates the average mAP at IoU thresholds
0.5:0.05:0.95.

Method mAP @ IoU
0.5 0.75 0.95 AVG

UntrimNet (Wang et al., 2017) 7.4 3.2 0.7 3.6
AutoLoc (Shou et al., 2018) 27.3 15.1 3.3 16.0
W-TALC (Paul et al., 2018) 37.0 12.7 1.5 18.0
BaS-Net (Lee et al., 2020) 38.5 24.2 5.6 24.3
RPN (Huang et al., 2020b) 37.6 23.9 5.4 23.3
EM-MIL (Luo et al., 2020) 37.4 - - 20.3
TSCN (Zhai et al., 2020) 37.6 23.7 5.7 23.6
WUM (Lee et al., 2021) 41.2 25.6 6.0 25.9
CoLA (Zhang et al., 2021) 42.7 25.7 5.8 26.1
ASL (Ma et al., 2021) 40.2 - - 25.8
D2-Net (Narayan et al., 2021) 42.3 25.5 5.8 26.0
ACGNet (Yang et al., 2022) 41.8 26.0 5.9 26.1
CASE 43.6 26.9 6.3 27.6

Table 8: Results on ActivityNet v1.3. AVG
indicates the average mAP at IoU thresholds
0.5:0.05:0.95.

Method mAP @ IoU
0.5 0.75 0.95 AVG

BaS-Net (Lee et al., 2020) 34.5 22.5 4.9 22.2
TSCN (Zhai et al., 2020) 35.3 21.4 5.3 21.7
WUM (Lee et al., 2021) 37.0 23.9 5.7 23.7
MSA (Huang et al., 2021a) 36.5 22.8 6.0 22.9
ACM-Net (Qu et al., 2021) 40.1 24.2 6.2 24.6
UGCT (Yang et al., 2021) 39.1 22.4 5.8 23.8
AUMN (Luo et al., 2021) 38.3 23.5 5.2 23.5
FAC-Net (Huang et al., 2021c) 37.6 24.2 6.0 24.0
DCC (Li et al., 2022a) 38.8 24.2 5.7 24.3
FTCL (Gao et al., 2022) 40.0 24.3 6.4 24.8
RSKP (Huang et al., 2022) 40.6 24.6 5.9 25.0
ASM-Loc (He et al., 2022) 41.0 24.9 6.2 25.1
CASE 42.3 25.6 6.6 26.0

T//2 in ActivityNet v1.2 and v1.3. The γ is set to 0.7. The ϵ is set to 20. The temperature ρ is
set to 10. The standard deviation σ is set to 10. The ω is set to 0.25. The loss weights are set as
λA = 1, λC = 1, λR = 0.3 for all datasets. We utilize Adam optimizer with a learning rate of 10−4

for all datasets. We run each experiment three times and report their mean accuracy for reliability.

In the inference stage, we first fuse the video-level scores P̄ ( and snippet-level scores P ) of RGB
stream and that of optical-flow stream by average. Then, we threshold on the video-level scores
to determine the action categories. For the selected action class, following (Qu et al., 2021; Gao
et al., 2022), we apply a threshold strategy on the calibrated T-CAS P̂V to obtain action propos-
als. After obtaining the action proposals, we calculate the class-specific score for each proposal
using the outer-inner-contrastive technique (Shou et al., 2018). To enrich the proposal pool, mul-
tiple thresholds are applied. The Non-Maximum Suppression (NMS) is used to remove duplicated
proposals.

F ADDITIONAL EXPERIMENTAL RESULTS

F.1 PERFORMANCES ON ACTIVITYNET V1.2 AND V1.3

In Table 7 and Table 8, we comprehensively compare our proposed method with several state-
of-art WTAL models on ActivityNet v1.2 and v1.3, respectively. It can be seen that our method
achieve the best performances on both datasets. In ActivityNet v1.2, CASE significantly outper-
forms ACGNet (Yang et al., 2022) by 1.5% on AVG. In ActivityNet v1.3, CASE improves previous
SOTA method ASM-Loc (He et al., 2022) by 0.9% on AVG. There results further prove the superi-
ority of our method.

F.2 ADDITIONAL ABLATION STUDY

Detailed analysis of baseline model. We carry out several ablation experiments to study the
components of the baseline. The results are illustrated in Table 9. It can be seen that ATM largely
increases performance (cf. 1,2-th rows), demonstrating the significance of class-agnostic F&B sep-
aration. Besides, the generalized binary cross-entropy loss performs better than the traditional one
(cf. 2,3-th rows), proving that enhancing the label noise tolerance is advantageous.

Detailed analysis of two-stream co-labeling (TSCL). In Table 2 of the main paper, we show the
overall performance promotion when the TSCL is applied. But as described in Appendix E.2, TSCL
actually involves multiple procedures, e.g., Eq. 20, Eq. 22, Eq. 24. Hence, we offer the detailed
analysis of each procedure in Table 10. From the table, it can be seen that the TSCL used in each
procedure contributes to the final performance.
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Table 9: Ablation study on the baseline. VTB,
ATB and GBCE indicate video classification
branch, attention branch, and generalized bi-
nary cross-entropy loss, respectively. Notably, if
GBCE is not used, we use the traditional binary
cross-entropy loss to train the ATB.

Row VTB ATB GBCE mAP
1 ✓ 31.0
2 ✓ ✓ 38.0
3 ✓ ✓ ✓ 38.3

Table 10: Ablation study on the TSCL under dif-
ferent settings.

Row Eq. 24 Eq. 22 Eq. 20 mAP
1 44.1
2 ✓ 44.7
3 ✓ ✓ 45.3
4 ✓ ✓ 45.7
5 ✓ ✓ 45.6
6 ✓ ✓ ✓ 46.2

Table 11: Performance on different baselines.
Method mAP
BaS-Net (Lee et al., 2020) 35.3
BaS-Net + CASE 39.3
WUM (Lee et al., 2021) 40.1
WUM + CASE 43.1
ASL (Ma et al., 2021) 42.4
ASL + CASE 45.4
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Figure 4: The maximum, average, and mini-
mum values of PA and QC of each iteration
during training.

Table 12: Average mAP (mean ± std) of the
baseline and CASE.

AVG
(0.1:0.5)

AVG
(0.3:0.7) AVG

Baseline 47.8±0.22 28.8±0.19 38.3±0.20
CASE 57.1±0.24 36.8±0.17 46.2±0.18

PA vs. RA. As mentioned in Sec. 3.2.3 of the main paper, we use the distance between the
normalized ranking indices of the snippets RA and the pseudo-labels of the clusters QC to compute
a 2D gaussian distribution (cf. Eq. 13). In theory, RA can be replaced by PA. However, we
experimentally find that the performance of using PA is inferior to that of using RA (i.e., 45.7 for
PA vs. 46.2 for RA on average mAP). To explain it, we show the statistics ( i.e., maximum, average,
and minimum) of PA and QC in Fig. 4. The statistics are computed over each batch (i.e., iteration).
Notably, the maximum, average, and minimum of RA are always 1

N ≃ 0., 0.5 + 0.5 1
N ≃ 0.5 and

1., respectively. As we can see, compared with PA, RA is more comparable to QC in range. For
example, both the averages of QC and RA are around 0.5 and evidently larger than that of PA.
This well proves the correctness of our design.

Generalization capability to different baselines. In Table 11, we integrate our method into dif-
ferent baselines. For fairness, we use the default settings of these methods. It can be seen that our
method is able to consistently and significantly improve the performances, which well demonstrates
the great generalization ability of CASE on different baselines.

Standard deviation for multiple runs. In Table 12, we report the standard deviation of the mAP
performance of our method and the baseline, which is computed from 3 runs with different random
seeds. It can be seen that the performance of CASE is stable under different random seeds, suggest-
ing that the architecture of CASE itself is the main reason for performance promotion rather than
randomness.

G VISUALIZATION

In this section, we further examine the effectiveness of our method with visualizations.
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Background 
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Figure 5: Qualitative results of the snippet clustering and cluster classification. We show three
clusters belonging to foreground class at the top and there clusters belonging to background class at
the bottom.

Predictions of SCC and CCC. We firstly show some examples of the snippet clustering results
and cluster classification results in Fig. 5, where different images are sampled from different snip-
pets. It can be seen that 1) The snippets within a cluster share some common characteristics. 2) The
snippets within the foreground/background clusters commonly belong to the foreground/background
class. These results well prove the effectiveness of the SCC and CCC.

Visualization of snippet embeddings and cluster prototypes. We visualize the snippet embed-
dings and cluster prototypes by using tSNE plot in Fig. 6. In detail, we show the embeddings of
10,000 snippets sampled from THUMOS14 and the prototypes of all 16 clusters. The snippet em-
beddings are derived from the attention branch, and the cluster prototypes are computed from the
embeddings based on the cluster assignments of the snippets. From Fig. 6, we can observe that: 1)
Each cluster is surrounded by a group of snippets, demonstrating that the clusters are typical to the
snippets. 2) The clusters are separable to foreground class and background class. 3) The bound-
ary between foreground snippets and background snippets of our method is more clear than that of
baseline in the embedding space.

Comparison between PA and P̂A. We illustrate some examples of F&B separation results in
Fig. 7 for comparing PA and P̂A. We have following observations. First, P̂A activates more
complete action regions compared to PA (see the regions of ’2’, ’4’) and has more clear and more
accurate action boundaries (see the regions of ’3’, ’5’). The reason is that compared with PA,
P̂A is more independent to the video classification loss, and thus can capture more comprehensive
distribution of the snippets. Second, P̂A is not always better than PA (see the region of ’1’). When
training P̂A, CASE treats the snippets as independent samples, and thus is unable to make use of the
video-level cues and temporal continuity, leading to abnormal detection. These observations verify
that PA and P̂A are complementary to each other.

Comparison between CASE and baseline. In Fig. 8, four visualized examples are provided to
illustrate the differences between the F&B separation of CASE and that of baseline. It can be
observed that: 1) CASE is advantageous to capture fine-grained patterns of snippets that are helpful
to distinguish different snippets (see the solid boxes). For example, the region of ’4’ represents
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Baseline-RGB CASE-RGB

Baseline-Flow CASE-Flow

Figure 6: Visualization of the snippet embeddings and cluster prototypes. The left one is visualiza-
tion for baseline and the right for our model. ’-RGB’ and ’-Flow’ indicate that the embeddings are
produced in the RGB stream and optical-flow stream, respectively. ’fore-snippet’, ’back-snippet’,
’back-cluster’, and ’back-cluster’ indicate the foreground snippets, background snippets, foreground
cluster prototypes, and background cluster prototypes, respectively.

1 2 3 4 5

GT

෠𝑃𝐴

𝑃𝐴

ሷ𝑃𝐴

Figure 7: Qualitative results of two videos on THUMOS14. We show P̂A, PA and P̈A, and
ground-truth. The top numbers indicate some noteworthy regions.

the area near the boundary of a ’diving’ action instance, where the background regions are visually
similar to action regions. CASE can accurately classify the snippets to F&B classes while baselines
cannot, showing that CASE is able to capture the underlying fine-grained structure of the snippets.
2) CASE performs worse than the baseline in some ’suspicious’ regions (see the dashed boxes). To
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Figure 8: Comparison between our CASE and the baseline. The solid/dashed boxes represent the
regions where CASE performs better/worse than the baseline.
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Figure 9: Samples of failure cases. We highlight the regions with wrong predictions by dashed
boxes.

name a few, in the region of ’8’, there is an athlete who raises her leg, causing CASE to mistake
the region for an action instance. It may be avoided by the baseline model, because the video-level
labels used to train the baseline can offer instructive information for the potential action types within
the videos.

Failure cases. We also show several failure cases in Fig. 9. The failure cases are caused by 1) low
quality of images, e.g., ’1’ and ’8’; 2) indistinguishable body motions, e.g., ’3’ and ’7’; 3) small
objects, e.g., ’2’ and ’4’; 4) incorrect annotation, e.g., ’5’ and ’6’.
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H THEORETICAL PROOFS

Here we provide the derivation of the solution of following problem.

min ⟨QC ,− logPC⟩+ 1

ϵ
KL(QC ||Q̂C) s.t.,QC ∈ QC

QC = {QC ∈ RN×KC

+ |QC1KC

= αC ,QC⊤
1N = βC}.

(25)

For notation simplicity, we remove the superscript C. Then the problem is rewritten as

min ⟨Q,− logP ⟩+ 1

ϵ
KL(Q||Q̂) s.t.,Q ∈ Q

Q = {Q ∈ RN×K
+ |Q1K = α,Q⊤1N = β}.

(26)

To address the problem, we first write the Lagrangian function of Eq. 26 as follows:

L(Q,µ,ν) = ⟨Q,− logP ⟩+ 1

ϵ
KL(Q||Q̂) + µ⊤(Q1K −α) + ν⊤(Q⊤1N − β)

=

N∑
n=1

K∑
k=1

(−Qn,k logPn,k +
1

ϵ
Qn,k log

Qn,k

Q̂n,k

+ µnQn,k + νkQn,k)− µ⊤α− ν⊤β

(27)
where µ ∈ RN and ν ∈ RK are the dual variables so that Q1K = α and Q⊤1N = β. The
derivative of L(Q,µ,ν) w.r.t. Qn,k is:

∂L(Q,µ,ν)

∂Qn,k
= − logPn,k +

1

ϵ
log

Qn,k

Q̂n,k

+
1

ϵ
+ µn + νk. (28)

Note that, the optimal Q exists and is unique, as both the objective and the constraint in Eq. 26 are
convex. Hence, to obtain the optimal Q, we set ∂L(Q,µ,ν)

∂Qn,k
= 0, and then get:

Qn,k = e−
1
2−ϵµn− 1

2 (Q̂n,kP
ϵ
n,k)e

− 1
2−ϵνk , (29)

Let us denote S = Q̂·P ϵ. Obviously, all elements of S are strictly positive. According to (Sinkhorn,
1967; Borobia & Cantó, 1998; Su & Hua, 2017), there exist diagonal matrices diag(u) and diag(v)
with strictly positive diagonal elements so that diag(u)S diag(v) belongs to Q.

In summary, the optimal Q has the form as:

Q = diag(u)S diag(v) = diag(u)(Q̂ · P ϵ) diag(v). (30)

where u ∈ RN and v ∈ RK are two renormalization vectors that makes the resulting matrix
Q to be a probability matrix, which can be efficiently computed by the iterative Sinkhorn-Knopp
algorithm (Cuturi, 2013). We refer to (Cuturi, 2013; Asano et al., 2019; Su & Hua, 2017) for more
details.

I LIMITATIONS AND FUTURE WORKS

1) In this work, we mainly focus on the class-agnostic F&B separation due to its significance and
difficulty to WTAL. But for the WTAL task, classifying different action classes is also required,
which is beyond the scope of our current framework.

2) The CASE needs a WTAL baseline to provide semantic-level information of F&B classes so
as to classify the clusters as foreground or background. A more self-contained clustering-based
framework is our future work.
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