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ABSTRACT

We give a comprehensive theoretical analysis of transformers as time series pre-
diction models, with a focus on MOIRAI (Woo et al., 2024). We study its ap-
proximation and generalization capabilities. First, we demonstrate that there exist
transformers that fit an autoregressive model on input univariate time series via
gradient descent. We then analyze MOIRAI, one of the state-of-the-art multivariate
time series prediction models capable of modeling arbitrary number of covariates.
We prove that MOIRAI is capable of automatically fitting autoregressive models
with an arbitrary number of covariates, offering insights into its design and em-
pirical success. For generalization, we establish learning bounds for pretraining
when the data satisfies Dobrushin’s condition. Experiments support our theoretical
findings, highlighting the efficacy of using transformers for time series forecasting.

1 INTRODUCTION

Recent advancement of transformers is reshaping the field of time series forecasting. Numerous
studies have demonstrated transformers are an effective architectures for various time series analysis
tasks such as forecasting (Woo et al., 2024; Ansari et al., 2024; Liang et al., 2024; Das et al., 2023),
anomaly detection (Zhang and Luo, 2025; Wen et al., 2025) and more. While recent works have
made efforts to enhance transformers for times series forecasting by modifying model architecture
(Zhang and Yan, 2023; Liu et al., 2023; Wu et al., 2021) or data processing (Reneau et al., 2023; Nie
et al., 2022), the research community has yet to understand how transformers perform so well on
forecasting tasks even on the simplest settings. Moreover, existing methods (Zhang and Yan, 2023;
Wu et al., 2021; Woo et al., 2024; Liu et al., 2023) predominantly depend on heuristic reasoning and
are notably deficient in rigorous theoretical analysis. A deeper understanding of transformers in time
series forecasting will guide the design of more effective architectures by future practitioners.

A critical challenge for transformers to handle time series data is to handle arbitrary number of
covariates as the architecture proposed in (Vaswani et al., 2017) is designed to handle a fixed
vocabulary size. Therefore, recent studies have developed several ways to address this issue. MOIRAI
(Woo et al., 2024) propose an unified way to concatenate all covariates into a single long univariate
time series (any-variate encoding). MOIRAI also propose a novel any-variate mechanism for
disambiguating different covariates. iTransformer (Liu et al., 2023) propose to use a pooling technique
to reshape arbitrary number of covariates into a unified size. Other models choose to discard covariate
features by only considering univariate time series (Ansari et al., 2024; Rasul et al., 2023). In this
paper, we start by theoretically analyzing MOIRAI and its novel mechanisms. The main goal of this
paper is to address the central question: What characteristics of architectures in MOIRAI contribute
to their strong performance on time series data?

To understand MOIRAI in time series learning, we begin by examining one of the most widely used
algorithms for time series regression: the auto-regressive (AR) regression (Hamilton, 2020). 1. We
show that transformers are indeed capable of performing AR regression on univariate time series,
indicating they can handle time series in a principled, algorithmic fashion. 2. We apply our theoretical
results on a state-of-the-art time series model, MOIRAI (Woo et al., 2024), a transformer-based
model that can handle arbitrary number of covariates in various time series tasks. While several novel
designs in MOIRAI are for engineering purpose and heuristic, we show that these unique designs
enable it to perform AR regression on arbitrary number of covariates. 3. Our theoretical results
contribute to understand the effectiveness of recent time series pretraining approaches (Ansari et al.,
2024; Woo et al., 2024; Jin et al., 2023; Das et al., 2023; Rasul et al., 2023; Liang et al., 2024). These
methods involve pretraining transformers on large collections of time series, often spanning diverse
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domains, and have demonstrated strong empirical performance on a wide range of domains. To
analyze this phenomenon, we derive generalization error bounds for pretrained transformer models
under a formal statistical framework. The contributions of this paper is threefold:

• From an algorithmic approximation view, we prove the existence of a transformer capable of fitting
an AR model on any given univariate time series via gradient descent. When extending this to the
multi-variate setting, we theoretically verify that a MOIRAI transformer can automatically adjust
the dimensionality of the AR model to fit time series with an arbitrary number of covariates. Our
approximation results not only explain the strong performance of modern models across diverse
datasets but also justify the design of MOIRAI.

• We present the first pretraining generalization bound for MOIRAI on time series learning. We
show that when the pretraining data satisfies Dobrushin’s condition, the test error can be effectively
bounded even when the data does not satisfy i.i.d. Specifically, when pretraining MOIRAI on n
multi-variate time series with length T , the test error decays by a rate of 1/

√
nT .

• Our experimental results on both synthetic and real-world data match our theories by showing that
the prediction error of transformers reduces as the input time series length increases, corresponding
to our approximation result. This empirical finding not only verifies our theoretical results, but also
demonstrates transformers are capable of acquiring algorithmic capability through training.

Organizations. Section 2 introduces our problem setup and preliminaries. Section 3 describes how
transformers simulate different AR regression algorithms and a case study on MOIRAI. Section 4
analyzes the pretraining guarantee for learning transformers over different time series. Section 5
conducts experiments to verify our theoretical results on synthetic and real-world datasets. Section 6
discusses how our findings generalize to other models and limitations. Additional Related works are
discussed in the Appendix C.

Notations. We use the following notation conventions. The vector-valued variable is given by
boldfaced characters. We denote [n] := {1, . . . , n} and [i : j] := {i, i + 1, . . . , j} for i < j. The
universal constants are given by C and are ad hoc. Considering a sequence of vectors (x1, · · · ,xT ),
we use x without index to represent the whole sequence, and xi:j represents (xi, · · · ,xj) for
i < j. We impose periodic boundary conditions for the negative index, i.e., x−1 = xT . For a
vector v we denote ∥v∥2 as its L2 norm. For a matrix A ∈ Rm×n we denote its operator norm as
∥A∥2 := supv∈Sn−1 ∥Av∥2. Random variables are given by calligraphic characters X, and elements
from a domain set are given by normal font x. For more details, see Table 1.

2 PROBLEM SETUP

This section presents backgrounds and formula definitions of the transformer model, and then
introduce the auto-regressive model.

Transformers. We consider a sequence of N input vectors {hi}Ni=1 ⊂ RD. We introduce H :=
[h1, · · · , hN ] ∈ RD×N . Given any H ∈ RD×N , we define the attention layer as follows.

Definition 2.1 (Attention layer). A self-attention layer with M heads is denoted as Attn†θ0
(·) with

parameters θ0 = {(Vm), (Qm), (Km)}m∈[M ] ⊂ RD×D. The self-attention layer processes any
given input sequence H ∈ RD×N as

Attn†
θ0

(H) := H +
1

N

M∑
m=1

(VmH)× σ
(
(QmH)⊤ (KmH)

)
,

where σ(t) := ReLU(t)/N is the ReLU function normalized by N .

Next, we introduce the any-variate attention, where Woo et al. (2024) uses it to replace the standard
attention in transformers. The any-variate attention introduces two learnable variables: Attention
Bias u1, u2 ∈ R, for disambiguation between variates. In (Woo et al., 2024), they use this mechanism
to allow transformers to distinguish different covariates.
Definition 2.2 (Any-variate Attention.). An any-variate attention layer with M heads is denoted
as Attnθ1(·) with parameters θ1 = {(Vm), (Qm), (Km), (u1m), (u2m)}m∈[M ]. With any input H ∈
RD×N , we have

Attnθ1 (H) := H +
1

N

M∑
m=1

(VmH)× σ
(
(QmH)⊤ (KmH) + u1

m ∗U + u2
m ∗ Ū

)
,
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where σ(t) = ReLU(t)/N . U ∈ RN×N is a block diagonal matrix with block size T ∈ N+, such
that each block consists of 1s, Ū = I −U , and ∗ denotes element-wise multiplication.
Definition 2.3 (MLP Layer). We denote an MLP layer with hidden state dimension D′ as MLPθ(·)
with parameters θ2 = (W1,W2) ∈ RD′×D × RD×D′

. The MLP layer processes any given input
sequence H ∈ RD×N as MLPθ2

(H) := H +W2σ(W1H).

Finally, we define a L-layer transformer.
Definition 2.4 (MOIRAI Transformer). We define the L-layer MOIRAI transformer (Woo et al.,
2024), TFθ(·), as

TFθ(H) = MLPθL
2

(
AttnθL

1

(
· ·MLPθ1

2

(
Attnθ1

1
(H)

)))
.

Note that this transformer is equipped with any-variate attention instead of the standard attention.
For transformers with standard attention, we denote it as TF†

θ(·).

We use θ to denote the vectorization of all parameters in a transformer and super-index ℓ to denote
the parameter of the ℓ-th layer. Thus, the parameter of a transformer is defined by

θ =
{{(
{Qℓ

m,K
ℓ
m,V

ℓ
m, u

1,ℓ
m , u2,ℓm }m∈[M ],W

ℓ
1 ,W

ℓ
2

)}
ℓ∈[L]

}
.

We denote the “attention-only" transformers with W
(ℓ)
1 ,W

(ℓ)
2 = 0, as TF0

θ(·) for shorthand. We
define the following norm of a MOIRAI transformer as

∥θ∥op := max
ℓ∈[L]

{
max
m∈[Mℓ]

{
∥Qℓ

m∥2, ∥Kℓ
m∥2, |u1ℓm|, |u2ℓm|

}
+

Mℓ∑
m=1

∥V ℓ
m∥2 + ∥W ℓ

1∥2 + ∥W ℓ
2∥2

}
,

where M ℓ is the number of heads of the ℓ-th Attention layer.

Auto-regressive Model. Here, we first consider the case where we aim to find a multi-layered
transformer that performs regression via In-context learning (ICL). Specifically, we assume our data
is generated from an autoregressive process ARd(q) as follows, where q, d denotes the steps of lag
and number of covariates, respectively. Consider a sequence of data x ∈ Rd×T := (x1, . . . ,xT ),
where xt = (x1t , · · · , xdt ) ∈ Rd. Assuming our target (variate of interest) is univariate, we define the
ARd(q) process generates x1t as follows:

x1
t =

q∑
i=1

d∑
j=1

aj
i · x

j
t−i + ϵt =

d∑
j=1

⟨wj ,xj
t−q:t−1⟩+ ϵt, (2.1)

where ϵt ∼ N(0, 1), aji ∈ R1. We denote the concatenation of all weights w⋆ = (w1, · · · ,wj) ∈
Rqd. We assume bounded features ||xt−q:t−1||2 ≤ Bx , for all t ∈ [T ]. The first equation writes the
AR process in scalar form, and the second writes it in vector form. In the following chapters, we will
start by considering the uni-variate case (AR1) and then move on to the multi-variate case (ARd).

3 TRANSFORMERS SIMULATE AUTO-REGRESSIVE REGRESSION

We first investigate how MOIRAI Next, we will move on to multi-variate AR regression and analyze
how MOIRAI’s unique design and pre-processing methods enable its advantages.

3.1 WARM UP: UNIVARIATE AUTOREGRESSIVE REGRESSION

We start our analysis with a warm-up example on the AR1(q) model. We show that standard trans-
formers are capable of performing gradient descent via in-context learning on autoregressive data.
The results in this subsection apply to univariate time series models such as (Ansari et al., 2024).
Here, we consider an input sequence with the following form

H :=

[
x1 x2 . . . xT 0
p1 p2 . . . pT pT+1

]
∈ RD×(T+1), pi :=

 0d′
ei
1

1{i < T}

 ∈ Rd
′+T+3, (3.1)

where ei is an one-hot vector with 1 at the i-th entry, and d′ + T + 3 = D. Here, our goal is to
predict xT+1.
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Remark 3.1. Most in-context learning studies (Akyürek et al., 2023; Bai et al., 2024; Li et al., 2023)
make an assumption on the input data, where they assume it is formatted with features and labels in

the same column, i.e.,
[
x1 x2 . . . xN

y1 y2 . . . yN

]
. In contrast, we adopt a natural approach that leverages

the raw structure of the data, particularly for the ARd(q) process. In this setting, each time step’s
label also serves as a feature for future steps. Further, the unknown value of q complicates the task of
achieving such a format in Remark 3.1.

Our next lemma shows that transformers are indeed capable of reformatting H into the form in
Remark 3.1. Notably, we relax the assumption in Remark 3.1 of previous studies as well.
Lemma 3.2. Given a sequence of token H in the form of Equation 3.1, there exists a one-layer, qmax

head attention layer, such that for any q ≤ qmax, the columns of Attn†θ(H) has the following form:

Attnθ1
(H)i := [xi xi−1 · · · xi−q p′

i]
⊤
, p′

i :=

 0d′−q
ei
1

1{i < T}

 . (3.2)

The proof is in Appendix E.1. Lemma 3.2 is crucial in our analysis as it connects the theoretical
results in ICL (Bai et al., 2024) to univariate time series forecasting. When data formats in the form
of Remark 3.1, Bai et al. (2024) show that there exists a multi-layer transformer that performs linear
regression via gradient descent on the first N − 1 data points and evaluates the N -th one. Thus,
Lemma 3.2 implies transformers are also capable of performing linear regression on time series data.

This lemma applies to both any-variate attention and standard attention, as the latter can be viewed
as a special case of any-variate attention by setting u1, u2 = 0. Additionally, the construction of a
single layer with q heads is not a strict requirement; the lemma also holds for c layers of q/c head
attention, for any c satisfies q/c ≥ 2.

With Lemma 3.2, we are able to apply the in-context learning results in (Bai et al., 2024) on the
AR1(q) case. Consider the data generated by the AR process in Equation 2.1. Given an input time
series x ∈ Rd×T , we define the least squares estimator as the empirical risk minimizer over the time
series, i.e.,

ℓreg(w,xt−1:t−q) :=

[
⟨w, [x1

t−1:t−q; . . . ;x
d
t−1:t−q]⟩ − x1t

]2
2

Lreg(w,x) :=
1

T − 1

T−1∑
t=1

ℓreg (w,xt−1:t−q) , ŵERM := argmin
w∈Rdq

Lreg (w,x) ,

where [v;u] denotes the concatenation between vectors, as [x1
t−1:t−q;x

2
t−1:t−q] =

(x1
t−1,x

1
t−2, · · · ,x2

t−q+1,x
2
t−q) ∈ R2q, x̃ denotes masking out the last time step of the target

variate, and Lreg is a loss, which is α-strongly convex, and β-smooth over Rdq. We make the
following assumption and then present our first result on univariate time series (d = 1).
Proposition 3.3 (Univariate Autoregressive Regression via MOIRAI). Assume the regression problem
is well-defined and has a bounded solution and fix a qmax > 0. For any 0 ≤ α ≤ β with κ := β

α ,
Bw > 0, and ϵ < BxBw/2, there exists a L-layer MOIRAI transformer TF0

θ (·), with

L = L1 + L2, L1 = ⌈2κ log(BxBw
2ϵ

)⌉, L2 = ⌈qmax

3
⌉, maxℓ∈[L]M

(ℓ) ≤ 3, ||θ||op ≤ |4R+ 8β−1|,

(R := max{BxBw, Bx, 1}), the following holds. On any input data x generated by any AR1(q)
process such that 0 < q ≤ qmax, ||ŵERM||2 ≤ Bw/2, we have

∥x̂T −
〈
ŵERM, [x

1
t−1:t−q; . . . ;x

d
t−1:t−q]

〉
∥ ≤ ϵ, (3.3)

where x̂T = read(TF0
θ (H)). read(H) operation reads out the first entry of T -th column of H .

This proposition follows immediately from Lemma 3.2 and (Bai et al., 2024, Theorem 4). The above
result applies for standard transformers as well as in our construction u1m, u

2
m = 0 in all heads and

4
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layers. Further, one can replace the least squares ERM with lasso or ridge ERM and obtain a similar
result by applying Theorem 4, 7, and 13 of (Bai et al., 2024).

So far, we show that transformers are capable of solving univariate AR regression with, at best, one
additional layer compared to the results in (Bai et al., 2024). The result above provides insights
on transformer-based univariate time series foundation models (Ansari et al., 2024; Rasul et al.,
2023; Das et al., 2023). To study MOIRAI, we then include two ingredients into our analysis: the
any-variate encoding and the covariates in the following chapters.

3.2 CASE STUDY: MOIRAI TRANSFORMER

In this subsection, we extend our results to the multivariate autoregressive process (d > 1) and the
encoding method of MOIRAI. Note that in the multi-variate case, we only focus on MOIRAI as it is
the only transformer-based model that is compatible with arbitrary number of covariates. We start by
introducing the any-variate encoding.

Any-Variate Encoding. Woo et al. (2024) propose to flatten a d-dimensional time series, x ∈ Rd×T ,
into a 1-dimensional sequence, i.e., x′ ∈ R1×Td. This operation transforms time series with arbitrary
number of covariates (d), into a long sequence with fixed dimension, enabling consistent input
dimension for transformers. Following the flattening operation, Woo et al. (2024) also proposes
to add two types of indices into the input sequence: the time and variate ID. We term the above
operations as the any-variate encoding, which transforms a multivariate sequence x ∈ Rd×T , as
follows: 

x1
1 · · · x1

T

x2
1 · · · x2

T

...
...

...
xd
1 · · · xd

T

→

x1
1 · · · x1

T · · · xd
1 · · · xd

T

p1 · · · pT · · · p1 · · · pT

e1 · · · e1 · · · ed · · · ed

 , (3.4)

where ei is the variate index, a one-hot vector with i-th entry being 1, and pi is the time index, which
is defined the same as Equation (3.1). This is without loss of generality because the discrete-time
and variate ID used in (Woo et al., 2024) can be easily transformed into a high-dimensional vector
with the embedding layer. Note that only the target variate has length T , we highlight x1T as it is our
prediction target and will be masked as 0.

Now we define the history matrix Ai(q) ∈ Rq+1×T for the i-th covariates (xi1, · · · , xiT ), with order q,
such that

Ai(q)µ,ν := xiν−µ+1, for µ ∈ [d], ν ∈ [q],

where in the j-th column of Ai(q), it contains historical values of xij with lag q > 0.

Lemma 3.4. Fix qmax, D ∈ N+. Given any T > 0, d′ > q > 0, d > 0 such that T > q, qmax ≥ q.
For any input matrix H in the form of any-variate encoding in Equation 3.4, such that H ∈ RD×dT .
There exists a one layer, qmax head any-variate attention that performs the following operation.x1

1 · · · x1
T x2

1 · · · x2
T · · · xd

1 · · · xd
T

p1 · · · pT p1 · · · pT · · · p1 · · · pT

e1 · · · e1 e2 · · · e2 · · · ed · · · ed

 7→

 A1(q) A2(q) · · · Ad(q)
0d

′′×T 0d
′′×T · · · 0d

′′×T

. . .
. . . · · ·

. . .

 ,

where d
′′
= d′ − qmax.

The proof is in Appendix E.2. Intuitively, the above operation performs the same operation in
Lemma 3.2 but in a variate-wise fashion. Lemma 3.4 is crucial to our understanding to MOIRAI
as it shows that any-variate attention is capable of organizing the history of each variate efficiently
and in a parallel way. To again achieve the format in Remark 3.1, one has to stack all Ai(q) in the
same columns, which can be easily done by a single layer of attention via Lemma 3.2 and (Bai et al.,
2024, Proposition A.5) (details in Appendix E.2). This lemma serves as a foundation for MOIRAI to
handle multi-variate time series with in-context learning which we present as the theorem below.
Remark 3.5. Comparing to Lemma 3.2, Lemma 3.4 is specifically for any-variate attention in our
construction, where we demonstrate that several special mechanisms in any-variate attention enables
variate-wise operations in parallel.
Theorem 3.6 (Any-variate Autoregressive Regression via MOIRAI). Let L1 = ⌈ qmax

3 ⌉+ 1, L2 =

⌈2κ log BxBw

2ϵ ⌉, with some dmax, qmax > 0. For any 0 ≤ α ≤ β with κ := β
α , Bw > 0, and

5
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ϵ < BxBw/2, there exists an (L1 + L2)-layer of MOIRAI transformer equipped with any-variate
Attention, satisfies the following

max
ℓ∈[L1+1,L2]

M (ℓ) ≤ 3, |||θ||| ≤ |4R+ 8β−1|,
L1∑
ℓ=1

M (ℓ) = dmax + qmax, D = (qmax + 1)dmax + T + 2,

such that for any input time series x with length T generated from an ARd(q) process, where
x ∈ Rd×T , q ≤ qmax, d ≤ dmax, it satisfies

∥x̂1
T −

〈
w⋆

i , [x
1
T−1:T−q; . . . ;x

d
T−1:T−q]

〉
∥ ≤ ϵ, (3.5)

where x̂1
T = read(TF0

θ(H)), and H ∈ RD×N is the any-variate encoding of x.
Remark 3.7. Theorem 3.6 indicates there exists a MOIRAI transformer that fits an autoregressive
model on time series as long as the number of covariates no greater than dmax and lags no greater
than qmax. This shows its ability to infer the underlying AR model in a principled way and provides
a possible explanation for its zero-shot performance on a wide range of datasets. To modify the
setting from multi-variate prediction, one can easily apply Bai et al. (2024, proposition A.5), where
the hidden dimension scales linearly w.r.t. the number of variates to predict.

The proof is in Appendix D. Observe that there exist two trade-offs in Theorem 3.6. First, qmaxdmax

is upper bounded by the D (up to constant), which is a natural trade-off in our construction. Second,
the approximation error is roughly O(e−L), suppressed exponentially by the number of layers, as in
our analysis, each layer of MOIRAI performs a single step of gradient descent on Lreg.

4 ANALYSIS ON PRETRAINING

Let π be a meta distribution, and each distribution drawn from it P(T ) ∼ π, satisfies Dobrushin’s
condition (Dobrushin, 1968) (which we will introduce shortly). For pretraining data, we first sample
n distributions P(T )

j i.i.d. from π, and for each distribution, we sample a time series (x1j , · · · ,xTj),
for j ∈ [n], and each of them contains no more than d covariates and with lag step no more than q.

For each time series, we encode it with any-variate encoding into an input matrix denoted as
H ∈ RD×N , 1 We define each pretraining sample as zj := (Hj , yj), where yj = x1

Tj . We consider
the squared loss between model prediction and the label, i.e.

ℓ(zt,θ) :=
1

2

[
yt − ClipBx

(
ready

(
TFR

θ (H)
))]2

,

where ClipBx
(t) := max{min{t, Bx},−Bx}, and TFRθ is the MOIRAI transformer defined in

Definition 2.4 with Clip(·) applied after each layer. The pretraining loss and test loss is defined as
the following:

L̂(θ) :=
1

nT

T∑
t=1

n∑
j=1

ℓ(θ,zjt), L(θ) := Ez,P(T ) [ℓ(θ,z)] . (4.1)

The goal of our pretraining algorithm is to find an empirical risk minimizer (ERM) over MOIRAI
transformers with L layers, M heads, and norm bounded by B:

θ̂ := argmin
θ∈ΘL,M,D′,B

L̂(θ),

ΘL,M,D′,B :=
{
θ =

(
θ
(1:L)
1 ,θ

(1:L)
2

)
: max
ℓ∈[L]

M (ℓ) ≤ M, max
ℓ∈[L]

D(ℓ) ≤ D′, ∥θ∥op ≤ B
}
. (4.2)

4.1 NON IID TIME SERIES

Here, we consider the training data x to be drawn from a distribution P satisfying Dobrushin’s
condition. Under this condition, we are able to present several generalization bounds on pretraining.
Definition 4.1 (Dobrushin’s Uniqueness Condition). Let X = (X1, · · · ,XT ) be a sequence of
random variables over DT

X . The Dobrushin coefficient α of X and the influence I of variable Xj on
variable Xi are defined as

α(X) := max
1≤i≤T

∑
j ̸=i

Ij→i(X), Ij→i(X) := max
x−i−j ,xj ,x′j

∣∣∣∣PXi|X−i
(·|x−i−j , xj) , PXi|X−i

(
·|x−i−j , x′j

)∣∣∣∣
TV

,

1Due to any-variate encoding, N = dT .
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where x−i−j ∈ DT−2
X , xj , x′j ∈ DX , ||·||TV denotes the total variation distance, and x−i represents

the vector x after omitting the i-th element. We say the variable satisfies Dobrushin’s uniqueness
condition if α(X) < 1. For a distribution P, we denote α(P) = supX∼P α(X).
Definition 4.2 (Log Dobrushin’s Coefficients). Let X = (X1, · · · ,XT ) be a random variable over
DT

X and let Pz denote its density. Assume that Pz > 0 on all ΩT . For any i ̸= j ∈ [T ], the log
influence between j and i is defined as:

I logj,i (X) =
1

4
sup log

P [xi, xj , x−i−j ]P
[
x′i, x′j , x−i−j

]
P [x′i, xj , x−i−j ]P

[
xi, x′j , x−i−j

] ,
where the sup is taken over x−i−j , xi, x′i, xj , x

′
j , and the log-coefficient of X is defined as αlog(X) =

maxi∈[T ]

∑
j ̸=i I

log
j,i (X). Note that α(·) has a natural bound in [0, T − 1], with α = 0 implies i.i.d.

Remark 4.3 (On the choice of Dobrushin’s condition). In general, time series analysis (non IID)
requires certain level of regularity condition on data, to derive meaningful learning bounds and
exclude extream cases. For example, mixing properties (Mohri and Rostamizadeh, 2010; Steinwart
and Christmann, 2009; Kuznetsov and Mohri, 2014), hypercontractivity (Ziemann and Tu, 2022), or
Dobrushin’s condition (Dagan et al., 2019). Dobrushin’s condition is not only a commonly used
regularity condition for time series data, it also fits several common statistical models, which makes
our derivation suitable for further analysis on different models. An example is shown in our section
4.3. One more benefit of having this condition instead of mixing properties is that we do not need to
assume stationarity of the data, which can easily be violated in practice. We highlight that verifying
all those conditions is difficult in practice, as the true distribution of data is intractable.

4.2 GENERALIZATION BOUNDS OF MOIRAI
Theorem 4.4 (Pretraining Generalization Bound). Let ΘL,M,D′,B be the parameter space defined in
Equation 4.2. Assume αlog(P

(T )) < 1/2. Then with probability at least 1− ε, ERM θ̂ satisfies the
following:

L(θ̂) ≤ inf
θ∈ΘL,M,D′,B

L(θ) +O

(
B2

x

1− αn(P(T ))

√
L(MD2 +DD′)ζ + log(1/ε)

nT

)
,

where C is an universal constant, and ζ = O(log(2 + max{B, R, Bx, T, d})).

The proof is in Appendix E.4. Here we observe that the bound mainly depends on two terms,
the Dobrushin’s coefficient, and the demoninator nT . Under Dobrushin’s condition, increasing n
alleviates the performance degradation of 1/1−α exponentially in n. Further, increasing n also tightens
the bound with the order 1/

√
n. Further, in Theorem 4.4, we do not assume our data is generated from

the AR process, only its Dobrushin coefficient. When the data is generated by the AR process, we are
able to give a more explicit bound on the same test loss as described below.
Proposition 4.5 (Test Error Bound). Following the setup in Theorem 4.4, if pretraining samples
are generated by some ARd(q) process with noise sampled from N(0, σ2

ϵ )
2, then with probability

∆(1− ε), ERM θ̂ satisfies the following:

L(θ̂) ≤ O

(
BxBw exp

(
−L

κ

)
+

B2
x

1− αn(P(T ))

√
L(MD2 +DD′)ζ + log(1/ε)

nT

)
.

where ∆ = O
(
1− (σϵ/BxBwe

−L/2κ)2
)
, C is an universal constant, and ζ = O(log(2 +

max{B, R, Bx, T, d})).

Considering the model parameters (M,D,D′, d) are of constant level, one is able to further optimize
the bound to L(θ̂) ≲ (nT )−1/2 by selecting L appropriately. Next we provide an example of the
application of Proposition 4.5 on AR(1) process with the following form

xt+1 = ⟨w,xt⟩+ ϵt, ϵ ∼ N(0, σ2
ϵ ), with xt ∈ Rd, w ∈ Rd, ϵ ∈ R, yt+1 = x1

t+1.

To satisfy the condition of α(P) < 1
2 , we assumeB2

x < ln 1/2+(σ2
ϵ ), ||w||∞ < 1. The first condition

comes from the fact that we require the pair-wise potential of this time series to be less than 1/2
(For more details, see Appendix E.5). The second condition comes from the requirement of it being
stationary.

2Here we assume fixed d, q across all samples as one can describe a lower dimension/order AR process with
zero coefficients.

7



378
379
380
381
382
383
384
385
386
387
388
389
390
391
392
393
394
395
396
397
398
399
400
401
402
403
404
405
406
407
408
409
410
411
412
413
414
415
416
417
418
419
420
421
422
423
424
425
426
427
428
429
430
431

Under review as a conference paper at ICLR 2026

Figure 1: Top: Model performance on data with different number of covariates. For both MOIRAI-based
models, we observe their performance behave like least squares. As in our construction, the longer the lookback
size is, the more examples available for transformers to fit an AR. Note that our test data has variance σ2 = 1,
thus the MSE for both models are expected to converge to 1 as the q increases. Bottom: Generalization to unseen
values of d, q. From left to right, we have MOIRAI’s generalization power (pretrained on d ∈ {4, 5}, q ∈ {4, 5})
on high dimensional (d = 10), low dimensional data (d = 2) and high lag step + low dimensional data
(d = 3, q = 7). Note that high and low is compared with pretraining data. We observe that even when MOIRAI
did not learn from any time series with d = 10, it is still able to generalize well and shows even better sample
complexity than LSR. Finally, even when both q, d are unseen, it does not impact MOIRAI’s ability to make
accuracy predictions. The lines are the average over 5 runs.

Corollary 4.6 (Generalization Bound for MOIRAI on AR(1)). Considering n AR(1) processes with
each of its Dobrushin’s coefficient bounded by 1/2. With probability at least δ(1−ε), ERM θ̂ satisfies
the following:

L(θ̂) = O

(
σϵ√
1− δ

+
σ2
ϵ

Bx
exp

(
−L

κ

)
+

σ2
ϵ

1− αn(AR(1))

√
L(MD2 +DD′)ζ + log(1/ε)

nT

)
,

with

α(AR(1)) ≤ min

{
1

2
,
2
√
2/π Bx∥w∥∗

σϵ

}
,

and ζ = O(log(2 + max{B, R, Bx, d})). If we further optimize the bound by viewing the hyperpa-

rameters as constants, the test error obeys O(e−L +
√

L
nT ) w.h.p. whenever σϵ is small.

Remark 4.7. Corollary 4.6 provides an application of Dobrushin’s condition on common statistical
models, indicating that Dobrushin’s condition can be further used to certify stability and derive
generalization bounds for a broad class of time series processes beyond the i.i.d. setting.

5 EXPERIMENTS

To verify our analysis, we first train transformers on synthetic datasets generated from AR process
with different parameters. The goal of this experiment is to verify the existence of a transformer
that performs least squares regression (LSR) on input time series with bounded lags and number of
covariates. Next we study whether a pretrained transformer is capable of generalize such an ability to
unseen values of d, q. More empirical results such as on real-world data are in Appendix F.5.

Setup. We use MOIRAI-base, a 12 layer MOIRAI transformer. The hyperparameters of this
experiment are in Table 2. We use MSE loss for pretraining instead of NLL loss for simplicity. For
pretraining, we follow the setup in Woo et al. (2024) but set the patch size as 1 to minimize the impact
of patch embedding. During pretraining, each time series is randomly sampled. We evaluate the
pretrained model on our test data with d = {3, 4, 5}, q = 5 and σ2 = 1 with different input length.
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We compare MOIRAI with LSR performing different gradient descent steps. For LSR, we assume q
is known. When MOIRAI takes a T length input, LSR is trained on T − 1 samples with each having
dq features. A detailed example on our implementation is in Appendix F.4. We also include the
standard transformers and MOIRAI with ReLU replacing Softmax, which we term it as MOIRAI-relu.
For standard transformers, we keep the any-variate encoding but use standard attention. 3Details of
data generation can be found in Appendix F.3.

Results. Since our test data generation process obeys noise variance = 1, when fitting a linear model,
the expected MSE will converge towards 1 as lookback size increases. Based on Theorem 3.6, the
length of input time series also corresponds to the number of examples model perform least squares
on via gradient descent. We observe that as the input length increases, the predictive error of MOIRAI
decreases similarly to least squares, which verifies Theorem 3.6. Next, when pretrained on diverse
dataset, pretrained MOIRAI is able to adapt to different number of covariates and perform least
squares accordingly. Further, when replace softmax with ReLU, the performance gap is negligible.
For standard transformer, while it also behaves similar to other models, it does present higher error
comparing to other baselines, indicating the advantages of using any-variate attention.

Next we are interested in whether a pretrained transformer can generalize to unseen values of d and
q. Thus, we train transformers (MOIRAI) on synthetic data generated with AR with d ∈ {4, 5}, and
q ∈ {4, 5}. In our construction, pretrained transformer is compatible with lower order and dimension
AR data. We evaluate the trained model on data with unseen values of d. We select d = 2, d = 10, to
represent the scenario when the number of covariates is lower and higher than pretraining data.

Results. We observe that even when facing data with unseen number of covariates, MOIRAI is still
capable of performing AR regression effectively. Note that for d = 10, LS require higher sample
complexity to obtain similar performance to d = 5 case. However, the pretrained MOIRAI is able to
outperform it from such an aspect. For d = 2 all models perform well, again verifies our theoretical
results. Finally, when facing data with unseen both d and q, it is still capable of performing well.

6 DISCUSSION

Here we discuss the implications of our results. First, we demonstrate how transformers perform
univariate AR regression, a classic time series prediction algorithm. Next, we demonstrate that the
unique any-variate attention proposed by Woo et al. (2024), indeed provides benefits for transformers
to process each covariate in a parallel fashion (Lemma 3.4). This observation not only leads to
our next result, showing MOIRAI can perform AR regression on arbitrary number of covariates,
also provides a justification on the design of any-variate encoding (Woo et al., 2024). The above
approximation results provide profound insight on designing transformer-based time series models.
Next, for pretraining, we derive generalization bounds when data is under Dobrushin’s condition,
where the bound scales roughly by 1√

nT
. It is worth investigating how to further relax this assumption,

which we leave to future work. For predicting multiple time steps or multiple variates, one can easily
apply Bai et al. (2024, Proposition A.5) to obtain the same result with hidden dimension D scales
linearly. More discussions on the limitations of this work is in Appendix B.

Which transformers do we cover? Our results in Section 3.1 also covers notable SOTA models
including classic transformers (Vaswani et al., 2017), Chronos (Ansari et al., 2024) (Theorem E.5),
MOMENT (Goswami et al., 2024). Architectures using transformer-decoders are also compatible,
such as TimeGPT (Garza and Mergenthaler-Canseco, 2023), TimesFM (Das et al., 2023), see
Appendix B in (Bai et al., 2024). Furthermore, the use of patch embedding Nie et al. (2022) does
not affect our theoretical result as an AR sequence remains an AR sequence after patch embedding
transformation (linear), thus solvable by our AR regression framework. One simply needs to use
a weight-tying trick (for the last layer embedding), to obtain the prediction of the original input.
Univariate models with patch embedding also fits Section 3.1.

Notable transformer-based SOTA models we do not cover include iTransformer (Liu et al., 2023),
CrossFormer (Zhang and Yan, 2023), as they also applied attention mechanism on the covariate
dimension. This novel technique requires further analysis thus we leave to future work. Autoformer
(Wu et al., 2021) also utilizes a technique named auto-correlation, which requires different theoretical
tool to study. Similarly, Time-LLM (Jin et al., 2023) and Lag-Llama (Rasul et al., 2023) utilize either
natural language inputs, or the lag features, therefore cannot be covered by our theoretical analysis.

3In (Woo et al., 2024), without any-variate attention, the error of MOIRAI-small increases roughly 40%.
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A TABLE OF NOTATIONS

Table 1: Mathematical Notations and Symbols

Symbol Description

xi The i-th component of vector x
⟨a, b⟩ Inner product for vectors a, b ∈ Rd
[I] Index set {1, · · · , I}, where I ∈ N+

||·|| Spectral norm, equivalent to the l2-norm when applied to a vector
||·||2,∞ The largest L2 norm of column vectors of a matrix
Aij The element on the i-th row and j-th column of matrix A
xi:j The sub-sequence of sequence x from coordinate i to j
⊕ Concatenation between column vectors v ⊕ u 7→ (v⊤,u⊤)⊤

[u;v] Concatenation between two row vectors

N Length of a transformer input sequence
T Number of time steps of a time series
M Number of attention heads.
q Lag of an AR process.
d The number of covariates in an AR process

v Vector (bold lower)
A Matrix (bold upper)
X random variable (calligraphic)
x element from a domain set

DX Domain of random variable X
ei one-hot vector with its i-th entry as 1

PX Probability distribution of X
Pz|w(z | w) The probability P [z = z | w = w]
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B LIMITATIONS AND IMPACT

Limitations. One limitation in our analysis is that we consider ReLU instead of softmax in
attention mechanisms. While the same approach also is in theoretical (5; 22; 15) and empirical
works (40; 42; 32), one might obtain a different approximation bound comparing to Theorem 3.6.
However, in our generalization analysis, the difference is small as softmax does not affect the model
complexity too much. Another aspect is that we mainly focus on AR processes. While in the appendix,
we do show the approximation result for non-linear AR processes generated by a ReLU network, to
achieve universal forecasting, a more general assumption on data is required. Another limitation is
we consider MSE loss instead of NLL loss used in (39) for pretraining.

Impact Statement. This paper studies the theoretical aspect of transformers as time series foun-
dation models. No negative societal impacts that the authors feel should be specifically highlighted
here.

C RELATED WORKS

Transformers in Time Series Forecasting. The recent progress in foundation models (34; 6; 28)
has begun to reshape the field of time series forecasting, a critical task of predicting the future based
on history (14). However, there are two major challenges in building a time series foundation model:
(a) the model must be able to handle an arbitrary number of covariates, and (b) the model must
generalize to unseen time series domains. To circumvent (a), several studies simplify the task by
considering only univariate time series (4; 29; 8). (8) propose a decoder-only transformer pretrained
on both real and synthetic datasets. (29) incorporate lag features and the Llama architecture to
pretrain a large univariate time series foundation model. (4) leverage the power of large language
models (LLMs) by using pretrained LLMs backbones.

Recently, (39) proposed MOIRAI, the first time series foundation model capable of handling an
arbitrary number of covariates. It addresses (a) by concatenating all covariates into a uni-dimensional
sequence, ensuring a consistent input dimension across datasets. It addresses (b) by pretraining on
a large collection of time series datasets (12; 3; 41; 19) spanning domains such as weather, traffic,
electricity, and industry. MOIRAI not only generalizes across a wide range of domains, but its zero-
shot performance also surpasses several strong supervised learning baselines (23; 27; 44). However,
the machine learning community has yet to provide a suitable explanation for MOIRAI’s impressive
performance. Therefore, this paper is the first to offer theoretical guarantees for MOIRAI as a time
series foundation model.

In-Context Learning. In-context learning (ICL) is an emerging capability of large foundation
models, enabling them to learn diverse and unseen tasks from given examples. (6) first provide
empirical evidence of ICL in large language models (LLMs); by presenting several examples of
(x,y) pairs, GPT-3 effectively infers the relationship between x and y. (10) then conduct quantitative
experiments on simple function classes, such as linear regression. Their results demonstrate that large
foundation models can learn the parameters of these function classes. Subsequently, several theoretical
studies (5; 36; 1; 2) have proven that different types of transformers can implement algorithms such
as gradient descent. This discovery provides a theoretical foundation for the empirical findings in
(10).

The closest studies to this paper are (26; 31). However, (31) examines ICL in the context of next-token
prediction using a linear transformer. While their theoretical results relate to in-context learning on
sequential data, they are insufficient to explain transformers’ success in time series forecasting. (26)
explores another case where the data is modeled as a Markov chain generated by a transition matrix.
They demonstrate the existence of induction heads that enable transformers to perform next-token
prediction. However, their scenario does not align with multivariate time series, which is where our
main contribution lies.

The biggest different between our work to existing ICL studies (5; 26; 36; 24) is we do not consider
structured inputs as in practice, time series data is considered a long sequence instead of many
feature-label pairs. Next, in our case study, we show that MOIRAI can perform AR regression on
different dimensions of feature, while ICL studies mostly focused on a fixed dimension of features.
Last, our pretraining analysis considers the case where data is non IID, which is critical in time
series data due to the dependent nature. Therefore, this paper indeed provides new insights on using
transformers for time series learning.
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Learning Theory on Time Series Data. Efforts in time series learning theory have developed
frameworks for non-i.i.d. data using mixing or ergodic assumptions (7; 45; 25; 33). Yet these results
are largely agnostic to model architecture and thus offer limited insight into the specific advantages of
transformers. In short, a clear theoretical understanding of how transformer architectures contributes
to time series forecasting remains elusive.

D ADDITIONAL THEORETICAL BACKGROUND

Here, we include several technical lemme that are intensively used throughout our paper. The
Lipschitzness of an MLP layer is obtained in (5, Lemma J.1), which we restate it below
Lemma D.1 ((5)). For a single MLP layer, θ2 = (W1,W2), we introduce its norm

|||θ2||| = ||W1||op + ||W2||op .

For any fixed hidden dimension D′, we consider

Θ2,B := {θ2 : |∥θ2∥| ≤ B}.
Then for H ∈ HR, θ2 ∈ Θ2,B , the function (θ2,H) 7→ MLPθ2

is (BR)-Lipschitz w.r.t. θ2 and
(1 +B2)-Lipschitz w.r.t. H .

The following lemma shows any-variate attention is capable of performing variate-wise operation on
arbitrary number of covariates under any-variate encoding.

Lemma D.2 (Group-Wise Operation via Any-Variate Attention). Let ||H||2,p := (
∑N
i=1 ||hi||

p
2)

1/p

denote the column-wise (2, p)-norm of H . For any input matrix H = (h1, · · · ,hT ) such that
||H||2,∞ ≤ R, suppose ψ(·) : RD×T → RD×T is a sequence-to-sequence function implemented by

a single layer standard transformer (TF†
θ) such that

TF†
θ(H) := ψ(H).

Then there exists a single layer MOIRAI transformer TFθ(·) such that for any input

H⋆ = [H1 H2 · · · HK ] ,

where Hk ∈ RD×T . TFθ(·) performs

TFθ(H
⋆) = [ψ(H1) ψ(H2) · · · ψ(HK)] .

Proof of Lemma D.2. We start by showing the case of a single-head, single-layer standard transformer.
Let

MLPθ2
◦ Attn†

θ(H) = MLPθ2
◦ V Hσ(⟨QH,KH⟩) = V HAH ,

where AH = σ(⟨QH,KH⟩).
Let ψ1(H) := V HAH , to apply group-wise operation of ψ1(·) on some input such that

ψ1(H
⋆) = [ψ1(H1) ψ1(H2) · · · ψ1(HK)] .

Let 0 ∈ RT×T be a zero matrix, and 1 ∈ RT×T be a 1s matrix, for for any input ||H⋆||2,∞ ≤ R, one
can find some u2 < 0 to decompose ψ1(·) into the following form.

ψ1(H
⋆) = V [H1AH1

H2AH2
· · · HKAHK ]

= V H⋆


AH1 0 · · · 0
0 AH2 · · · 0
...

...
. . .

...
0 0 · · · AHK


= V H⋆×

σ



⟨QH1,KH1⟩ ⟨QH1,KH2⟩ · · · ⟨QH1,KHK⟩
⟨QH2,KH1⟩ ⟨QH2,KH2⟩ · · · ⟨QH2,KHK⟩

...
...

. . .
...

⟨QHK ,KH1⟩ ⟨QHK ,KH2⟩ · · · ⟨QHK ,KHK⟩

+


0 u2 · 1 · · · u2 · 1

u2 · 1 0 · · · u2 · 1
...

...
. . .

...
u2 · 1 u2 · 1 · · · 0


 .
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Further, observe that operations in an MLP layer are either left multiplication or element-wise
operations, which implies group-wise as well. We then finish the proof by setting u1 = 0.

Theorem D.3 ((37, Section 5.6)). Suppose ψ : [0,+∞→[0,+∞) is a convex, non-decreasing func-
tion satisfying ψ(x + y) ≥ ψ(x)ψ(y). For any random variable X , we consider the Orlicz norm
induced by ψ : ||X||ψ := inf{K > 0 : Eψ(|X|/K)} ≤ 1. Suppose that {Xθ} is a zero-mean
random process indexed by θ ∈ Θ such that ||Xθ −Xθ′ || ≤ ρ(θ, θ′) for some metric ρ on Θ. Then
the following holds

P

(
sup
θ,θ′∈Θ

|Xθ −Xθ′ | ≤ 8(J + t)

)
≤ 1

ψ(t/D)
, for allt ≥ 0,

where D is the diameter of the metric space (Θ, ρ), and the generalized Dudley entropy integral J is
given by

J :=

∫ D

0

ψ−1(N(δ; Θ, ρ))dδ,

where N(δ; Θ, ρ) is the δ-covering number of (Θ, ρ).

The next technical lemma is in (5). Let Bk∞(R) = [−R,R]k denotes the standard ℓ∞ ball in Rk with
radius R > 0.
Definition D.4 (Sufficiently smooth k-variable function). We say a function g : Rk 7→ R is (R,Cℓ)-
smooth if for s = ⌈(k − 1)/2⌉+ 2, g is a Cs fnction on Bk∞(R), and

sup
z∈Bk∞(R)

∣∣∣∣∇ig(z)∣∣∣∣∞ = sup
z∈Bk∞(R)

sup
j1,··· ,ji∈[k]

|∂xj1···xjig(x) ≤ Li

for all i = 0, 1, · · · , s, with max0≤i≤s LiR
i ≤ Cℓ.

Lemma D.5 (Approximating smooth k-variable functions). For any εapprox > 0, R ≥ 1, Cℓ > 0, we
have the following: Any (R,Cℓ)-smooth function g : Rk 7→ R is (εapprox, R,M,C)-approximable
by sum of relus with M ≤ C(k)C2

ℓ log(1 + Cℓ/ε
2
approx) and C ≤ C(k)Cℓ, where C(k) > 0 is a

constant that depends only on k, i.e.,

f(z) =

M∑
m=1

cmσ(a
⊤
m[z; 1]) with

M∑
m=1

|cm| ≤ C, max
m∈[M ]

||am||1 ≤,

such that supz∈[−R,R]k |f(z)− g(z)| ≤ εapprox.
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E PROOFS

E.1 PROOF OF LEMMA 3.2

Here we prove a slightly simpler result with the positional encoding containing only zero vectors and
a one-hot vector. One can easily extend the proof by padding the weight matrices.

H :=

[
x1 x2 . . . xT 0
p1 p2 . . . pT pT+1

]
∈ RD×(T+1), pi :=

[
0d′
ei

]
∈ Rd

′+T , (E.1)

Lemma E.1 (Lemma 3.2 Restate). Given a sequence of token H in the form of Equation E.1, there
exists a one-layer, q − 1 head ReLU attention layer, such that the columns of Attnθ(H) has the
following form:

Attn†
θ1
(H)i :=


xi
xi−1

...
xi−q
p′
i

 , where p′
i :=

[
0d′−q
1

1{i < T + 1}

]
∈ Rd

′−q+2. (E.2)

Proof. Consider an input of the following form

x =

[
x1 x2 · · · xT
0 0 · · · 0
e1 e2 · · · eT

]
,

where xt ∈ Rd,pt ∈ RT , for all t = 1, · · · , T . We construct weights of the m-th head Wm
Q ,W

m
Q

as following,

Wm
K =


0⊤ 0⊤ e⊤1
0⊤ 0⊤ e⊤2

...
...

...
0⊤ 0⊤ e⊤T

 , Wm
Q =


0⊤ 0⊤ e⊤1−m
0⊤ 0⊤ e⊤2−m

...
...

...
0⊤ 0⊤ e⊤T−m

 ,
where we define the negative index as rotational index, i.e., e−1 = eT , e−2 = eT−1. We have

(Wm
KX)

⊤ (
Wm

Q X
)
=


e⊤1
e⊤2
...
e⊤T


⊤ 

e⊤1−m
e⊤2−m

...
e⊤T−m



= IT


e1−m
e2−m

...
eT−m

 .
Note that the result of σ

(
(Wm

KX)
⊤ (

Wm
Q X

))
is a rotation matrix, where right multiplication on

X will rotate the columns of X. Therefore, we have Wm
V that performs row-wise shifting and the

attention matrix σ
(
(Wm

KX)
⊤ (

Wm
Q X

))
performs column-wise shifting.

E.2 PROOF OF THEOREM 3.6

Autoregressive Linear Regression under Any-Variate Encoding. The ultimate goal of this setup
is to perform the following mechanism. Let x be the target variate we wish to predict, zj be the j-th
covariate of x, for j ∈ [M ]. We denote the lookback window size as q, and each covariate has length
T (T -time steps.). We denote the time encoding as pi for i ∈ [T ], and the variate encoding as qj for
j ∈ [M ]. Finally, our goal is to predict xT .
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x11 · · · x1T x21 · · · x2T · · · xd1 · · · xdT
p1 · · · pT p1 · · · pT · · · p1 · · · pT
e1 · · · e1 e2 · · · e2 · · · ed · · · ed

 7→

A1(q) · · ·
A2(q) · · ·

...
Ad(q) · · ·

...
. . .

 .

Here, different colors represent different covariates. The motivation for performing such an operation
is to apply the in-context learning property of transformers proved in (5).

Lemma E.2 (Lemma 3.4 Restate). Define the matrix Ai(q) for the i-th covariates (xi1, · · · , xiT ), with
order q, such that

Ai(q) :=


xi1 xi2 · · · xit xit+1 xit+2 · · ·
xiT xiT−1 · · · xit−1 xit xit+1 · · ·
xiT−1 xiT−2 · · · xit−2 xit−1 xit · · ·

...
...

...
...

...
... · · ·

xiT−q xiT−q+1 · · · xit−q xit−q+1 xit−q+2 · · ·

 ,

where in the j-th column of Ai(q), it contains historical values of xij with lag q.

Given fixed D,T ∈ N+, where T > q. For any input matrix H in the form of Any-Variate Encoding
in Equation 3.4, such that H ∈ RD′×dT ′

, and D′ ≤ D, T ′ < T . There exists a 1-layer, q head
Any-Variate Attention that performs the following operation.x11 · · · x1T x21 · · · x2T · · · xd1 · · · xdT

p1 · · · pT p1 · · · pT · · · p1 · · · pT
e1 · · · e1 e2 · · · e2 · · · ed · · · ed

 7→ [
A1(q) A2(q) · · · Ad(q)

. . .
. . . · · ·

. . .

]

Proof. The proof comes as a direct corollary of Lemma D.2 and (5, Proposition A.5). By Lemma 3.2,
there exists a single layer standard transformer layer (with W1,W2 being 0s) that generates Ai(q) for
each univariate (covariate). It then left applying Lemma D.2 for variate-wise operation and applying
(5, Proposition A.5) to keep the time indices pt unchanged.

Corollary E.3. There exists a dmax head standard attention layer that performs the following

[
A1(q) A2(q) · · · Ad(q)

. . .
. . . · · ·

. . .

]
7→



A1(q) · · ·
Ã2(q) · · ·

...
Ãd(q) · · ·

. . .
. . .

 , for any d ≤ dmax,

where Ãi(q) is Ai(q) without the first row.

Proof. Note that this operation in Corollary E.3 is straightforward with Lemma 3.2 and (5, Proposi-
tion A.5). As for each i ∈ [d], i ̸= 1, the attention layer performs two operations to each element of
Ai(q):


iT columns to the left right multiplication
qmax rows below left multiplication
zero out if in first row (left multiplication)

.

Note that one can simply construct weight matrices to perform the above permutations and masking.
In total, we need dmax heads to perform such operations for each Ai(q), for any d ≤ dmax. For
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q < qmax, the remaining entries will be zero padded. Finally, with at best 2 layers of dmax head
any-variate attention, we then obtain

H̃(2) :=



A1(q) · · ·
Ã2(q) · · ·

...
Ãd(q) · · ·
p
e

 =



· · · x1T−1 x1T · · ·
· · · x1T−2 x1T−1 · · ·
...

...
... · · ·

· · · x1T−q x1T−q · · ·
· · · xdT−1 xdT−1

· · · xdT−2 xdT−2

· · ·
...

...

· · · xdT−q xdT−q
· · · pT−1 pT
· · · e1 e1



,

where p is the matrix of (p1, · · · ,pT ), e is the matrix of (e1, · · · , e1).
Note that x1T in red is the target we wish to predict (masked as 0 initially), and the entries in blue is
considered the input feature of our AR model (a linear regression model in this case), and we are able
to directly apply several theoretical results in (5) with input H̃(2). Specifically, for Theorem 3.6, it
follows directly from (5, Theorem 4) by setting λ = 0.

Next, we present several approximation results from (5), which our approximation results follows
immediately from. Considering the general form of autoregressive data: x ∈ Rd×T := (x1, . . . ,xT ),
where xt = (x1t , · · · , xdt ) ∈ Rd. Assuming our target (variate of interest) is in dimension 1, we
assume the autoregressive process generates x1t as follows:

x1t = f(x1:d
t−q:t−1) + ϵt, (E.3)

where ϵt ∼ N(0, σ2), aji ∈ R1, and f is a function of interest. We then present several results when
f varies.

Non-Linear AR. Here we analyze that when the autoregressive process is generated by a 2 layer
ReLU network with look back window size q. Suppose the prediction function pred(x,w) :=∑K
k=1 ukr(v

⊤
k x) is given by a two-layer neural network, parameterized by w = [wk, uk]k∈[K] ∈

RK(d+1). Consider the ERM problem:

min
w∈W

L̂N (w) :=
1

2N

N∑
i=1

ℓ(pred(xi,w), yi) =
1

2N

N∑
i=1

ℓ

(
K∑
k=1

ukr(v
⊤
k x̃i), x

1
T

)
,

where W is a bounded domain and x̃i ∈ Rqd is a flatten version of xt−q:t−q ∈ Rd×q .
Proposition E.4. Fix any Bw, Bu > 0, L ≥ 3, ν > 0, and ε > 0. Suppose that

1. Both the activation function r and the loss function ℓ is C4-smooth.

2. W is a closed domain such that W ⊂
{
w = [vk;uk]k∈[K] ∈ RK(d+1) : ||vk||2 ≤ Bv, |uK | ≤ Bu

}
,

and ProjW = MLPθ2 for some MLP layer with hidden dimension Dw and ||θ2||op ≤ Cw.

Then there exists a (L1 + 2L2)-layer MOIRAI transformer with

max
ℓ∈[L1+1,2L2]

M (ℓ) ≤ Õ(ε−2), max
ℓ∈[L1+1,2L2]

D(ℓ) ≤ Õ(ε−2) +Dw,

||θ||op ≤ O(1 + η) + Cw,

L1∑
ℓ=1

M (ℓ) = dmax + qmax.

where we hide the constants K,Bx, Bu, Bv, C4, satisfies the following∣∣∣∣ŵ −wL
GD

∣∣∣∣
2
≤ L−1

f (1 + ηLf )
Lε,

where Lf = supw∈W

∣∣∣∣∣∣∇2L̂N (w)
∣∣∣∣∣∣
2
.
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Maximum Likelihood Estimation (Gaussian) via Transformers. The next result shows that
MOIRAI transformers are also capable of performing maximum likelihood estimation on any in-
put multi-variate time series. Given a data generated by some ARd(q) process with parameter
(w1, · · · ,wq) ⊂ Rd: (x1, · · · ,xT ) ⊂ Rd, the conditional likelihood f(·) of observing xt is

f(xt | xt−1, · · · ,xt−q) :=
1√
2πσ2

exp

(
−(xt −

∑q
i=1⟨wi,xt−i⟩)2

2σ2

)
.

The goal is to estimate the mean vector (w1, · · · ,wq) and the variance σ2 by minimizing the negative
log-likelihood loss. Note that with n ≥ d, the loss is strongly convex. The optimization over the
NLL Loss has two steps: estimating the mean vector: ŵ, and then derive the variance σ̂2 with the
following closed-form solution:

σ2 =
1

T

T∑
t=1

(
xt −

q∑
i=1

⟨ŵi,xt−i⟩

)2

.

Theorem E.5. Given a set of input data generated by some ARd(q) process: X,∈ Rn×d,Y ∈ Rn,
considering the following negative log-likelihood loss, the goal is to find a set of parameters w ∈
Rd, σ2 ∈ R+ to minimize the following loss

LNLL(w, σ) :=
n

2
log(2πσ2) +

1

2σ2

T∑
t=q+1

(
xt −

q∑
i=1

⟨wi,xt−i⟩

)2

We denote w⋆, σ⋆ as the ERM satisfying the NLL Loss. There exists a (L1 + L2 + 2)-layer MOIRAI
Transformer such that its first L1 + L2 layers follow the same requirement in Theorem 3.6, and the
last two layers each has two and one heads, it estimates w,σ with bounded error:

||ŵ −w⋆|| ≤ ε,
and the estimated variance is bounded by∣∣∣σ̂2 − σ⋆2

∣∣∣ ≤ 2EBxε+B2
xε = Õ(ε+ ε2),

where E ≤ B(1 +Bw), and Õ hides the values dependent on Bx, Bw.

Proof of Theorem E.5.

LNLL(w, σ) :=
n

2
log(2πσ2) +

1

2σ2

T∑
t=1

(
xt −

q∑
i=1

⟨wi,xt−i⟩

)2

.

Following Theorem 3.6, the first L1 + L2 layers of MOIRAI obtains ŵ such that the L1 + L2 + 1-th
layer takes the following as input

h̃
(L1+L2)
i =

[
x1i ;x

1
i−1:i−q;x

2
i−1:i−q; · · · ;xdi−1:i−q;w

⋆ + ε;0; 1; ti
]
,

where w⋆ + ε ∈ Rqd is the flatten mean vectors. For the simplicity of notations, for the i-th
column, we denote x1i with ỹi, and denote [x1

i−1:i−q;x
2
i−1:i−q; · · · ;xdi−1:i−q] as x̃i ∈ Rqd, as they

correspond to the label and feature of our AR model, respectively. ε ∈ Rdq satisfies

||ε|| ≤ ε · (ηBx).

Now we start to construct the (L1 + L2 + 1)-th layer. One can then construct

QL+1
1 hLi = [0; x̃i;0], KL+1

1 hLj = [0; ŵ;0], V L+1
1 hLk = [0; 1;0]

QL+1
2 hLi = [0; x̃i;0], KL+1

2 hLj = [0;−ŵ;0], V L+1
2 hLk = [0;−1;0].

The above construction gives us

hL+1
i = hLi +

1

n

n∑
j=1

2∑
m=1

σ
(
⟨QL+1

m hLn+1,K
L+1
m hLj ⟩

)
V L+1
m hLj

= [ỹi; x̃i; ŵ;0; 1; ti] + (σ(⟨ŵ,xi⟩)− σ(−⟨ŵ,xi⟩)) · [0; 1;0]
= [ỹi; x̃i; ŵ; ⟨ŵ, x̃i⟩,0; 1; ti].
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Next, we construct the last layer as

QL+1
1 hLi = [...; ỹi − ⟨ŵ, x̃i⟩; ...], KL+1

1 hLj = [...; ỹj − ⟨ŵ, x̃j⟩; ...], V L+1
1 hLk = [0; 1;0]

Finally, the result becomes

hi =
1

n
[...;

n∑
µ=1

(yµ − ⟨xµ, ŵ⟩)2; ...] = [...; σ̂2; ...].

Thus, we complete the proof.
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E.3 PROOF OF THE LIPSCHITZNESS OF ANY-VARIATE TRANSFORMERS

We first show the Lipschitzness of each component in an Any-Variate Transformer. For any p ∈ [1,∞],
let ||H||2,p := (

∑N
i=1 ||hi||

p
2)

1/p denote the column-wise (2, p)-norm of H . For any radius R > 0,
we denote HR := {H : ||H||2,∞ ≤ R} be the ball of radius R under norm ||·||2,∞.

Lemma E.6. For a single Any-Variate attention layer, θ1 = {(Vm,Qm,Km, u
1
m, u

2
m)}m∈[M ], we

introduce its norm

∥θ1∥ := max
m∈[M ]

{||Qm||op , ||Km||op , |u
1
m|, |u2m|}+

M∑
m=1

||Vm||op

For any fixed hidden dimension D′, we consider

Θ1,B := {θ1 : |||θ1||| ≤ B}.

Then for H ∈ HR, θ1 ∈ Θ1,B , the function (θ1,H) 7→ Attnθ1
is (1 + ι)-Lipschitz w.r.t. θ1, where

ι = max{B2R2 + T + (T − 1)d,B(T − 1)d}, and (1 +B3R2)-Lipschitz w.r.t. H .

Proof. Given some ϵ > 0, some set X and a function class F. If F is L-Lipschitzness, i.e.,

||f(x1)− f(x2)|| ≤ L ||x1 − x2|| , for all f ∈ F.

Then, the following holds
N(ϵ,F, ||·||) ≤ N(ϵ/L, X, ||·||).

Define
Θattn,B := {θattn : |∥θattn∥| ≤ B}.

The output of the Any-Variate Attention [h̃i] is given by

h̃i = hi +

M∑
m=1

1

N

N∑
j=1

σ
(
⟨Qmhi,Kmhj⟩ ·Vmhj + u1m ⋆U+ u2m ⋆ Ū

)
.

We also define θ′attn = {V′
m,Q

′
m,K

′
m, u

1′
m, u

2′
m}m∈[M ]. h̃′i as

h̃′i = hi +

M∑
m=1

1

N

N∑
j=1

σ
(
⟨Q′

mhi,K
′
mhj⟩ ·V′

mhj + u1′m ⋆U+ u2′m ⋆ Ū
)
.

Now we bound
∣∣∣∣Attnθ1(H)− Attnθ′

1
(H)

∣∣∣∣
2,∞ = maxi

∣∣∣∣∣∣h̃i − h̃′
i

∣∣∣∣∣∣
2

as follows

∣∣∣∣∣∣h̃i − h̃′
i

∣∣∣∣∣∣
2
=

∥∥∥∥∥
M∑
m=1

1

N

[
N∑
j=1

σ
(
⟨Qmhi,Kmhj⟩+ u1m ⋆U+ u2m ⋆ Ū

)
Vmhj−

N∑
j=1

σ
(
⟨Q′

mhi,K
′
mhj⟩+ u1′m ⋆U+ u2′m ⋆ Ū

)
V′
mhj

]∥∥∥∥∥
2

≤
M∑
m=1

1

N

N∑
j=1

∥∥∥σ (⟨Qmhi,Kmhj⟩+ u1m ⋆U+ u2m ⋆ Ū
)
Vmhj

− σ
(
⟨Q′

mhi,K
′
mhj⟩+ u1′m ⋆U+ u2′m ⋆ Ū

)
V′
mhj

∥∥∥
2

≤
M∑
m=1

1

N

N∑
j=1

||hj ||2
∥∥∥σ (⟨Qmhi,Kmhj⟩+ u1m ⋆U+ u2m ⋆ Ū

)
Vm

− σ
(
⟨Q′

mhi,K
′
mhj⟩+ u1′m ⋆U+ u2′m ⋆ Ū

)
V′
m

∥∥∥
op
.
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Let

A = ⟨Qmhi,Kmhj⟩+ u1m ⋆U+ u2m ⋆ Ū

B = ⟨Q′
mhi,K

′
mhj⟩+ u1′m ⋆U+ u2′m ⋆ Ū.

By triangle inequality, we have

||σ(A)Vm − σ(B)V ′
m|| ≤ ||σ(A)||op ||Vm − V ′

m||op + ||σ(A)− σ(B)||op ||V
′
m||op .

Note that σ(·) is 1-Lipschitz, we get

||σ(A)− σ(B)||op ≤ ||A−B||op

=
∣∣∣∣∣∣⟨Qmhi,Kmhj⟩ − ⟨Q′

mhi,K
′
mhj⟩+ (u1m − u1′m)U + (u2m − u2′m)Û

∣∣∣∣∣∣
op

≤
∣∣∣∣∣∣∣∣∣∣ ⟨Qmhi,Kmhj⟩ − ⟨Q′

mhi,K
′
mhj⟩

∣∣+ ∣∣∣∣ ∣∣∣∣(u1m − u1′m) ⋆U
∣∣∣∣ ∣∣∣∣+ ∣∣∣∣ ∣∣∣∣(u2m − u2′m) ⋆ Ū

∣∣∣∣ ∣∣∣∣∣∣∣∣∣∣∣∣ .
For the first term in the last inequality, we have

⟨Qmhi,Kmhj⟩ − ⟨Q′
mhi,K

′
mhj⟩ ≤ ||Qm −Q′

m|| ||hi|| ||hj || ||Km||+ ||Km −K ′
m|| ||hi|| ||hj || ||Qm||

= R2B (||Qm −Q′
m||+ ||Km −K ′

m||) .

Further, we have ∣∣∣∣(u1m − u1′m) ⋆U
∣∣∣∣ ≤ |u1m − u1′m| ||U || ≤ T |u1m − u1′m|,

where T is the length of each variate (lookback window size).∣∣∣∣(u2m − u2′m) ⋆ Ū
∣∣∣∣ ≤ |u2m − u2′m| ∣∣∣∣Ū ∣∣∣∣ ≤ (T − 1)d|u2m − u2′m|,

where d is the number of variates.

Thus, we have

||σ(A)− σ(B)||op ||V
′
m||op ≤ B

(
R2B (||Qm −Q′

m||+ ||Km −K ′
m||) + T

(
|u1m − u1′m|

)
+ (T − 1)d

(
|u2m − u2′m|

))
≤ B ·max{R2B, (T − 1)d} ·

(
||Qm −Q′

m||+ ||Km −K ′
m||+ |u1m − u1′m|+ |u2m − u2′m|

)
.

Next, we bound

||σ(A)||op ≤ ||A||op ≤ B
2R2 + (T + (T − 1)d),

due to the fact that

||A|| ≤ ||Qmhi|| ||Kmhj ||
∣∣∣∣u1mU

∣∣∣∣ ∣∣∣∣u2mŪ
∣∣∣∣ .

Overall, the Any-Variate Attention is max{B2R2 + T + (T − 1)d,B(T − 1)d}-Lipshcitz in θ1.

Proof. We start by considering H ′ = [h′
i] and

h̃′
i = h′

i +

M∑
m=1

1

N

N∑
j=1

σ
(
⟨Qmh′

i,Kmh′
j⟩+ u1m ·U+ u2m · Ū

)
·Vmh′

j .
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We then bound∣∣∣∣∣∣(h̃′
i − h′

i)− (h̃i − hi)
∣∣∣∣∣∣
2

=

∣∣∣∣∣∣
∣∣∣∣∣∣
M∑
m=1

1

N

N∑
j=1

[
σ
(
⟨Qmh′

i,Kmh′
j⟩+ u1m ·U+ u2m · Ū

)
Vmhj −

(
⟨Qmh′

i,Kmh′
j⟩+ u1m ·U+ u2m · Ū

)
Vmh′

j

]∣∣∣∣∣∣
∣∣∣∣∣∣
2

≤
M∑
m=1

1

N

N∑
j=1

||Vm||op

∣∣∣∣σ (⟨Qmh′
i,Kmh′

j⟩+ u1m ·U+ u2m · Ū
)
hj −

(
⟨Qmh′

i,Kmh′
j⟩+ u1m ·U+ u2m · Ū

)
h′
j

∣∣∣∣
2

≤
M∑
m=1

1

N

N∑
j=1

||Vm||op

{
|σ
(
⟨Qmhi,Kmhj⟩+ u1mU+ u2mŪ

)
| ·
∣∣∣∣hj − h′

j

∣∣∣∣
2

+ |σ
(
⟨Qmhi,Kmhj⟩+ u1mU+ u2mŪ

)
− σ

(
⟨Qmh′

i,Kmhj⟩+ u1mU+ u2mŪ
)
| ·
∣∣∣∣h′

j

∣∣∣∣
2

+ |σ
(
⟨Qmhi,Kmhj⟩+ u1mU+ u2mŪ

)
− σ

(
⟨Qmh′

i,Kmh′
j⟩+ u1mU+ u2mŪ

)
|
∣∣∣∣h′

j

∣∣∣∣
2

}
≤

M∑
m=1

1

N

N∑
j=1

||Vm||op · 3 ||Qm||op ||Km||op R
2
∣∣∣∣hj − h′

j

∣∣∣∣
2

≤ B3R2 ||H −H ′||2,∞ .

Where the third inequality comes from the fact that ReLU is 1-Lipschitzness, and the fourth and fifth
inequality comes from the AM-GM inequality. For more details, refer (5, Section J.2)

Corollary E.7 (Lipschitz Constant of Single Layer Moirai Transformer). For a fixed number of
heads M and hidden dimension D′, we consider

ΘTF,1,B = {θ = (θ1,θ2)} :M heads, hidden dimension D′, ||θ||op ≤ B.

Then for the function TFR given by

TFR : (θ,H) 7→ clipR(MLPθ2
(Attnθ1

(H))), θ ∈ ΘTF,1,B ,H ∈ HR.

TFR isBΘ-Lipschitz w.r.t. θ andBH -Lipschitz w.r.t. H , whereBΘ = (1+B2)(1+ι)+BR(1+B3R2)
and BH = (1 +B2)(1 +B3R2).
Proposition E.8 (Lipschitz Constant of Moirai Transformer). For a fixed number of heads M and
hidden dimension D′, we consider

ΘTF,L,B = {θ = (θ
(1:L)
1 ,θ

(1:L)
2 )} :M (ℓ) =M,D(ℓ) = D′, ||θ||op ≤ B.

Then for the function TFR is (LBL−1
H BΘ)-Lipschitz in θ ∈ ΘTF,L,B for any fixed H .

Proof. For any θ = (θ1,θ2), H ∈ HR, and θ′ = (θ′1, θ
′
2), we have

||TFθ(H)− TFθ′(H)||2,∞ ≤
∣∣∣∣MLPθ2

(Attnθ1
(H))−MLPθ2

(Attnθ′1(H))
∣∣∣∣
2,∞ +∣∣∣∣MLPθ2

(Attnθ′1(H))−MLPθ′2(Attnθ′1(H))
∣∣∣∣
2,∞

≤ (1 +B2)
∣∣∣∣Attnθ′1(H)− Attnθ′1(H)

∣∣∣∣
2,∞ +BR̄ ||θ2 − θ′2||op

≤ (1 +B2)(1 + ι) ||θ1 − θ′1||op +BR̄ ||θ2 − θ′2||op ≤ BΘ ||θ − θ′||op ,

where R̄ = R+B3R3, ι = max{B2R2 + T + (T − 1)d,B(T − 1)d}. The second inequality comes
from the fact ||Attnθ(H)|| ≤ R+B3R3.

Further, for H ′ ∈ HR, we have

||TFθ(H)− TFθ(H
′)||2,∞ ≤ (1 +B2) ||Attnθ1

(H)− Attnθ1
(H ′)||

≤ (1 +B2)(1 +B3R2) ||H −H ′||2,∞ .

For the multi-layer case, one can simply follow (5, Proposition J.1) to conclude the proof.
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E.4 PROOF OF THEOREM 4.4
We first describe our proving technique.

(i) We write out the pretraining data generation and objective.

(ii) We show that the objective of pretraining on n time series satisfying Dobrushins condition
with length T , is equivalent to pretraining on a single time series with length nT under
Dobrushin’s condition with the same coefficient.

(iii) We bound the complexity of transformers, and apply learning bounds from (7).

Let π be a meta distribution, and each distribution drawn from P(T ) ∼ π satisfies the Dobrushin’s
condition with max coefficient as α. We then define the single-path average loss as

Yθ,P(T ) :=
1

T

T∑
t=1

ℓ(θ,zt)− Ez∼P(T ) [ℓ(θ,z)] .

Now, we assume our pretraining data is generated by the following

1. Sample n distributions from π i.i.d. to get P(T )
j , for j = 1, · · · , n

2. For each distribution P
(T )
j , we sample (zj,1, · · · , zj,T )

Assumption E.9. We assume that for each j ∈ [n], (zj,t) has marginals equal to some distribution
D for t = 1, · · · , T .

We first present several lemma and theorems that will be used later.

Lemma E.10 ((37, Example 5.8)). Given any well-defined norm ||·||′. Let B be the Rd unit-ball in
||·||′, i.e. B = {θ ∈ Rd | ||θ||′ ≤ 1}, we have

logN(δ,B, ||·||′) ≤ d log
(
1 +

2

δ

)
.

Theorem E.11 ((7, Theorem 5.3)). Given a function class F, such that |f | ≤ B, for all f ∈ F. Let
P(T ) be a distribution over some domain Z(T ), assuming Assumption E.9 holds and αlog(P

(T )) < 1/2.
Then for all t > 0,

Pz∼P(T )

(
sup
f∈F

∣∣∣∣∣ 1T
T∑
i=1

f(zi)− Ez[f(z)]

∣∣∣∣∣ > C

(
GP(T )(F) +

Bt√
T

))
≤ e−t

2/2,

for some universal constant whenever 1/2− αlog(P
(T )) is bounded away from zero.

The following theorem is from (7; 17).

Theorem E.12. Let P(T )
z be a distribution satisfying the Dobrushin’s condition with coefficient

α(P
(T )
z ). Let (z1, · · · , zT ) ∼ P(T ), and let f : Z(T ) → R be a real-valued function with the

following bounded difference property, with parameters λ1, · · · , λT ≥ 0:

|f(z)− f(z′)| ≤
T∑
t=1

1zt ̸=z′
t
λt.

Then for all t > 0,

P (|f(z)− E[f(z)] ≥ t) ≤ 2 exp

(
− (1− α)t2

2
∑
t λ

2
t

.

)
The following corollary directly follows from the above result
Corollary E.13. Following Theorem E.12, let

ℓ(z) :=
1

T

T∑
t=1

ℓ(zt),
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where 0 ≤ ℓ(zt) ≤ B for all t = 1, · · · , T and all z ∼ Pz . Then the variance of ℓ(·) is bounded by

|ℓ(z)− ℓ(z′)| ≤ B.
Then, the following holds

P (|ℓ(z)− E[ℓ(z)]| ≥ t) ≤ 2 exp

(
−(1− α)t2

2
∑
tB

2

)
.

Direct Application of Theorem E.11. By Theorem E.11, if Assumption E.9 holds, with probability
over 1− e−t2/2, for any θ ∈ Θ, αlog(P

(T )
j ) < 1/2 we have

sup
θ∈Θ

∣∣Yθ,P(T )

∣∣ ≤ C [G
P
(T )
j

(ℓ(Θ)) +
2tB2

x√
T

]
,

where ℓ(Θ) denotes the function class of ℓ(θ, ), for all θ ∈ Θ, and C > 0 is an universal constant.
Note that the above bound presents the naive learning bound for learning a single time series, which
is a direct result from (7).

Here we show properties of a time series generated by concatenating n series under Dobrushin’s
condition with bounded coefficient.
Lemma E.14 (Dobrushin submultiplicativity). Let P,Q be Markov kernels on a measurable space
(X,F) with Dobrushin coefficients

α(P ) := sup
x,x′
∥P (x, ·)− P (x′, ·)∥TV, α(Q) := sup

x,x′
∥Q(x, ·)−Q(x′, ·)∥TV.

Then α(PQ) ≤ α(P )α(Q).

Proof. For any probability measures µ, ν on X,

∥µPQ− νPQ∥TV = ∥(µP − νP )Q∥TV ≤ α(Q) ∥µP − νP∥TV ≤ α(Q)α(P ) ∥µ− ν∥TV.

Taking supµ,ν over Dirac measures yields α(PQ) ≤ α(P )α(Q).

Lemma E.15 (Concatenation preserves Dobrushin). Let {Pt}Tt=1 be kernels with α(Pt) ≤ κt < 1.
For the T -step kernel P1:T := P1P2 · · ·PT ,

α(P1:T ) ≤
T∏
t=1

κt.

In particular, if κt ≤ κ < 1 for all t, then α(P1:T ) ≤ κT .

Proof. Apply the previous lemma repeatedly:

α(P1:T ) ≤
T∏
t=1

α(Pt) ≤
T∏
t=1

κt.

Corollary E.16 (Concatenating n Dobrushin blocks). Let {P (j)
t }Tt=1 for j = 1, . . . , n be kernels for

n blocks, and suppose α
(
P

(j)
t

)
≤ κ(j)t < 1. For the concatenated nT -step chain

P
(1)
1:T︸︷︷︸

block 1

P
(2)
1:T︸︷︷︸

block 2

· · · P (n)
1:T︸︷︷︸

block n

,

its per-step coefficients are bounded by κ∗ := maxj,t κ
(j)
t < 1, hence the entire nT -step kernel has

α

 n∏
j=1

T∏
t=1

P
(j)
t

 ≤ n∏
j=1

T∏
t=1

κ
(j)
t ≤ κnT∗ .

If all blocks share a common bound κ < 1, then the concatenated process is Dobrushin with the same
per-step bound κ and nT -step contraction ≤ κnT .

26



1404
1405
1406
1407
1408
1409
1410
1411
1412
1413
1414
1415
1416
1417
1418
1419
1420
1421
1422
1423
1424
1425
1426
1427
1428
1429
1430
1431
1432
1433
1434
1435
1436
1437
1438
1439
1440
1441
1442
1443
1444
1445
1446
1447
1448
1449
1450
1451
1452
1453
1454
1455
1456
1457

Under review as a conference paper at ICLR 2026

Proof. A direct result after applying Lemma E.15.

Remark E.17. A “reset” step (next state independent of current) has α = 0 and only improves the
bounds. The above results tell us that by concatenating n independent length T Dobrushin time
series, we end up having a length nT Dobrushin time series.

Concatenation with resets. For block j ∈ [n], let (P (j)
t )Tt=1 be the Markov kernels and let µ(j)

be its prescribed initial law. Define the reset kernel R(j)(x, ·) ≡ µ(j)(·). The concatenated nT -step
chain has kernels

P
(1)
1 , . . . , P

(1)
T︸ ︷︷ ︸

block 1

, R(1), P
(2)
1 , . . . , P

(2)
T︸ ︷︷ ︸

block 2

, R(2), . . . , P
(n)
1 , . . . , P

(n)
T︸ ︷︷ ︸

block n

.

Lemma E.18. For any probability measure µ, the reset kernel R(x, ·) ≡ µ(·) satisfies α(R) = 0.
Consequently, if α(P (j)

t ) ≤ κ(j)t < 1 for all blocks and steps, then the concatenated chain with resets
has

α

 n∏
j=1

(
P

(j)
1 · · ·P (j)

T R(j)
) ≤ n∏

j=1

T∏
t=1

κ
(j)
t .

Lemma E.19 (Reduction to a single chain of length nT ). Let P̃(nT ) be the concatenation with resets.
Then: (a) αlog(P̃s) ≤ ᾱ < 1

2 for all s ≤ nT ; (b) the marginal at every time under P̃(nT ) equals D;
(c) for every θ,

EP̃(nT )

[ 1

nT

nT∑
t=1

ℓ(θ,zt)
]
=

1

n

n∑
j=1

E
P
(T )
j

[ 1
T

T∑
t=1

ℓ(θ,zj,t)
]
.

Proof. (a) Direct result from the submultiplicative property of Dobrushin series; resets satisfy
αlog(R

(j)) = 0, hence sups αlog(P̃s) ≤ ᾱ. (b) By DP (j)
t = D and R(j) having output D, induction

over time yields marginal D at all positions. (c) Linearity and the blocking t = (j − 1)T + s.

Lemma E.20. Let

Xθ :=
1

n

n∑
j=1

( 1

T

T∑
t=1

ℓ(θ,zj,t)− E
P
(T )
j

[
1

T

T∑
t=1

ℓ(θ,zj,t)]
)

and

Ỹθ :=
1

nT

nT∑
t=1

ℓ(θ,zt)− EP̃(nT ) [
1

nT

nT∑
t=1

ℓ(θ,zt)].

Then {Xθ}θ and {Ỹθ}θ have the same expectation, i.e.

EP̃(nT )

[ 1

nT

nT∑
t=1

g(zt)
]
=

1

n

n∑
j=1

E
P
(T )
j

[ 1
T

T∑
t=1

g(zj,t)
]
.

Proof of Lemma E.20. For all x, x′, R(x, ·) = R(x′, ·) = µ, hence ∥R(x, ·)−R(x′, ·)∥TV = 0, so
α(R) = 0. Submultiplicativity gives α(KL) ≤ α(K)α(L) and α(R(j)) = 0. Use linearity for the
expectation identity.

Remark E.21 (Equality in law of objectives). Under Lemma E.20, for each fixed θ, Xθ and Ỹθ have
the same mean (0) and the same Lipschitz modulus in the sample coordinates. In particular, it suffices
to bound supθ |Ỹθ|.
Lemma E.22 (Increment control in θ). For any (z1, . . . , znT ),∣∣∣ 1

nT

nT∑
t=1

fθ(zt)−
1

nT

nT∑
t=1

fθ′(zt)
∣∣∣ ≤ LΘ ρ(θ, θ

′).

Hence Ỹθ − Ỹθ′ is subgaussian with variance proxy L2
Θ ρ(θ,θ

′)2

(1−κ∗)nT
.
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Proof. Direct application of He et al. (15, Theorem 2.3).

Lemma E.23 (Suprema coincide under concatenation). Let Xθ and Ỹθ be

Xθ =
1

n

n∑
j=1

( 1

T

T∑
t=1

ℓ(θ, zj,t)− E
P
(T )
j

[
1
T

T∑
t=1

ℓ(θ, zj,t)
])
,

Ỹθ =
1

nT

nT∑
t=1

ℓ(θ, zt)− EP̃(nT )

[
1
nT

nT∑
t=1

ℓ(θ, zt)
]
,

where (z1, . . . , znT ) is the concatenation (with resets) of the blocks {(zj,1, . . . , zj,T )}nj=1. Then for
every realization of the data and for every θ,

Xθ = Ỹθ, hence sup
θ∈Θ
|Xθ| = sup

θ∈Θ
|Ỹθ|.

Proof. Write

Xθ =
1

nT

n∑
j=1

T∑
t=1

ℓ(θ, zj,t)−
1

n

n∑
j=1

E
P
(T )
j

[
1
T

T∑
t=1

ℓ(θ, zj,t)
]
.

By construction (z1, . . . , znT ) is just the stacked sequence, so 1
nT

∑nT
t=1 ℓ(θ, zt) =

1
nT

∑n
j=1

∑T
t=1 ℓ(θ, zj,t). Expectation alignment (concatenation with resets) gives

EP̃(nT )

[
1
nT

nT∑
t=1

ℓ(θ, zt)
]
=

1

n

n∑
j=1

E
P
(T )
j

[
1
T

T∑
t=1

ℓ(θ, zj,t)
]
.

Substitute these two equalities into the definition of Ỹθ to obtain Xθ = Ỹθ pointwise, hence the
equality of suprema.

Proof of Theorem 4.4. Recall from Lemma E.23, it is sufficient to bound supθ | Ỹθ |.

Now, to take supremum over Ỹθ, we get

sup
θ∈Θ

Xθ = sup
θ∈Θ

1

n

n∑
j=1

Y
θ,P

(T )
j

≤ 1

n

n∑
j=1

sup
θ∈Θ

Y
θ,P

(T )
j
.

To upper bound sup |Ỹθ|, we take a similar approach to (5, Proposition A.4).

Assuming the index set Θ is equipped with a distance metric ρ and diameter D. We assume that for
any ball Θ′ of radius r in Θ, there exists some constant C1 such that the covering number admits
upper bound

logN(δ,Θ′, ρ) ≤ d log(2Ar/δ),
for all 0 < δ ≤ 2r.

Now we select Θ0 such that it is a (D0/2)-covering of Θ. The above assumption guarantees us
that we can have a Θ0 such that log |Θ0| ≤ d log(2AD/D0). By Corollary E.13, Ỹθ is a 2B2

x/(1−α)-
subgaussian (α = α(P(nT ))). Then, with probability at least 1− δ/2,

sup
θ∈Θ0

|Ỹθ| ≤ C
2B2

x

(1− α)
√
d log(2AD/D0) + log(2/δ).

Note that the uniform bound for independent subgaussian random variables still applies here as for
each θ, we are re-sampling a new chain from a new distribution sampled from π.

28



1512
1513
1514
1515
1516
1517
1518
1519
1520
1521
1522
1523
1524
1525
1526
1527
1528
1529
1530
1531
1532
1533
1534
1535
1536
1537
1538
1539
1540
1541
1542
1543
1544
1545
1546
1547
1548
1549
1550
1551
1552
1553
1554
1555
1556
1557
1558
1559
1560
1561
1562
1563
1564
1565

Under review as a conference paper at ICLR 2026

Assume that Θ0 = {θ1, · · · , θn}. Now for each j ∈ [m], we consider Θj is the ball centered at θj of
radius D0 in (Θ, ρ). With Theorem D.3, for each process {Ỹθ}θ∈Θj , then

ψ = ψ2,
∣∣∣∣∣∣Ỹθ − Ỹθ′ ∣∣∣∣∣∣

ψ
≤ B1

√
nT

ρ(θ, θ′),

where ℓ(θ,z)− ℓ(θ′, z) is a B1ρ(θ, θ′)-subgaussian random variable.

We then get

P

(
sup

θ,θ′∈Θj

|Ỹθ − Ỹθ′ | ≤ C ′B1D0

(√
d log(2A)

nT
+ t

))
≤ 2 exp(−nTt2), for all t ≥ 0.

If we further take t ≤
√
log(2m/δ)/Tn, then with probability at least 1− δ/2, it holds that for all

j ∈ [m],

sup
θ,θ′∈Θj

|Ỹθ − Ỹθ′ | ≤ C ′B1D0

√
2d log(2AD/D0) + log(4/δ)

nT
.

By chaining, we have
|Ỹθ| ≤ |Ỹθj |+ |Ỹθ − Ỹθj |.

Hence with probability at least 1− δ, it holds that

sup
θ∈Θ
|Ỹθ| ≤ sup

θ∈Θ0

|Ỹθ|+sup
j

sup
θ∈Θj

|Ỹθ−Ỹθj | ≤ C ′′(
2B2

x

(1− α)
+B1D0)

√
d log(2AD/D0) + log(2/δ)

nT
.

Next by taking D0 = D/κ, κ = 1 +B1D (1−α)
2B2

x
, we get

sup
θ∈Θ
|Ỹθ| ≤ C ′′(

2B2
x

(1− α)
+B1Dκ)

√
d log(2Aκ) + log(2/δ)

nT
.

Last, we check whether the assumptions we make above hold for our function class ℓΘ. Below, we
slightly abuse our notation by using D as the dimension for weight matrices in TFθ . By Lemma E.10,
it holds that

logN(δ,B||·||op
(r), ||·||op) ≤ L(3MD2 +DD′ + 2) log(1 + 2r/δ),

where B||·||op
(r) is a ball of radius r under norm ||·||op.

We check that
||ℓ(θ,z)− ℓ(θ′, z)|| ≤ Bx(LBL−1

H BΘ) ||θ − θ′||op ,

where it is a direct result from Proposition E.8. By plugging all the parameters, we get

sup
θ∈Θ
|Ỹθ| ≤ C(

B2
x

(1− α)
)

√
L(3MD2 +DD′ + 2)ι+ log(2/δ)

nT
,

where ι = log(2 + 2(LBL−1
H BΘ)B

1−α
Bx

)

By plugging the ERM θ̂, we get

L(θ̂) ≤ inf
θ
L(θ) + 2 sup

θ
|Ỹθ|.

Finally, apply Lemma E.15, we have α← αn.
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E.5 ANALYSIS OF COROLLARY 4.6
Definition E.24 (Markov Random Field (MRF) with pairwise potentials). The random vector
Z = (Z1, · · · ,Zd) over Zd is an MRF with pariwise potentials if there exist functions ψi : Z → R
and φij : Z2 → R for i ̸= j ∈ {1, · · · , d} such that for all z ∈ Zd,

Pz∼Pd [Z = z] =

d∏
i=1

eψ(Zi)
∏

1≤i<j≤d

eφij(Zi,Zj)

The functions ψi are called as element-wise potentials and ϕij are pairwise potentials.

Definition E.25. Given an MRF Z with potentials {φi} and {ψij}, we define

βi,j(Z) := sup
Zi,Zj∈Z

|φij(Zi,Zj)|; β(Z) := max
1≤i≤d

∑
j ̸=i

βij(P
d).

Lemma E.26. Given an MRF z with pairwise potentials, for any i ̸= j, Ij→i(z) ≤ βj,i(z).
Ij→i(Z) ≤ I log

j,i (Z) ≤ βj,i(Z)

Lemma E.26 implies that to satisfy the condition αlog(·) < 1/2, it is sufficient to show that β(·) <
1/2, leading to the following condition.

⟨wxt,xt+1⟩ < ln
1

2
+ (σ2

ϵ ). (E.4)

Observe that

⟨wxt,xt+1⟩ ≤ ||w|| ·max
t
||xt||

= BwBx

< ln
1

2
+ (σ2

ϵ ) ∼ 0.3.

E.6 ADDITIONAL DETAILS

The History Matrix. The matrix form of Ai(q) is presented below

Ai(q) :=


xi1 xi2 · · · xit xit+1 xit+2 · · ·
xiT xiT−1 · · · xit−1 xit xit+1 · · ·
xiT−1 xiT−2 · · · xit−2 xit−1 xit · · ·

...
...

...
...

...
... · · ·

xiT−q xiT−q+1 · · · xit−q xit−q+1 xit−q+2 · · ·

 (E.5)
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F EXPERIMENTAL DETAILS

F.1 ENVIRONMENT

We mostly train our model on NVIDIA-H100 GPUs with 2 cores each with 128GB RAM. 2 GPUs
are sufficient for all of our experiments. We use PyTorch 2.1 and our code is based on the open source
published by (39). Training and evaluate takes roughly 12 hours for one run.

F.2 MODEL ARCHITECTURE

For most of our experiments, we use MOIRAI-base model. The hyperparameters are listed in Table 2.

Table 2: Hyperparameters

parameter values
batch size 64
initial learning rate 1e-3
learning rate decay cosine annealing
hidden dimension 768
MLP dimension 3072
number of heads 12
training steps 20k
max sequence length 512

optimizer AdamW
beta (β1, β2) (0.9, 0.98)
weight decay 1e-1
warm up steps (linear) 10k

F.3 SYNTHETIC DATA GENERATION

We generate the AR synthetic data similar to Equation (2.1) but use normalization to stabilize the
values. The parameters of synthetic data are in Table 3. Consider a sequence of data x ∈ Rd×T :=
(x1, . . . ,xT ), where xt = (x1t , · · · , xdt ) ∈ Rd. Assuming our target (variate of interest) is in
dimension 1, we assume the ARd(q) process generates x1t as follows:

x1t =
1

qd

q∑
i=1

d∑
j=1

aji · x
j
t−i + ϵt, (F.1)

where ϵt ∼ N(0, 1), aji ∼ N(0, 1) ∈ R. After recursively generating the time series, we remove
its first 50 time steps as burnout. Each AR time series has a number of covariates between 1 to 5.
For training data, we sampled 100 different time series, each with 20k time steps. For test data, we
randomly generate one time series with time step 5k, and evaluate our model on all time steps. We
set q, d ≤ 5 in our experiments.

Seasonality. We also conduct experiments on datasets with seasonality information. Specifically,
we consider monthly information. After generating a multi-variate time series with T time steps
x ∈ Rd×T , we then add the seasonality information. For each time step t, its seasonal information is

a · sin 2πT

f
∈ R,

where a ∈ R is the amplitude, f ∈ N+ is the frequency which is 30 for monthly information. The
whole seasonal information will be added to the time series.

F.4 BASELINES

Least Squares Regression. Consider MOIRAI taking an input AR sequence x ∈ Rd×T , to match
our theoretical results (Theorem 3.6), we transform x into the following input-label pairs

x̃1 = ((x1, · · ·xq),xq+1)

x̃2 = ((x2, · · ·xq+1),xq+2) ...
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Table 3: Parameter of Synthetic Data

parameter values
lag size {1, 2, 3, 4, 5}
variance unif(0.1, 1)
length (T ) 20k
number of covariates (d) {1, 2, 3, 4, 5}
amplitude unif(0, 1.5)
frequency 30

After fitting least squares on this transformed dataset with T − q samples, it predicts the T + 1-th
time step with the following input

x̃test = (xT−q+1, · · ·xT ) .

For least squares, we use learning rate as 0.1, and perform full gradient descent with 50, 100 iterations.

F.5 ADDITIONAL EXPERIMENTS

Seasonality Data. Here we present the experimental results on training transformers on seasonality
data. The data generation is the same as described above. We use the same setup for seasonality
data, where our training data comes from time series with d ∈ {1, 2, 3, 4, 5}, and q = {1, 2, 3, 4, 5}.
The evaluation results on seasonality data is in Figure 2. We observe that transformers are capable
of inferring data with seasonality. Note that transformers are capable of achieving nearly optimal
performance, while least squares regression fails, indicating that transformers are capable of fitting a
more complicated model than AR on a given time series.

Figure 2: We observe that when least squares regression fails to obtain the optimal error rate for
prediction, transformers are capable of having their MSE converge towards 1 as the lookback size
increases. This indicates that these models are capable of fitting a more complex model other than
linear regression on a given time series.

F.6 EVALUATION ON REAL-WORLD DATASETS.

Here we conduct a similar experiment to Section 5 to real-world datasets. We first pretrain a MOIRAI
transformer to simulate AR regression, and then we test it on real-world datasets to see if it can handle
real-world dataset in a principled way. Specifically, we use the same checkpoint of transformers in
Section 5, and we pick two common datasets: ETTh1 and ETTm1 to test transformers. The results
are in Figure 3.

We compare the pretrained transformer with AR models with different lag size varying from 3 to 20.
Each point in the figure is the average over 5 runs, the variance is small thus we omit it for better
visualization.
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Figure 3: Comparison between pretrained transformer and AR models. While different lag size
shows different performance, we are able to observe that transformers can indeed outperform all
other AR models. Indicating transformers’ predictive power might be more than just simulating the
AR algorithm.

Datasets. ETTh1 and ETTm1 are datasets recording the electricity usage through out time. ETTh1
records the usage every hour, and ETTm1 records the usage every 15 minutes. The two datasets are
in the same domain, but with different frequency. We test all models on the whole dataset.
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