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Abstract

There is increasing concern about the unilateral power of the organizations involved
in the development, alignment, and governance of AI. Recent pilots — such as Meta’s
Community Forums and Anthropic’s Collective Constitutional AI — have illustrated a
promising direction, where democratic processes might be used to meaningfully improve
public involvement and trust in critical decisions. However, there is no standard frame-
work for evaluating such processes. In this paper, building on insights from the theory
and practice of deliberative democracy, we provide a “Democracy Levels” framework
for evaluating the degree to which decisions in a given domain are made democratically.
The framework can be used (i) to define milestones in a roadmap for the democratic AI,
pluralistic AI, and public AI ecosystems, (ii) to guide organizations that need to increase
the legitimacy of their decisions on difficult AI governance questions, and (iii) as a rubric
by those aiming to evaluate AI organizations and keep them accountable.
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Figure 1: A system diagram of how democratic processes could integrate with the AI ecosystem.

1 Introduction

How should we navigate disagreements about the roles and responsibilities of AI systems, AI
organizations, and AI regulators in a pluralistic and multipolar world? Similar questions have emerged
with previous technological advances [46, 16, 36], and existing institutions and power structures will
clearly play a significant role in adjudicating these questions. However, with AI, the pace of change,
ubiquity, market incentives, geopolitical incentives, and jurisdictional arbitrage opportunities pose
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unprecedented challenges [1]. Thankfully, recent innovations in collective decision-making point
towards a new generation of processes, infrastructure, and institutions to navigate these challenges
[33, 12, 40].

We focus here on approaches to collective decision-making that are “characterized by a kind of
equality among the participants at an essential stage of the decision-making process” [11], which we
refer to as democratic processes. Beyond the potential normative and pluralistic benefits of such
processes, the legitimacy and buy-in engendered by such processes are increasingly valuable to those
involved in the development and governance of AI across corporations, governments, and multilateral
NGOs [40].

As a result, most leading AI organizations have begun experimenting with such processes for
policy or alignment decisions — including Anthropic’s Collective Constitutional AI [2], OpenAI’s
Democratic inputs to AI grant program [18], Meta’s Community Forums [8], and Google DeepMind’s
STELA project [6] — and there is increasing pressure to use such processes for the development of
international regulation [13, 33]. While these early steps are clearly imperfect, they are developing
internal organizational capacity to understand the potential of this direction, and may act as a stepping
stone toward something truly impactful. However, to fulfill the potential of these processes and ensure
they are credible, we need a shared language to describe and evaluate progress.

Contribution. In this paper, we provide a “Democracy Levels Framework” for understanding the
maturity of collective decision-making processes relating to AI, building on innovations from modern
deliberative democracy [32] and pluralistic technology [44]. This framework defines a set of levels
and dimensions which can:

1. Be used as milestones in a concrete roadmap (or “tech tree”) for the democratic AI [12],
pluralistic AI [39], and public AI [43, 35] ecosystems — a rapidly evolving set of organiza-
tions, institutions, and initiatives focused on ensuring that we have the necessary “democratic
infrastructure” for navigating the transition to a world with highly-capable AI systems.

2. Help guide organizations and institutions that need to increase the legitimacy of their decision-
making on difficult AI governance questions.

3. Be used as a rubric by those aiming to keep those AI organizations accountable.
We see this framework as being applicable to each of the yellow components in Figure 1: AI systems,
AI organizations, and AI regulators (and the decision-making processes that feed into these). The
ultimate intent is to provide a clear map of what it would take to enable meaningful democratic
governance and alignment of AI, in a way that is useful both internally to organizations making
decisions about AI, and externally to those supporting this work and providing accountability.

Background. The framework we describe is agnostic to the kind of democratic process employed
for decision-making. However, the examples we provide here generally rely on modern deliberative
democratic processes [20]. This is due to their ability to work with jurisdictions of arbitrary size,
infrastructure, and political structure (including globally), and effectively incorporates the knowledge
of diverse participants and subject matter experts [24, 33, 32] (e.g., [30, 19, 17]). A democratic
process of this form has as its input a remit and constituent population, and as its output a decision.
The remit is a prompt which scopes the decision that needs to be made (and may specify the structure
and properties required for the output), and at an essential stage in the process, decisions are made
by a representative subset of the constituent population (generally selected by sortition [32]). The
process is often conducted by a third-party democracy-as-a-service provider [33], analogous to a
polling organization, who have expertise in conducting deliberative processes (e.g., [23, 31, 28, 26]).

To develop this framework, we have drawn inspiration from existing frameworks for evaluating
democratic-ness (e.g., [3, 25, 22, 38]), as well as frameworks for evaluating degrees of responsible
behavior and autonomy in AI systems [7, 37]. Our work relates to explorations and assessments of
democratic [12], participatory [15, 14, 41], pluralistic [39], and public AI [35, 43]. We also provide a
brief overview of analogous innovation in traditional governments in Appendix A.

2 Democracy Levels Framework
Levels. We define each level of democratic decision-making according to which of five roles — (i)
informing decisions, (ii) specifying options, (iii) making decisions, (iv) initiating decision-making
processes, and (v) metagovernance — are performed by democratic processes, rather than a unilateral
authority (such as a company or some kinds of regulatory bodies). Figure 2 provides definitions of
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each level, from Level 0 to Level 5, in these terms, along with concrete examples of what this could
look like in practice for a plausible decision domain: a developing a set of rules governing persuasion
by an AI system. Such rules might be directly used in model training (for aligning an AI system)
[29] or as policies (for an AI organization or regulator).

L0 Unilateral decision-making: all formal decision-making 
authority lies with the unilateral authority. 

Rules on AI persuasion are simply created by 
the unilateral authority.

Outputs of a democratic process inform the unilateral 
authority; such democratic processes are initiated ad-hoc 
when desired and with a remit chosen by the unilateral 
authority. 

The process outputs recommendations on AI 
persuasion, which need to be interpreted by the 
unilateral authority for implementation as rules.

Democratic processes output a fully-specified decision 
which must be implemented by default unless the 
unilateral authority uses a predetermined process or 
criteria to amend or veto.

The process outputs rules on AI persuasion, 
which are implemented as-is, unless amended 
or vetoed.

Democratic process outputs are binding and cannot be 
vetoed (assuming feasibility, e.g. technically, legally; and 
within their remit).

The process outputs rules on AI persuasion, 
which are implemented as-is (unless a 
pre-established process finds it infeasible). 

The unilateral authority pre-commits to triggering binding 
democratic processes when a given condition is met 
(instead of being initiated ad-hoc), with scope over a 
pre-specified domain.

Processes to update rules on AI persuasion are 
run yearly or whenever a newly pretrained 
model is to be deployed.

The unilateral authority fully shifts power within a domain 
of decision-making to an adaptive “constitutional order”
— a system of checks and balances which is used to 
determine when and how democratic processes are to be 
used (potentially within a pre-specified domain).

The decisions around when to trigger processes 
to update rules (and how those processes are 
triggered) are also under the control of 
democratic processes (via a system of checks 
and balances such as multi-body sortition).

L1

L2

L3

L4

L5

Description ExampleRoles Performed by 
Democratic Processes

informing decisions specifying options making decisions initiating processes metagovernance

Figure 2: Definitions of the Democracy Levels.

Note that the processes used for different domains of decision-making might be at different levels. For
example, decisions about whether to release a new model might be at Level 2, while decisions about
the model spec used for fine-tuning are at Level 4. The remit may also provide scope limitations: for
example, specifying that any rules developed via the process would only be binding for two years, or
until a given condition is met (such as a model passing a particular benchmark).

Dimensions. The levels define which roles are performed by democratic processes (versus the
unilateral authority). However, in order to meaningfully, safely, and effectively implement the higher
democracy levels, there are significant prerequisites that must be met. Those prerequisites can
defined in terms of three primary dimensions—deliberation, delegation, and trust—each with several
sub-dimensions (summarized in Table 1).

First, to level up, the democracy-as-a-service provider must improve the deliberation it provides, that
is, improve the quality of the democratic processes it facilitates such that it is helpful and safe to shift
power to them. More concretely, it must make its processes increasingly representative of the relevant
population, informed in their deliberation, substantive in their outputs, robust to adversarial behavior
and less-than-ideal conditions (e.g., low turnout), and legible (transparent and understandable) to
non-participants. Second, to level up the unilateral authority must increase its capacity to delegate
to the democratic process. This includes its capacity to organizationally and publicly commit to
the outcomes; to integrate the capacity to commission and act on such processes into its routine
operations; and to technically and/or legally bind itself to the resulting decisions. Finally, to level up
there must be external conditions which support the success of the process, which we collectively
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Table 1: Overview of the dimensions, actors, and sub-dimensions.

Dimension Relevant Actor(s) Sub-dimensions

Deliberation Democracy-as-a-service
provider

Representation, Substantiveness, Robustness, In-
formedness, Legibility

Delegation Unilateral authority Integration, Commitment, Bindingness
Trust Everyone else Awareness, Buy-in, Participation, Accountability

refer to as trust. Specifically, the relevant public and stakeholders must be sufficiently aware of this
kind of process, buy into its legitimacy, and be willing to participate; and there must be sufficiently
capable watchdogs for accountability.

Design decisions. There are a few notable decisions embedded in this framework. We intentionally
divorce deliberation from delegation, as third-party democracy-as-a-service providers can be com-
missioned by unilateral authorities such as AI labs and regulators [10, 34, 8, 42, 2]. This separation
of concerns can help prevent fraud and provides an opportunity for process improvements by one
organization to be passed on to other organizations. Operationally, at Level 1 such commissioned
deliberations are roughly analogous to commissioning representative surveys or community engage-
ment processes, and above that level the processes being commissioned are more sophisticated and
more directly integrated into organizational decision-making. These dimensions also have significant
dependencies, for example, processes that fail to demonstrate a sufficient quality of deliberation given
the level of power entrusted to them (delegation) are likely to lead to backlash (low trust; e.g., if a
process is subverted, or a democratic decision sounds good but ends up being counterproductive).

Examples. Within this framework, Anthropic’s Collective Constitutional AI [2] was arguably an
example of a transition from Level 0 to Level 1 (with a few sub-dimensions closer to Level 2). Meta’s
Oversight Board content decisions are Level 4 across delegation dimensions within a very small remit,
but their broader policy recommendations are Level 1 across the same dimensions—and both are
below Level 1 for representation [27]. Meta’s Community Forum on AI conversely was above Level 1
for representation [10]. For each dimension it is possible to specify in detail what it takes to level-up,
and use that to guide improvement and investment. We provide initial examples in Appendix B.

3 Limitations & Discussion

Our framework for evaluating democratic decision-making focuses only on a general notion of
democracy and makes a number of simplifying assumptions in order to provide an accessible map.
The specific context, such as the kind of decision and the extent of polarization around it, can
impact the quality of deliberation required. Moreover, this framework does not provide guidance
on when a higher democracy level is warranted, given the costs and risks; when a decision should
delegated directly to users to decide for themselves (i.e., if there are minimal externalities), or what
the constituent population for a decision should be (e.g., local, national, global).

This framework can also be used to clarify when organizations are claiming to be acting more
democratically than they actually are—and that can then help provide a basis for ensuring that they
live up to their professed standards. This differential between ambitious democratic aspirations
and reality has been a major force for democracy across history. Maturity also doesn’t come
overnight—organizations, democracy-as-a-service providers, stakeholders and the public all need
to build democratic muscle—and taking on too much all at once can backfire. Instead of holding
organizations to a platonic ideal, it can often be more helpful to focus on improvements at the margin
(relative to their current democracy level or status quo alternatives), both of which can be articulated
through a level system.

By providing a concrete articulation that may be contested and built upon, we hope that this framework
may enable more productive conversations about what future we should be aiming for with regards to
power, participation, pluralism, and democracy. Democracy is a journey, and we aim to have provided
a useful map.
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Appendices

A Context from non-AI governance

In developing this framework, we also draw on experience with increases in democratic maturity in
government. For example, the emergence of modern representative democracy in the United Kingdom
evolved over time from ad-hoc parliaments called on demand by the monarchy for decisions that
needed significant buy-in, to institutionalized bodies within a larger system of checks and balances,
where the monarch has negligible power.

More recently, governments and organizations have increasingly integrated deliberative democracy
processes when executive bodies needed to balance challenging tradeoffs or increase legitimacy.
Some state-owned water businesses in Australia have, over the past seven years, begun to make
long-term business plan decisions using citizens’ juries (e.g., Yarra Valley Water [45], Barwon Water
[5]). In Belgium, regional governments have built on ad-hoc citizens’ panels (e.g., Citizens’ Panel on
the Challenges of Aging [21]) and have now established permanent citizens’ bodies (e.g., Ostbelgien
Citizens’ Council [9], Brussels Climate Assembly [4]). For each of these cases, we can map out the
transitions as democratic processes became increasingly core to their decision-making.
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B Detailed Scales for the Dimensions

For each of the dimensions of the framework introduced in Section 2, there is ongoing work towards
providing a detailed set of incremental steps that can guide improvements at the margin and be
used for granular evaluation. Below, we a provide rough sense of what this might look like for the
delegation dimensions, and give examples of where existing processes might fall on these scales.
Similar scales for the other dimensions will be included in a future version of the framework.

B.1 Integration

This dimension captures the degree to which an actor’s decision-making processes can be effectively
integrated with democratic processes.

L4

 A structuring of the organization (including communication flows, 
knowledge transfer, staffing, etc.) to ensure that decision-making 
power fully lies in the democratic order (for the provided domain of 
decision-making). 

Self-governing democratic system

 Organizational processes that activate upon process triggers
 Transparency mechanisms that can help third parties ensure that 

processes are triggered when required
 The ability to pre-commit resources to ongoing process execution
 Succession planning so that processes continue to be executed 

even if key expertise or sponsors leave the organization.


Automatic over a domain

 Stringent quality controls to ensure that participants are provided 
with access to all critical information necessary for decisions at the 
necessary level of quality.

 Decision outputs structured such that they can be directly 
implemented by the existing authority because they: (1) have 
sufficient context, (2) are in an “actionable form”, e.g. policies, 
budgets, AI constitutions, etc., and (3) the actor has the internal 
capacity to act on them. In other words, the outputs of the 
processes can fully replace the previous approaches for making 
that decision. (Processes may still require some active involvement 
for the unilateral authority to convene or execute.)

 Direct integration of results into operational processes.

Actionable outputs

 Commissioning of democracy-as-a-service providers.
 Engagement with democracy-as-a-service providers to ensure that 

participants have sufficient context for their deliberation and 
decision-making

 Internal communication pathways for getting that input 
incorporated into decision-making. 

Democratic input

Decisions are made unilaterally (by the existing authority).

Unilateral decision-making

While more like a judiciary than a 
representative democracy, Meta’s 
Oversight Board is an example of a 
self-governing institution with 
automatic authority over a particular 
domain of decisions (takedown / 
leave up decisions about specific 
posts).

Anthropic’s Collective 
Constitutional AI would sit around 
here. The pilot involved manual 
curation by the process convenors 
to translate contributions into a an 
AI constitution, so the process 
outputs were not quite in an 
“actionable form.”

OpenAI’s Democratic Inputs to AI 
grant program and Collective 
Alignment team working to 
“implement a system for collecting 
and encoding public input on model 
behavior into our systems” could fall 
here, depending on their ultimate 
impacts.

L5

L3

L2

L1

L0
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B.2 Commitment

This dimension captures the degree to which an actor commits itself to acting in a way that is
consistent with the outputs of a democratic process.

Full transfer of power from the unilateral authority to institutionalized 
democratic processes with democratic governance (including checks 
and balances), with the ability for this new “constitutional order” to be 
democratically adapted to new conditions.

Transition to democratic order

Institutionalization (by unilateral authority) of binding democratic 
processes which may be the default over a given domain or triggered 
when particular conditions are met.

Automatic binding decisions

Pre-commitment (by unilateral authority) to be bound to the outcome 
of a particular democratic process.

Bound to a decision (one-off)

Pre-commitment (by unilateral authority) to adhere to the outcome of 
a particular democratic process, unless they explicitly override it 
through another predefined process.

Provisional commitment to a decision

Pre-commitment (by unilateral authority) to respond to the outcome of 
a particular democratic process. 

Required engagement

The unilateral authority is not committed in any way to acting on any 
democratic process outcomes.

No commitment

Meta’s Community Forums could sit 
here, as Meta pre-committed to 
respond to the outcomes (though 
there is scope to increase the 
substantiveness of that response).

L5

L4

L3

L2

L1

L0
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B.3 Ability to bind

This dimension captures the degree to which an actor can meaningfully bind itself to the decision of a
democratic process, should it choose to do so.

The unilateral authority can meaningfully bind itself to the decisions of 
a democratic process. All primary blockers to pre-commitment have 
been overcome.


(Caveat: there will always be fundamental limitations, such as those 
relating to physical and mathematical limits or some kinds of 
superseding jurisdictional law.)

Able to bind

L5

L4

L3

L2

L1

L0

The unilateral authority cannot meaningfully bind itself to the 
decisions of a democratic process, due to any of

 countervailing incentives

 legal structure (e.g., fiduciary duty for some kinds of organizations 
such as a Delaware C Corp)

 lack of capacity to enforce or operationalize decisions, o

 technical challenges (e.g., for binding/aligning AI systems to goals 
or constraints).


Not able to bind

Anthropic is a Delaware Public 
Benefit Corporation (PBC), and 
Delaware corporate law “expressly 
permits the directors of a PBC to 
balance the financial interests of the 
stockholders with the public benefit 
purpose specified in the 
corporation’s certificate of 
incorporation,” perhaps by binding 
itself to democratic processes 
(though there may be other 
barriers).
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