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Abstract

Large multimodal models (LMMs) have gained impressive performance due to
their outstanding capability in various understanding tasks. However, these mod-
els still suffer from some fundamental limitations related to robustness and gen-
eralization due to the alignment and correlation between visual and textual fea-
tures. In this paper, we introduce a simple but efficient learning mechanism for
improving the robust alignment between visual and textual modalities by solving
shuffling problems. In particular, the proposed approach can improve reasoning
capability, visual understanding, and cross-modality alignment by introducing two
new tasks: reconstructing the image order and the text order into the LMM’s pre-
training and fine-tuning phases. In addition, we propose a new directed-token
approach to capture visual and textual knowledge, enabling the capability to re-
construct the correct order of visual inputs. Then, we introduce a new Image-to-
Response Guided loss to further improve the visual understanding of the LMM
in its responses. The proposed approach consistently achieves state-of-the-art
(SoTA) performance compared with prior LMMs on academic task-oriented and
instruction-following LMM benchmarks.

1 Introduction

Large multimodal models (LMMs) have gained more attention recently due to their outstanding ca-
pabilities in general-purpose assistants. By training via visual instruction tuning [39, 37, 38, 3, 29,
28], these LMMs, e.g., LLaVA [39], InstructBLIP [29, 28], MiniGPT-4 [69], Qwen-VL [4], have
shown impressive performance on instruction-following and visual reasoning tasks. Then, these
LMMs have been further developed for specific scientific tasks, e.g., LLaVA-Med [26], DriveGPT4
[56], PMC-LLaMA [53], etc. To measure the performance and capabilities of LMMs, several bench-
marks [63, 58] have been introduced to evaluate the LMMs in different aspects, e.g., art, business,
health and medicine, science, tech and engineering, and other fields. Recent studies further improve
the performance of LMMs by scaling the training data [37, 38, 66, 65], using better visual encoders
[5, 28, 28, 51] or large language models [25], improving objective learning [50, 31, 60, 68], using
multimodal preference data [54, 45, 61], extending to other modalities [35, 34, 33] (e.g., videos
[35, 34, 43], graphs [33]).

Motivation of this Work. While recent efforts in improving the performance of LMMs focus on
scaling data and models [37, 38, 25, 65, 5, 28, 28, 51, 42, 49], this work studies the pitfalls of
these LMMs in a new simple but efficient aspect (Fig. 1). In particular, LMMs are usually biased
to language preferences since the large language model (LLM) has been pre-trained on the exascale
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data. Meanwhile, due to the data complexity, the LMMs tend to overlook the information of visual
inputs. For example, an LMM can achieve similar results using only languages [50].

Figure 1: Our Proposed Direct-LLaVA achieves
State-of-the-Art performance on various LMM
benchmarks (Top) with new shuffle learning ap-
proaches of Image (Bottom Left) and Text (Bot-
tom Right) during pre-training and fine-tuning
phases.

How does visual information impact LMM’s
responses? To demonstrate this point, we con-
duct experiments by evaluating the LMM, i.e.,
LLaVA v1.5 7B [37], on the ScienceQA-IMG
[41] and MMMU [63] benchmarks. We remove
the visual information by using the black image
as an input instead of the original image of the
benchmark. As in Table 1, the performance of
the models is still maintained without the vi-
sual information. As in Fig. 2, LLaVA [37] an-
swers similarly for two cases even though the
important information of the images in the sec-
ond case was blacked out. The model cannot
learn a well-alignment between visual and tex-
tual features. Thus, the answers produced by
the LLaVA model are dominated by the lan-
guage model with low consideration of visual
inputs. This problem indicates the multimodal
alignment in current LMMs has not been well
learned yet, leading to prioritizing language
preferences and overlooking the visual infor-
mation. As a result, the LMMs will produce
less informative outputs or even hallucinate the
results, leading to low model performance.

In this paper, we, therefore, address two funda-
mental questions for the current LMMs. For the
first question, given an image whose patches
are shuffled, will the LMM be able to recon-
struct the original image matched with language representations? If this is not the case, the LMM
relies on the language encoder, which ignores the visual information. Then, in the second ques-
tion, given a shuffled textual description of images, will the LMM be able to reconstruct the textual
sentence to represent the visual information in the image?

Figure 2: The Example of Answer Produced by
LLaVA v1.5 [37]. The first two rows are samples
selected from ScienceQA-IMG, and the last two
rows are sampled from MMMU.

If the LMM cannot do that, it means the align-
ment between visual and textual features has
not been well represented by the LMM. Finally,
by addressing these two questions, we intro-
duced a novel learning approach to improve the
robustness of the LMM models.

Contributions of this Work. This paper
presents a novel learning approach to improv-
ing the alignment between visual and textual
features in the LMM via solving the shuffle
problems. Our approach adopts a simple but ef-
ficient learning strategy to learn the right order
of visual information and textual descriptions,
thus improving their alignment. Our contribu-
tions can be summarized as follows. First, we introduce the problem of ordering the visual and
textual information in LMM. In particular, we introduce a new shuffle learning method in the pre-
training and fine-tuning phase, forcing the model to reconstruct the right order of images and textual
descriptions for better alignment. Second, to support shuffle learning, we propose a new directed-
token approach to capture visual and textual correlations in the LMM, thus improving the capability
of reconstructing the right order of visual inputs. Third, to improve the mutual information between
visual and textual features, we introduce a new Image-to-Response Guided loss based on the atten-
tion layers to enhance the information flow of the visual inputs to the LMM’s responses. Finally, our
ablation studies have shown the effectiveness of different aspects of our approach. Through inten-
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sive experiments, our approach has achieved state-of-the-art performance on academic task-oriented
and instruction-following LMM benchmarks.

2 Related Work

Table 1: Performance of LLaVA v1.5 [37] With
and Without Visual Information.

LMM Image SciQA-IMG MMMU-Val
LLaVA-v1.5-7B Origin 66.8 35.3
LLaVA-v1.5-7B Black 64.1 32.4

Large Multimodal Models. Thanks to the re-
markable advancements in LLMs [34, 10, 1,
46, 3], it has promoted the development of
LMMs. Numerous LMMs have been devel-
oped to enhance effectiveness in handling such
data, which can be classified into large vision-
language models [39, 37], large video-language models [52, 67, 35, 30], and large audio-language
models [20, 15]. Early work by [2] effectively bridged vision and language modalities in a few-
shot learning setting, followed by [28], which enhanced inter-modality connectivity via Q-Former.
This was further developed into an instruction-aware model within the vision-language instruction-
tuning framework [39]. LLaVA [39] established a streamlined visual-to-language space projection
using a linear layer, later refined by [37] with an MLP and AnyRes, a technique adept at handling
high-resolution images. Subsequent studies [38, 24, 64, 23, 27] contributed further improvements,
culminating in a robust model [25] capable of handling diverse vision tasks, including video com-
prehension. Later, [26] extended LLaVA to a biomedical model through a cost-effective curriculum
learning approach. [7] leveraged multimodal federated learning to enhance LMM training. Mean-
while, [57, 55, 36] introduced LMMs for 3D point cloud understanding tasks.

Shuffle Learning. Decomposing an image into smaller patches, shuffling these patches, and then
reconstructing their original order forms a classical pattern recognition problem known as the jig-
saw puzzle. The early work in classification [14] solved the jigsaw puzzle by predicting the spatial
position of each patch. Later, it has proven highly useful in self-supervised learning for feature rep-
resentation. Indeed, [6] incorporates a jigsaw puzzle challenge alongside classification to improve
visual information generalization across domains. [12] employs a jigsaw puzzle generator to create
varying levels of granularity for fine-grained classification. Chen et al. [9] extended shuffle learning
to transformers to enhance performance in visual recognition tasks. Truong et al. [48] developed a
robust video understanding model by solving the shuffled temporal frames via the directed attention
mechanism. This body of work suggests that using the jigsaw puzzle as a pretext task is broadly
effective for generalizing spatial information within images. Building on this, we investigate the
impact of reconstructing the order of elements not only in images but also in the texts, analyzing the
interplay between these two modalities in relation to each other’s permutated version.

3 The Proposed Directed Token Approach to LMM

Inspired by LLaVA [39, 37], we develop a new LMM, namely Direct-LLaVA (Fig. 3), by adopting
the design of LLaVA v1.5. In particular, our Direct-LLaVA model consists of the vision encoder
and the large language model. The visual features will undergo the vision-language (VL) connector
to align with the textual features. Formally, given the image x and a multi-turn conversation data(
x1
q,x

1
a,x

2
q,x

2
a, ...,x

M
q ,xT

a

)
where T is the number of turns, following the standard protocol of

Figure 3: The Proposed Direct-LLaVA Framework. (A) Reconstructing Image Order Task. (B)
Reconstructing Text Order Task. (C) Directed-Token Modeling Approach in Image Order Recon-
struction. (D) Autoregressive Modeling Approach in Text Order Reconstruction.
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[39, 37], the instruction data xt
instruct in the tth turn is formed as in Eqn. (1).

xt
instruct =

{
Randomly Choose [x1

q,x] or [x,x1
q] If t = 1

xt
q If t > 1

(1)

Then, learning LMM can be formed as an auto-regressive training objective as in Eqn. (2).

θ∗ = argmax
θ

Exa,x,xinstruct log p(xa|x,xinstruct)

= argmax
θ

EXa,I,xinstruct

L∑
i=1

log pθ(xi|x,xinstruct<i,xa<i)
(2)

where L is the sequence length of the answer xa = [x1, x2, ..., xL], θ is the parameters of the LMM
model, and xinstruct<i and xa<i are the tokens of instructions and answers in all turns before token xi.
Similar to LLaVA [39, 37], Direct-LLaVA follows two stages of the instruction-tuning procedure,
i.e., pre-training and fine-tuning.

The success of the current state-of-the-art LMMs [39, 37, 38] relies on auto-regressive modeling.
Indeed, the form of auto-regression naturally matches the nature of the data, where each input token
in the sequence depends on the previous ones. This modeling approach can capture the complex
dependencies and correlations within the image and language and maintain consistency and coher-
ence in data. As a result, the order of data, i.e., visual image patches or textual sentences, plays an
important role since the LMM auto-regressively models multimodal inputs conditioning on all pre-
vious elements to maintain context and coherence. If the data order is incorrect, the LMM loses its
ability to model correct contexts and produce logically consistent predictions. Under this modeling
principle, we aim to improve the LMMs by addressing two fundamental questions. First, given a
random shuffled image, we aim to develop an LMM capable of reconstructing the original image that
is represented by the current textual descriptions (Fig. 3(A)). This learning mechanism encourages
the LMM to learn the strong correlation between visual and textual features, thus providing a better
understanding of visual information. Second, given an original image and a shuffled textual descrip-
tion, our LMM aims to predict the correct textual description that represents the visual information
of the image (Fig. 3(B)). The learning objective allows the model to improve correlation across
modalities further, thus enhancing the important role of visual information in the LMM’s responses.
In the next sections, we will describe our approach to developing these two learning objectives in
the pre-training and fine-tuning phases of the LMMs.

3.1 The Shuffle Learning In Pre-training Phase

The primary goal of the pre-training phase is to learn the alignment between the visual and the
language spaces. The traditional LMM [39, 37] train the alignment based on the single-turn conver-
sations (Fig. 4(A)) where the instruction data is formed as in Eqn. (3).{

xinstruct = Randomly Choose [xq,x] or [x,xq]

xa = p
(3)

where xq is randomly sampled from a set of questions designed to ask for the content of an im-
age, and p is the textual description of the image x. Then, learning the LMM with single-turn
conversation can be formed as in Eqn. (4).

θ∗ = argmax
θ

Exa,x,xinstruct log p(xa|x,xinstruct) (4)

Reconstructing Image Order Task. To improve the visual understanding of the LMM, we in-
troduce a new image order reconstructing task during the pre-training phase. In particular, during
training, for each image x, we will randomly shuffle image patches, followed by reconstructing
the original order of the image described via the textual description p via the LMM. Formally, let
x̄ = P(x,k) be the shuffled image where P is the permutation method that shuffles the patches of
the image (we use the patch size of the vision encoder) and k is the indexing associated with the per-
mutation. In this learning task, the textual description of the image is crucial for reconstructing the
original image from the shuffled version. It provides additional reference knowledge that supports
the LMM in learning to correct the image order. As shown in (Fig. 4(B)), while both predictions
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are meaningful images, only one of them is correct and matches the description. Therefore, the
instruction data in this image ordering task can be formed as follows,

x
image
instruct = Randomly Choose [p, x̄] or [x̄,p] (5)

Then, learning to reconstruct the order of the image via the LMM model can be formulated as in
Eqn. (6).

θ∗ = argmax
θ

E
k,x̄,x

image
instruct

log p(k|x̄,ximage
instruct) (6)

Figure 4: (A) Traditional Single-Turn Conversa-
tion Task. (B) Reconstructing Image Ordering
Task. (C) Reconstructing Text Ordering Task.

Directed Tokens. To predict the permutation
index k from the shuffled image, we propose to
design a visual order projection head via a lin-
ear layer. We can adopt the last hidden-stage
features of the visual tokens as the input of this
projection head. However, this approach is in-
efficient for two reasons. First, the visual to-
kens are designed to contain the general knowl-
edge of the visual inputs. Second, if the vi-
sual tokens are placed at the beginning of the
instruction input (i.e., [x̄,p]), the textual infor-
mation from the description is not captured by
the visual tokens via attention mechanisms due
to the autoregressive modeling of the LMM (in
this case, the texts are future tokens of the vi-
sual tokens). Therefore, to address this prob-
lem, we introduce a new learnable directed
token drt placed at the end of the input to-
ken sequence (Fig. 3(C)). The term “directed
tokens” pays tribute to concepts of the order
of the input tokens in shuffle learning tasks.
Then, the permutation index k can be predicted by using the hidden-stage features of drt as
k̂ = ProjectLN(drth), where drth is the last hidden-stage feature of the directed token, and
ProjectLN is the order projection layer. The instruction data with the directed token is formed as,

x
image
instruct = Randomly Choose [p, x̄,drt] or [x̄,p,drt] (7)

Since the directed token drt is placed at the end of instruction data, it can efficiently capture
the knowledge from both visual and textual features via the self-attention mechanism with auto-
regressive modeling. Therefore, the directed token can provide better information from visual and
textual knowledge to predict the permutation index than the visual tokens of the image.

Reconstructing Text Order Task. Learning LMM requires a deep understanding of the correla-
tion between visual and textual features. To further improve the visual understanding and reduce
the dominance of the language modality of the LMM, we present a new reconstructing text order
task during the pre-training phase. Formally, given an original image x and a shuffled word-order
description p̄, the goal of this task is to encourage the LMM to predict the back of the original de-
scription matched with the visual information represented in the image. Although this task can be
easily accomplished using the large language model of the LMM without visual features, visual in-
formation plays an important role in improving the visual understanding of the LMM in this learning
paradigm. For example, as shown in Fig. 4(C), while both reconstructed sentences predicted by the
LMM are meaningful, only one is correct with the context represented by the visual information. In
this context, the image plays a significant role since it provides an additional reference that aids the
LMM to accurately re-order the shuffled descriptions. Therefore, the LMM must incorporate and
understand the visual features to correctly reconstruct the text order, as shown in Fig. 3(D). In this
task, the instruction data can be formulated as in Eqn. (8).{

xtext
instruct = Randomly Choose [q, p̄,x] or [x,p, p̄]

xtext
a = [p,drt]

(8)

where q is the prompt that instructs the reconstructing text order task, i.e., q = re-order the
sentence to represent the information of the image:. It should be noted that although
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the directed token drt may not contribute directly to text order predictions, drt is placed at the end
of the answers to ensure consistency in the prompting format with the prior reconstructing image
order task. Then, the text reconstructing order task via the LMM model can be formulated as follows,

θ∗ = argmax
θ

Extext
a ,x,xtext

instruct
log p(xtext

a |x,xtext
instruct) (9)

Learning Objective of the Pre-training Phase. To summarize, our LMM model is optimized with
three learning objectives, including the traditional single-turn conversation, the reconstructing image
order task, and the reconstructing text order task. Formally, the learning objective of the pre-training
phase can be formed as in Eqn. (10).

θ
∗

= argmax
θ

[
Exa,x,xinstruct log p(xa|x,xinstruct) + E

k,x̄,x
image
instruct

log p(k|x,ximage
instruct) + E

xtext
a ,x,xtext

instruct
log p(x

text
a |x,xtext

instruct)

]
(10)

3.2 The Shuffle Learning In Fine-tuning Phase

The goal of the fine-tuning phase is to enable visual and language understanding and a general-
purpose visual assistant of the LMM through instruction-tuning with multi-round conversation. The
training process of the LMM can be defined as in Eqn. (2) with the instruction data formed in
Eqn. (1). This fine-tuning procedure helps the model improve the alignment between visual and
textual modalities and enables language-driven visual reasoning. Then, to further improve the visual
understanding and reasoning skills of the LMM, we adopt the Reconstructing Image Order Task
presented in the previous section into the fine-tuning phase. This objective helps to improve the
reasoning skills and understanding of the LMM by learning to reconstruct the image based on the
content of the multi-round conversation instruction data. In this learning task, the directed token
drt is placed at the end of the last answer to comprehensively capture the context of the entire
conversation for the reconstructing image order task. Formally, the last answer of instruction data
can be structured as xT

a = [xT
a ,drt]. Then, the learning objective of the fine-tuning phase with the

reconstructing image order task can be formed as,

argmax
θ

Exa,x,xinstruct

[
log p(xa|x,xinstruct) + log p(k|x̄,xinstruct)

]
(11)

where x̄ = P(x,k) is the shuffled version of the original image x, and k is the permutation index.
While the first objective enables the reasoning capability of the LMM, the second objective will
improve the visual understanding of the LMM by reconstructing the correct order of the image.

It should be noted that we do not perform the reconstructing text order task during the fine-tuning
phase, since the purpose of the fine-tuning task is to enable reasoning based on the multi-round
conversation. The shuffled texts could destroy the context of the conversation and the reasonability
of the LMM, leading to suboptimal performance. Therefore, we only adopt the reconstructing image
order task during the fine-tuning phase to ensure the reasoning and visual understanding capability
of the LMM.

3.3 Image-to-Response Guided Learning

Enhancing the visual knowledge in the response produced by the LMM is important since it will
help the model capture more visual features, therefore enhancing the robustness of the answers. To
further improve the visual understanding of the model and reduce the burden of the LMM when
learning to capture visual and textual correlations, we propose a new Image-to-Response Guided
loss to enforce the attention learning from the prior knowledge of image and response. Formally,
the proposed Image-to-Response Guided Loss can be formulated as in Eqn. (12).

LI→R =
1

L|V||R|

L∑
l=1

∑
v∈V

∑
r∈R

(1− αl
v,r) (12)

where v is the position of the visual token, where r is the position of the response token, V is the
list of visual tokens, R is the list of textual response tokens, αl

v,r is the attention score from the
visual token v to the response token r at the lth layer of the LMM, and L is the number of layers
in the LMM. Minimizing the Image-to-Response Guided loss will increase the attention score from
the visual tokens to the response tokens produced by the LMM, i.e., αl

v,r. Therefore, it will help to
indicate the attention learning to enhance the impact of the visual features in its textual responses.
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Table 2: Comparison with prior methods on academic-task-oriented benchmarks.
Method LLM Image Data Size VQAv2 GQA VizWiz SciQA-IMG TextVQASize Pretrain Finetune
BLIP-2 [28] Vicuna-13B 224× 224 129M - 65.0 41.0 19.6 61.0 42.5
InstructBLIP [11] Vicuna-7B 224× 224 129M 1.2M - 49.2 34.5 60.5 50.1
InstructBLIP [11] Vicuna-13B 224× 224 129M 1.2M - 49.5 33.4 63.1 50.7
Shikra [8] Vicuna-13B 224× 224 600K 5.5M 77.4 - - - -
IDEFICS-9B [19] LLaMA-7B 224× 224 353M 1M 50.9 38.4 35.5 - 25.9
IDEFICS-80B [19] LLaMA-65B 224× 224 353M 1M 60.0 45.2 36.0 - 30.9
Qwen-VL [4] Qwen-7B 448× 448 1 4B 50M 78.8 59.3 35.2 67.1 63.8
Qwen-VL-Chat [4] Qwen-7B 448× 448 1.4B 50M 78.2 57.5 38.9 68.2 61.5
LLaVA-1.5-7B [37] Vicuna-7B 336× 336 558K 665K 78.5 62.0 50.0 66.8 58.2
LLaVA-1.5-13B [37] Vicuna-13B 336× 336 558K 665K 80.0 63.3 53.6 71.6 61.3
Direct-LLaVA Vicuna-7B 336× 336 558K 665K 79.0 63.2 52.5 74.3 63.2
Direct-LLaVA Qwen-7B 336× 336 558K 665K 79.9 63.3 54.3 75.7 65.1
Direct-LLaVA LLaMA-8B 336× 336 558K 665K 80.0 63.9 54.4 75.8 64.9
Direct-LLaVA Vicuna-13B 336× 336 558K 665K 81.6 65.3 54.9 77.3 65.4

Finally, the Image-to-Response Guided loss will be integrated into the learning objective of the
pre-training (Eqn. (10)) and fine-tuning phase (Eqn. (11)). In particular, the learning loss of the
pre-training task Lpretrain can be formed as,

Lpretrain = LCE + LImage-Order + LText-Order + LI→R (13)

Similarly, the learning objective of the fine-training task Lfinetune can be formulated as in Eqn. (14).
Lfinetune = LCE + LImage-Order + LI→R (14)

where LCE is the typical loss of the LMM model [37, 39], LImage-Order and LText-Order are the cross-
entropy losses of the reconstructing image and text order tasks.

4 Experiments
4.1 Implementation and Benchmarks

Implementation. Our framework adopts the implementation of LLaVA v1.5 [37]. We use the CLIP-
ViT-L-14 (3362) encoder for the vision tower, and four different LLMs, i.e., Vicuna 7B [10], Vicuna
13B [10], Qwen 7B [3], and LLaMA3 8B [13]. We adopt the multi-layer perception [37] for the VL
connector. To ensure the consistency of our implementation, the directed token drt is placed at the
end of the sequence. We use 32 NVIDIA A100 in our experiments. For fair comparisons, we adopt
the learning hyper-parameters of LLaVA v1.5 in our training. We use the training data of LLaVA
v1.5 in our experiments. We also include additional ablation studies to analyze the impact of the
different data size and other benchmarks in the supplementary.

Shuffling Strategy. Our image permutation function P shuffled the patches of the image where
the patch size is 14 × 14. Therefore, it will be NP ! permutations of the image patches where
NP = 3362

142 = 576 is the number of image patches. Learning with all permutations remains inef-
ficient due the its large variation. The choice of permutations plays an important role in improving
visual understanding. In particular, if the two permutations are very far apart, the LMM may easily
predict the image order since they have significant differences. Meanwhile, when all the permuta-
tions are close to each other, learning to reconstruct the order becomes a challenging problem since
the two different permutations have minor differences. Therefore, to effectively develop a set of per-
mutations, we randomly select 10, 000 permutations from NP = 576! so that the Hamming distance
between two permutations is as close as possible. Meanwhile, the large language model can model
complex semantic sentences. Thus, for the text shuffling, we randomly permute the word positions
in the text sentences.

Benchmarks. Following the standard protocol [37], we evaluate our models on two sets of bench-
marks, i.e., Academic Task-oriented and Instruction-Following LMM Benchmarks. The academic
task-oriented task includes five benchmarks: Visual Question Answering V2 (VQAv2) [16], Ques-
tion Answering on Image Scene Graphs (GQA) [18], Answer Visual Questions from People Who
Are Blind (VizWiz) [17], Science Question Answering (SciQA-IMG) [41], and Visual Reason-
ing based on Text in Images (TextVQA) [47]. The Instruction-Following LMM has five bench-
marks: Polling-based Object Probing Evaluation for Object Hallucination (POPE) [32], Multimodal
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Table 3: Comparison with prior methods on benchmarks for instruction-following LMMs.
Method LLM Image Data Size POPE SEED-Bench MME LLAVA-Wild MM-Vet MMMU-ValSize Pretrain Finetune rand pop adv all img vid
BLIP-2 [28] Vicuna-13B 224× 224 129M - 89.6 85.5 80.9 46.4 49.7 36.7 1293.8 38.1 22.4 -
InstructBLIP [11] Vicuna-7B 224× 224 129M 1.2M - - - 53.4 58.8 38.1 - 60.9 26.2 -
InstructBLIP [11] Vicuna-13B 224× 224 129M 1.2M 87.7 77 72 - - - 1212.8 58.2 25.6 -
IDEFICS-9B [19] LLaMA-7B 224× 224 353M 1M - - - - 44.5 - - - - -
IDEFICS-80B [19] LLaMA-65B 224× 224 353M 1M - - - - 53.2 - - - - -
Qwen-VL [4] Qwen-7B 448× 448 1 4B 50M - - - 56.3 62.3 39.1 - - - -
Qwen-VL-Chat [4] Qwen-7B 448× 448 1.4B 50M - - - 58.2 65.4 37.8 1487.5 - - 35.9
LLaVA 7B [39] Vicuna-7B 336× 336 595K 158K 76.3 72.2 70.1 33.5 37.0 23.8 809.6 62.8 25.5 -
LLaVA-1.5-7B [37] Vicuna-7B 336× 336 558K 665K 87.3 86.1 84.2 58.6 66.1 37.3 1510.7 65.4 31.1 35.3
LLaVA-1.5-13B [37] Vicuna-13B 336× 336 558K 665K 87.1 86.2 84.5 61.6 68.2 42.7 1531.3 72.5 36.1 36.4
Direct-LLaVA Vicuna-7B 336× 336 558K 665K 88.8 88.9 86.0 63.3 69.7 38.8 1524.9 69.7 32.8 36.1
Direct-LLaVA Qwen-7B 336× 336 558K 665K 89.0 88.3 87.0 64.0 70.4 40.0 1538.1 71.0 36.0 36.9
Direct-LLaVA LLaMA-8B 336× 336 558K 665K 89.2 87.0 83.4 64.2 70.5 40.1 1555.1 71.1 36.0 37.6
Direct-LLaVA Vicuna-13B 336× 336 558K 665K 90.5 89.2 87.8 65.6 71.5 43.3 1572.1 72.3 41.1 38.0

LLMs with Generative Comprehension Benchmark (SEED-Bench) [22], Comprehensive Evaluation
Benchmark of LMM (MME) [59], LLaVA Benchmark in the Wild (LLaVA-Wild) [39], Integrated
Capability Benchmark (MM-Vet) [62], and Massive Multi-discipline Multimodal Understanding
and Reasoning (MMMU-Val) [63].

4.2 Comparision with State-of-the-Art Methods

Figure 5: Comparison of Response in Multiple-
Choice Questions Between Direct-LLaVA-7B and
LLaVA-v1.5-7B on MMMU-Val.

Comparison with SoTA methods on
Academic-task-oriented Benchmarks.
Table 2 highlights the performance of our
approach, evaluated with different LLM
versions on various academic-focused bench-
marks against previous SoTA methods. The
results underscore that our approach surpasses
prior benchmarks in accuracy across these
tasks. Specifically, Direct-LLaVA, when
integrated with Vicuna-13B [10], consistently
outperforms the previous SoTA, LLaVA-1.5,
which also employs Vicuna-13B. Notable
achievements include 77.3% and 65.4% accuracy on ScienceQA and TextVQA benchmarks,
respectively, surpassing LLaVA-1.5’s results of 71.6% and 61.3%. Additionally, Direct-LLaVA
shows considerable accuracy improvements on VQAv2, GQA, and VizWiz, with increases of 1.6%,
2%, and 1.3%.

Comparison with SoTA methods on Instruction-Following LMM Benchmark. As in Table 3,
our method demonstrates superior performance on several instruction-following benchmarks relative
to previous approaches. Our model achieves F1 scores of 90.5%, 89.2%, and 87.8% on the POPE
benchmark’s random, popular, and adversarial settings, surpassing LLaVA-1.5 [37] with Vicuna-
13B, which achieved 87.1%, 86.2%, and 84.5%, respectively. Additionally, Direct-LLaVA enhances
SEED-Bench performance, achieving an accuracy of 65.5% compared to LLaVA-1.5’s 61.6%. Our
model also records a score of 1572.1 on the MME benchmark, 41.1% on MM-Vet [62] , and 38%
overall accuracy on MMMU-Val [63], underlining its efficacy across complex understanding tasks.

Figure 6: Comparison of Response in Conver-
sation Between Direct-LLaVA-7B and LLaVA-
v1.5-7B on In-the-Wild Samples.

Visualization. Fig. 5 illustrates the response of
our Direct-LLaVA on MMMU-Val compared
to LLaVA v1.5. Our responses are correct and
consistent with the information represented by
the visual image. In addition, to further illus-
trate the robustness of our approach, Fig. 6
visualize the conversation about the image be-
tween our Direct-LLaVA model and humans
with a set of queries. As shown in this conversa-
tion, the Direct-LLaVA model can better under-
stand visual information and answer correctly
and consistently. Meanwhile, LLaVA tends
to produce hallucinated answers produced by
LLM that are inconsistent with the images.
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4.3 Ablation Study

Table 4: Effectiveness of Different Large Lan-
guage Models.
Method LLM SciQA

IMG
Text
VQA

POPE MME SEED-Bench
rand pop adv all img vid

LLaVA-v1.5 Vicuna 7B 66.8 58.2 87.3 86.1 84.2 1510.7 58.6 66.1 37.3
LLaVA-v1.5 Vicuna 13B 71.6 61.3 87.1 86.2 84.5 1531.3 61.6 68.2 42.7
Direct-LLaVA Vicuna 7B 74.3 63.2 88.8 88.9 86.0 1524.9 63.3 69.7 38.8
Direct-LLaVA Qwen 75.7 65.1 89.0 88.3 87.0 1538.1 64.0 70.4 40.0
Direct-LLaVA LLaMA 75.8 64.9 89.2 87.0 83.4 1555.1 64.2 70.5 40.1
Direct-LLaVA Vicuna 13B 77.3 65.4 90.5 89.2 87.8 1572.1 65.6 71.5 43.3

Effectiveness of Large Language Models. Ta-
ble 4 provides an in-depth analysis of how vari-
ous LLMs impact performance when integrated
with different LMMs, i.e., Vicuna-7B, Vicuna-
13B, LLaMA-8B [13], and Qwen-7B [3]. In the
case of LLaVA, the larger 13B model consis-
tently demonstrates superior results compared
to the smaller 7B model across both academic-
oriented and instruction-following benchmarks. Although the POPE F1 score shows only a minor
increase, other benchmarks exhibit notable improvements with the Vicuna-13B version. This trend
holds during the evaluation of these Vicuna versions within Direct-LLaVA. For instance, Direct-
LLaVA integrated with the larger Vicuna model increases the performance on ScienceQA and MME
from 74.3% to 77.3% and from 1524.9 to 1572.1, respectively. In addition, with a larger model size,
LLaMA outperforms compared to Qwen in most benchmarks, with a few exceptions. For exam-
ple, Qwen slightly surpasses LLaMA with an accuracy of 65.1% compared to LLaMA’s 64.9% in
TextVQA evaluations. Overall, utilizing Vicuna-13B as the LLM within our Direct-LLaVA frame-
work yields the SoTA performance.

Effectiveness of Directed Tokens. We analyze the impact of directed tokens on the performance
of our Direct-LLaVA compared to using only visual tokens. As in Table 5, our results indicate that
with directed tokens, the model consistently achieves higher scores across both academic-oriented
and instruction-following benchmarks, regardless of the language model used. SEED-Bench, for in-
stance, is witnessed a significant boost in both image and video evaluation settings, with the accuracy
metric increasing from 68.2% and 42.7% to 71.5% and 43.3%. Furthermore, while the performance
of Direct-LLaVA with visual tokens alone is not as strong as with directed tokens, it still outper-
forms the original LLaVA. Notably, the POPE F1 scores across random, popular, and adversarial
split each increase by approximately 2%, alongside a substantial improvement in the MME bench-
mark, with scores increasing from 1531.3 to 1541.7. This experiment, therefore, confirms that our
Direct-LLaVA not only surpasses the baseline LLaVA model on these complex tasks but that the
directed token usage further enhances its effectiveness.

Table 5: Effectiveness of Token Selection, i.e., Vi-
sual Tokens (vis) and Directed Tokens (drt) For
Reconstructing Image Order Task.
Method Token SciQA

IMG
Text
VQA

POPE MME SEED-Bench
rand pop adv all img vid

LLaVA-v1.5-7B 66.8 58.2 87.3 86.1 84.2 1510.7 58.6 66.1 37.3
Direct-LLaVA-7B vis 71.5 61.1 88.1 87.4 85.8 1520.4 61.1 67.1 38.5
Direct-LLaVA-7B drt 74.3 63.2 88.8 88.9 86.0 1524.9 63.3 69.7 38.8
LLaVA-v1.5-13B 71.6 61.3 87.1 86.2 84.5 1531.3 61.6 68.2 42.7
Direct-LLaVA-13B vis 74.4 62.3 88.8 88.4 86.2 1541.7 62.6 67.9 42.7
Direct-LLaVA-13B drt 77.3 65.4 90.5 89.2 87.8 1572.1 65.6 71.5 43.3

Effectiveness of Shuffle Learning in Pre-
Training Phase. To assess the impact of the
shuffling technique, we conduct experiments
under three configurations: shuffling images
only, shuffling text only, and shuffling both text
and images during the pre-training phase. As
portrayed in Table 6, integrating directed to-
kens to address the image ordering reconstruc-
tion problem slightly outperforms their use in
solving text ordering, indicating that shuffling images proves more effective than shuffling text. Fur-
thermore, combining both image and text shuffling during pre-training yields improvements across
all benchmarks. Notably, in this setup, the MME score reaches 1519.3, surpassing scores of 1513.5
and 1516.3 achieved with single-modality shuffling. Additionally, our Direct-LLaVA-7B consis-
tently outperforms the prior LLaVA-7B model across all scenarios, confirming that leveraging di-
rected tokens to tackle both text and image shuffling enhances competitive performance overall.

Table 6: Effectiveness of Shuffle Learning
and Image-to-Response Guided Learning Ap-
proaches. Pretraining (Pret.), Finetuning (Fine.),
Image (I) and Text (T).
Method Pret. Fine. LI→R

SciQA
IMG

Text
VQA

POPE MME SEED-Bench
T. I. I. rand pop adv all img vid

LLaVA-v1.5-7B ✗ ✗ ✗ ✗ 66.8 58.2 87.3 86.1 84.2 1510.7 58.6 66.1 37.3
LLaVA-v1.5-7B ✗ ✗ ✗ ✓ 69.9 60.2 87.9 87.8 85.1 1518.4 59.9 67.4 38.4
Direct-LLaVA-7B ✓ ✗ ✗ ✗ 69.0 59.5 87.9 86.3 84.4 1513.5 60.1 65.2 41.1
Direct-LLaVA-7B ✗ ✓ ✗ ✗ 69.2 60.3 88.1 86.4 84.4 1516.3 60.2 65.3 41.2
Direct-LLaVA-7B ✓ ✓ ✗ ✗ 71.0 61.3 88.4 87.2 84.7 1519.3 61.7 66.9 42.1
Direct-LLaVA-7B ✓ ✓ ✓ ✗ 72.3 62.3 88.5 87.5 85.2 1521.4 62.3 67.6 42.5
Direct-LLaVA-7B ✓ ✓ ✓ ✓ 74.3 63.2 88.8 88.9 86.0 1524.9 63.3 69.7 38.8

Effectiveness of Shuffle Learning in Fine-
tuning Phase. We investigate the impact
of shuffling images during the fine-tuning
stage. As shown in Table 6, incorporating im-
age shuffling leads to notable improvements
in performance across both academic-oriented
and instruction-following benchmarks. Re-
markably, accuracy scores in ScienceQA and
TextVQA increase from 71.0% and 61.3% to
72.3% and 62.3%, respectively. Additionally,
the SEED-Bench accuracy for both image and video comprehension tasks shows a 1% improvement.
These findings underscore the advantages of applying image shuffling in the fine-tuning process.
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Effectiveness of Image-to-Response Guided Loss. We evaluate the impact of attention information
loss on model performance by comparing outcomes with and without such loss. As in Table 6,
the application of Image-to-Response Guided Loss (LI→R) boosts the model’s performance across
various benchmarks. In particular, results for two academic-oriented benchmarks improve from
72.3% and 62.3% to 74.3% and 63.2%, respectively. The POPE F1 Score also increases by 0.3%,
1.4%, and 0.8% on random, popular, and adversarial splits. Additionally, the MME benchmark
score climbs by 3.5, while SEED-Bench accuracy advances from 62.3% to 63.3%. This indicates
that our loss objective contributes positively to the overall performance.

5 Conclusions
Our paper has presented a new shuffling learning approach to improving the robustness and align-
ment between visual and textual features. In particular, we have introduced two new learning tasks,
i.e., reconstructing image order and reconstructing text order, into the pre-training and fine-tuning
phases. Our new learning tasks have significantly improved visual understanding and cross-modality
alignment of the LMM. To effectively support the reconstructing image order task, we have intro-
duced a new directed token approach to capture both visual and textual features effectively. Then,
to further enhance the correlation between visual tokens and the LMM’s responses, the new Image-
to-Response Guided loss has been introduced. Through intensive experiments on various academic
task-oriented and instruction-following LMM benchmarks, our proposed approach has achieved
SoTA performance. Our study explores the effectiveness of proposed learning tasks and losses for
improving LMM performance under selected hyperparameters and model scales. However, it still
has limitations related to objective balancing. Our detailed discussion of limitations is provided in
the Appendix.
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Appendices

A Benchmarks

Following the standard benchmarks of LLaVa v1.5, we evaluate our models on two sets of bench-
marks, i.e., Academic Task-oriented Benchmarks and Instruction-Following LMM Benchmarks.
For the academic task-oriented benchmarks, we adopt five different benchmarks, including Visual
Question Answering V2 (VQAv2) [16], Question Answering on Image Scene Graphs (GQA) [18],
Answer Visual Questions from People Who Are Blind (VizWiz) [17], Science Question Answer-
ing (SciQA-IMG) [41], and Visual Reasoning based on Text in Images (TextVQA) [47]. While
VQAv2 and GQA focus on evaluating the visual understanding based on the open-ended short an-
swers, VizWiz evaluates the generalization of the model based on the visual questions raised by
impaired people. On the other hand, SciQA-IMG benchmarks will measure the performance of
the LMM on scientific questions via multiple-choice questions. The TextVQA benchmark evalu-
ates the capability of models in reading and reasoning about text in images. Meanwhile, we use
six Instruction-Following LMM Benchmarks to evaluate our proposed approach, including Polling-
based Object Probing Evaluation for Object Hallucination (POPE) [32], Multimodal LLMs with
Generative Comprehension Benchmark (SEED-Bench) [22], Comprehensive Evaluation Bench-
mark of LMM (MME) [59], LLaVA Benchmark in the Wild (LLaVA-Wild) [39], Integrated Ca-
pability Benchmark (MM-Vet) [62], and Massive Multi-discipline Multimodal Understanding and
Reasoning Benchmark (MMMU-Val) [63]. While the POPE benchmark evaluates the hallucination
of the model based on the tree subset, i.e., random (rand), common (pop adv), and adversarial (adv),
SEED-Bench measures the generative comprehension of the LMM on both images and videos with
multiple-choice questions. For the video evaluation, we adopt the middle frame of the video as a vi-
sual input. The MME perception benchmark evaluates visual understanding of the LMM via binary
(yes/no) questions. Meanwhile, the LLaVA-Wild and MM-Vet benchmarks measure the capabili-
ties of the LMM in engaging in visual conversations. The MMMU benchmark evaluates LMMs on
massive multi-discipline tasks demanding high-level subject knowledge and reasoning.

B Additional Ablation Study

Effectiveness of Data Size. Table 7 presents a comparative analysis of LLaVA-7B and Direct-
LLaVA-7B performance across varying data sizes during pre-training and fine-tuning, evaluated
on a range of LLM benchmarks. We use the data training size of LLaVA v1 [39] and LLaVA
v1.5 [37] for our experiments. Overall, both models demonstrate enhanced outcomes with larger
fine-tuning datasets, with Direct-LLaVA consistently surpassing LLaVA. Notably, performance on
instruction-following benchmarks, such as POPE, MME, and SEED-Bench, improves substantially
as fine-tuning data increases. Specifically, the F1 score on the POPE benchmark rises by approxi-
mately 12.5% across different configurations. For the MME benchmark, the scores of LLaVA and
Direct-LLaVA increase markedly from 809.6 and 1102.1 to 1510.7 and 1524.9, respectively. The
accuracy gain on SEED-Bench is also significant, with larger datasets nearly doubling the mod-
els’ performance. Furthermore, Direct-LLaVA-7B consistently outperforms LLaVA across both
academic-oriented and instruction-following benchmarks. For instance, on academic benchmarks,
Direct-LLaVA-7B achieves a 7.5% and 5% higher accuracy in ScienceQA and TextVQA, respec-
tively. These results underscore the robustness of our proposed method.

Table 7: Effectiveness of Pre-training and Fine-tuning Data Size.

Method Data Size SciQA
IMG

Text
VQA

POPE MME SEED-Bench
Pretrain Finetune rand pop adv all img vid

LLaVA-7B 595K 158K 46.9 26.1 76.3 72.2 70.1 809.6 33.5 37.0 23.8
Direct-LLaVA-7B 595K 158K 54.6 29.3 79.5 76.2 74.3 1102.1 36.5 40.3 27.7
LLaVA-v1.5-7B 558K 665K 66.8 58.2 87.3 86.1 84.2 1510.7 58.6 66.1 37.3
Direct-LLaVA-7B 558K 665K 74.3 63.2 88.8 88.9 86.0 1524.9 63.3 69.7 38.8

Scalability to Larger Data and Benchmarks. To illustrate our scalability to larger data and other
benchmarks, we conduct experiments on LLaVA-OneVision data [25] with LLaVA and Qwen2.5-
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0.5B. We report our results on MME, MMMU, SeedBench-IMG, AI2D [21], and MMBench [40].
As shown in Table 8, when data is scaling up, our proposed approach still maintains its effectiveness
and significantly improves the performance of LMM on various benchmarks.

Table 8: Effectiveness of Direct-LLaVA on Large Dataset.
% Samples for Pretext MME MMMU SeedBench-IMG AI2D MMBench

LLaVA - 1238 31.4 65.5 57.1 52.1
Direct-LLaVA 50% 1351 32.9 67.5 62.6 55.4
Direct-LLaVA 100% 1494 34.5 68.4 69.4 58.7

Effectiveness of Data In Pretext. To understand the effectiveness of our proposed approach on the
ratio of data used, we conducted an experiment using only 50% of data for our pretext tasks. As
shown in Table 8, our approach can improve the performance of the LMMs. The results have further
confirmed the effectiveness of our proposed learning approach.

Visualization of Shuffle Predictions. We provide the real-world images to illustrate our effective-
ness of the shuffling learning mechanism. As shown in Figure 7, for Direct-LLaVA with cls (no text
in reconstruction), the LMM predicts the image order well but shows noticeable differences from the
originals. In contrast, Direct-LLaVA with drt (text included) better aligns with the original images
since information of language and visuals are well captured in drt token. To highlight the impact
of text in reconstruction, we altered the description. Although image patches became inconsistent,
the images were adapted to match the semantic meaning of the text.

Figure 7: Additional Visualization (Better in 2× zoom for details).

Ablation study on the placement of the directed token. The choice to place a single directed token
drt at the end of the input sequence is to ensure it attends to the full context from both visual and
textual modalities under the autoregressive modeling constraint. As shown in Section 3.1, placing
the directed token after all other tokens allows it to aggregate multimodal information effectively,
which would not be possible if positioned earlier due to the causal attention mask. Our ablation
study in Table 9 validates this design: using directed tokens yields consistent performance gains
over visual tokens across all benchmarks. In addition, to further justify this design, we conducted
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Table 9: Ablation study on difference place-
ment of directed token drt

Placement Science IMG TextVQA

Beginning 70.9 61.4
End 74.3 63.2

Table 10: Ablation study on number of permuta-
tions

# Permutations Science IMG TextVQA

5000 72.5 62.1
10000 74.3 63.2
15000 74.5 64.0

an additional experiment comparing placements at the beginning and end of the sequence. Results
show that placing the token at the end yields superior performance, supporting our choice.

Ablations on the number of permutations. Our selection of 10,000 permutations follows the
well-established practice in self-supervised vision learning, particularly works on jigsaw-based
tasks [6, 44, 48]. Specifically, we sample permutations to maintain a balanced Hamming distance
between them, ensuring sufficient diversity while avoiding overly trivial or degenerate cases. To val-
idate this choice, we conducted an ablation varying the number of permutations. As shown below,
increasing from 5,000 to 10,000 leads to improved performance on ScienceQA-IMG and TextVQA,
confirming that a richer permutation space helps the model better learn spatial relationships. How-
ever, increasing the number to 15,000 leads to only slight improvements, indicating that 10,000
well-chosen permutations already provide sufficient diversity for effective learning, and additional
permutations may have limited impact.

Ablation study on the Image-to-Response Guided loss LI→R. To isolate the effect of the Image-
to-Response Guided Loss, we conducted an additional experiment by training LLaVA-1.5 with only
the next-token prediction loss and the Image-to-Response Guided Loss, excluding our proposed
shuffle learning tasks. This setting allows us to directly assess the contribution of the guided loss
to visual-textual alignment. As shown in Table 11, our Image-to-Response Guided loss consistently
improves performance across all benchmarks, demonstrating its effectiveness in reinforcing visual-
textual alignment, yet remains lower than our full Direct-LLaVA model. This result suggests that
while the loss improves visual grounding, the Image-to-Response loss alone may not be sufficient
for robust multimodal reasoning.

Table 11: Ablation study on Image-to-Response Guided loss

Model Science IMG TextVQA MME POPE SEED-Bench

rand pop adv all img vid

LLaVA 66.8 58.2 1510.7 87.3 86.1 84.2 58.6 66.1 37.3
LLaVA with LI→R 69.9 60.2 1518.4 87.9 87.8 85.1 59.9 67.4 38.4
Direct-LLaVA 74.3 63.2 1524.9 88.8 88.9 86.0 63.3 69.7 38.8

C Pseudocode for the training procedure of our framework

The Algorithm 1 elucidates the framework of our proposed Direct-LLaVA during two-stage training
process.

D Discussion of Limitations

Our paper has adopted a specific set of hyper-parameters and learning methods to support our hy-
pothesis. However, our work could contain several limitations. Our work investigated the effec-
tiveness of our proposed learning tasks and losses in improving the LMM’s performance. Thus,
the investigation of balance weights among learning objectives has not been fully exploited, and
we leave this experiment as our future work. Due to computation limitations, our experiments are
limited to the standard language model size (i.e., Vicuna 13B, Vicuna 7B, LLaMA3 8B, and Qwen
7B) and data scale (LLaVA v1.5). Nevertheless, we hypothesize that our proposed approaches can
generalize to larger-scale language models and data settings due to their fundamental theories.
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Algorithm 1 Training Step in the Two-Stage Training Procedure of Direct-LLaVA

Input: Initial model parameters θ, training dataset D = (x, p, {(xt
q, x

t
a)}Tt=1)

Output: Updated model parameters θ∗
1: for each iteration i do
2: (x, p, {(xt

q, x
t
a)}

Ti
t=1)← GetSample(D, i)

3: ▷ Task 1: Autoregressive with Cross-Entropy and Guided Attention Losses
4: xinstruct ← GetInstruction(′ARTask′) ▷ Eqn. (3)
5: xa ← p
6: LCE ← CrossEntropyLoss(x, xinstruct, xa) ▷ Eqn. (4)
7: LI→R ← ImageToResponseLoss(x, xa) ▷ Eqn. (12)
8: θ ← θ −∇θ(LCE + LI→R)
9: ▷ Task 2: Image Order Reconstruction

10: ximage
instruct ← GetInstruction(′ImageTask′) ▷ Eqn. (7)

11: x̄← P(x, k) ▷ Shuffle the image
12: LImage-Order ← PredictPermutation(x̄, ximage

instruct) ▷ Eqn. (6)
13: θ ← θ −∇θ(LImage-Order)
14: ▷ Task 3: Text Order Reconstruction (Pre-training Only)
15: xtext

instruct ← GetInstruction(′TextTask′) ▷ Eqn. (8)
16: xtext

a ← concat(p,drt)
17: LText-Order ← ReorderPrediction(x, xtext

instruct, x
text
a ) ▷ Eqn. (9)

18: θ ← θ −∇θ(LText-Order)
19: end for
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NeurIPS Paper Checklist

1. Claims
Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?
Answer: [Yes]
Justification: The claims declared in the abstract match with the contributions, experimental
results, and scope of the paper.
Guidelines:

• The answer NA means that the abstract and introduction do not include the claims
made in the paper.

• The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these
goals are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: The limitations of the paper are discussed in the appendix.
Guidelines:

• The answer NA means that the paper has no limitation while the answer No means
that the paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate ”Limitations” section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The au-
thors should reflect on how these assumptions might be violated in practice and what
the implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the ap-
proach. For example, a facial recognition algorithm may perform poorly when image
resolution is low or images are taken in low lighting. Or a speech-to-text system might
not be used reliably to provide closed captions for online lectures because it fails to
handle technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to ad-
dress problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs
Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
Answer: [Yes]
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Justification: The description of the formula is provided in the paper.

Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theo-

rems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a
short proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be comple-
mented by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental result reproducibility
Question: Does the paper fully disclose all the information needed to reproduce the main
experimental results of the paper to the extent that it affects the main claims and/or conclu-
sions of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: The details of datasets and implementations are presented in the experimental
sections.

Guidelines:

• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived

well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps
taken to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture
fully might suffice, or if the contribution is a specific model and empirical evaluation,
it may be necessary to either make it possible for others to replicate the model with
the same dataset, or provide access to the model. In general. releasing code and data
is often one good way to accomplish this, but reproducibility can also be provided via
detailed instructions for how to replicate the results, access to a hosted model (e.g., in
the case of a large language model), releasing of a model checkpoint, or other means
that are appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all sub-
missions to provide some reasonable avenue for reproducibility, which may depend
on the nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear

how to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to re-
produce the model (e.g., with an open-source dataset or instructions for how to
construct the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case au-
thors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
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Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [NA]

Justification: The code will be published may the paper be accepted.

Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not
be possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental setting/details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: The details of training and testing are presented in the experimental section.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of

detail that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.

7. Experiment statistical significance
Question: Does the paper report error bars suitably and correctly defined or other appropri-
ate information about the statistical significance of the experiments?

Answer: [NA]

Justification: Following the standard evaluation of large multimodal models, we evaluate
our model by the standard metrics of the evaluation benchmarks.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The authors should answer ”Yes” if the results are accompanied by error bars, confi-

dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

21



• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
• It should be clear whether the error bar is the standard deviation or the standard error

of the mean.
• It is OK to report 1-sigma error bars, but one should state it. The authors should prefer-

ably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis of
Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments compute resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: The computational resources used in our experiments are presented in the
experimental section.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual

experimental runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments
that didn’t make it into the paper).

9. Code of ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: The content of the paper and datasets strictly follows the NeurIPS Code of
Ethics.

Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).

10. Broader impacts
Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [NA]

Justification: The paper does not have a negative societal impact.

Guidelines:

• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal

impact or why the paper does not address societal impact.
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• Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact spe-
cific groups), privacy considerations, and security considerations.

• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitiga-
tion strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]

Justification: The paper does not have a risk. The released models will be available may
the paper be accepted.

Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by re-
quiring that users adhere to usage guidelines or restrictions to access the model or
implementing safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: The paper provides all the references to code, data, and models used in the
paper.

Guidelines:

• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of

service of that source should be provided.
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• If assets are released, the license, copyright information, and terms of use in the pack-
age should be provided. For popular datasets, paperswithcode.com/datasets has
curated licenses for some datasets. Their licensing guide can help determine the li-
cense of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New assets
Question: Are new assets introduced in the paper well documented and is the documenta-
tion provided alongside the assets?

Answer: [NA]

Justification: The paper does not introduce the new dataset. The code of the paper will be
published may the paper be accepted.

Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can
either create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and research with human subjects
Question: For crowdsourcing experiments and research with human subjects, does the pa-
per include the full text of instructions given to participants and screenshots, if applicable,
as well as details about compensation (if any)?

Answer: [NA]

Justification: The research in this paper does not involve crowdsourcing nor research with
human subjects.

Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research
with human subjects.

• Including this information in the supplemental material is fine, but if the main contri-
bution of the paper involves human subjects, then as much detail as possible should
be included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, cura-
tion, or other labor should be paid at least the minimum wage in the country of the
data collector.

15. Institutional review board (IRB) approvals or equivalent for research with human
subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]

Justification: The research in this paper does not involve crowdsourcing nor research with
human subjects. Thus, there is no requirement for IRB.

Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research
with human subjects.
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• Depending on the country in which research is conducted, IRB approval (or equiva-
lent) may be required for any human subjects research. If you obtained IRB approval,
you should clearly state this in the paper.

• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity
(if applicable), such as the institution conducting the review.

16. Declaration of LLM usage
Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.
Answer: [NA]
Justification: The paper does not utilize the LLMs.
Guidelines:

• The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

• Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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