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Abstract  

Datasets play a key role in imparting advanced capabilities to 
artificial intelligence (AI) foundation models that can be 
adapted to various downstream tasks. These downstream ap-
plications can introduce both beneficial and harmful capabil-
ities – resulting in dual use AI foundation models, with vari-
ous technical and regulatory approaches to monitor and man-
age these risks. However, despite the crucial role of datasets, 
responsible dataset design and ensuring data-centric safety 
and ethical practices have received less attention. In this 
study, we propose responsible dataset design framework that 
encompasses various stages in the AI and dataset lifecycle to 
enhance safety measures and reduce the risk of AI misuse due 
to low quality, unsafe and unethical data content. This frame-
work is domain agnostic, suitable for adoption for various ap-
plications and can promote responsible practices in dataset 
creation, use, and sharing to facilitate red teaming, minimize 
risks, and increase trust in AI models. 

Introduction 

Recent years have witnessed a tremendous increase in the 

capacity of artificial intelligence/ machine learning (AI/ML) 

methods. Specifically, when trained on large datasets using 

self-supervised learning and pre-training, the resulting foun-

dation models have learned a meaningful representation of 

the datasets it was trained on and demonstrated high gener-

alization capabilities when adapted to a range of down-

stream tasks with both positive and negative impact (Bom-

masani et al. 2021, Bommasani et al. 2023). The improved 

performance has been attributed to the large size datasets, 

novel ML architectures in the transformer family, and large 

compute power used to train the models, with various anal-

yses of scaling laws extrapolating how these capabilities are 

expected to evolve. The role played by the size, variety, and 

quality of datasets have been critical at enabling foundation 

models to learn a generalized representation of different da-

tasets, with a recent study highlighting that datasets used in 

training have been undisputable in foundation models adapt-

ing to both positive and nefarious use cases, resulting in 

dual-use capabilities (Gupta et al. 2024). Unsafe outcomes 

from AI use can be both intentional and unintentional and 

can introduce legal, ethical, security risks and the role of 

data in enabling this is noteworthy. These risks can be multi-

faceted including– copyright infringement, fairness viola-

tion and discrimination, failing legal and compliance re-

quirements, introduction of reputational risks by generating 

unethical and/or toxic context, stereotypes, misinformation, 

introduce cybersecurity-risks and jailbreaking capabilities, 

and assist in harmful tasks when used without guardrails 

with chemical and biological data tasks, and to develop le-

thal autonomous weapons (Urbina et al. 2022, Qi et al. 2023, 

Fu et al. 2024). Such outcomes can cause serious threats to 

public safety, erode democratic values, international human-

itarian law, human rights, and reduce trust in AI. Moreover, 

emphasis on disclosure for governance has focused on mod-

els and compute and less on data, even though data plays a 

key role. Recent policies introduce regulatory mandates on 

training data transparency (Irwin 2024) and without dataset 

release red teaming may be limited in understanding full 

range of model capabilities and in anticipating risks. Addi-

tionally, assessing datasets and their content may also be es-

sential for adding layers of data security, privacy protection 

measures in high-risk uses of AI (Qi et al. 2023, Fu et al. 

2024 Li et al. 2024, Phuong et al. 2024).  

 Thus, defining standards, adopting best practices in da-

taset design, monitoring and evaluating the dataset quality 

for suitability of training foundation models, fine-tuning to 

downstream applications and assessing how likely it is for a 

dataset to introduce risks, legal and ethical concerns into an 

AI model are necessary to facilitate red-teaming and for es-

tablishing trust in AI. Platforms for sharing datasets already 

exist but require improvements to address different stages of 

the AI lifecycle for being robust to misuse in the current 

landscape with widespread use of AI. AI dataset transpar-

ency studies have recommended ‘data cards’ that record var-

ious details such as a dataset’s upstream source, data collec-

tion and annotation, training and evaluation details, intended 

use, covering dataset lifecycle in the form of metadata (Ge-

bru et al. 2021, Holland et al. 2022, Pushkarna et al. 2022, 

Akhtar et al. 2024). An open source, platform independent 

responsible AI metadata format, Croissant RAI (Jain et al. 

2024) was introduced that produces machine-readable 

metadata to enhance responsible AI practices using these 

recommendations. Other studies examined transparency in 

foundation models’ training datasets under the foundation 



model transparency index (Bommasani et al. 2023) that lists 

various data transparency indicators, while the NIST AI 

NIST AI Risk Management Framework has recommended 

dataset transparency for risk management in three of its risk 

management axes, namely ‘govern’, ‘risk mapping’, and 

‘measure’ axes (NIST 2024). While these studies have con-

siderable overlap in identifying steps to improve dataset 

transparency(Gebru et al. 2021, Holland et al. 2022, Push-

karna et al. 2022, Jain et al. 2024), there are several addi-

tional transparency indicators specific to datasets for foun-

dation models. 

 In this study, we propose a multi-stage responsible dataset 

design framework that unifies existing studies and recom-

mends best practices at each stage in the AI and dataset 

lifecycle to enhance dataset safety measures for preventing 

the misuse of AI due to low-quality, unsafe, and/or unethical 

content in datasets.  At each stage in the lifecycle, the ap-

proach maps data-centric risks, outlines potential measures 

to monitor and manage these risks with the overarching goal 

of promoting AI governance. The approach is designed to 

maximize the usefulness of AI/ML (releasing datasets with 

safety measures that can be used in diverse applications) 

while minimizing and detecting risks early (through multi-

stage safety measures). Our approach addresses safety 

measures at different stages in the dataset and AI/ML lifecy-

cle and proposes a theoretical approach to facilitate red 

teaming and AI governance through managing datasets.  

Proposed Responsible Dataset Design Frame-

work 

Datasets used for training (pre-training or fine-tuning) AI 

models can go through multiple stages. These include (a) 

ideation and design, (b) data collection, (c) data pre-pro-

cessing and AI-readiness, (d) training, validation, (e) fine-

tuning, (f) release, and maintenance – with stages (d), (e), 

and (f) having direct overlap with AI model use. The pro-

posed work examines dataset-specific safety measures at 

each of these stages. We note that these stages may not be 

linear and depending on the development pipeline, some 

stages may be redundant. For e.g., an AI company may use 

training data to train and release large pre-trained models, 

but not have a fine-tuning step (step e), or downstream ap-

plication developers will require fine-tuning dataset but not 

require pre-training data (step d), while other development 

pipelines may include both pre-training and fine-tuning. 

Nonetheless, quality of data and its relevance for the appli-

cations a trained model will be applied to impacts AI infer-

ence and outcomes. Thus, standardizing dataset develop-

ment, collection, maintenance and disclosure remains cru-

cial for transparent, safe and human-centric AI technologies. 

Moreover, datasets used in pre-training will impact the areas 

a model can be effectively adapted to and thus essential for 

downstream use case developers to understand even though 

they may not directly develop or use the pre-training dataset. 

Our proposed multi-stage measures for dataset safety and 

transparency are described below: 

(a) ideation and dataset design: This step relates to the un-

derlying motivation to create a dataset by various means 

such as surveys, sensor data collection, data scraping by 

building on previously generated content to support in train-

ing and developing an AI model. Responsible data design 

practices should be adopted at this stage that includes (i) de-

fining the task to collect data for, (ii) ensuring the task is 

ethical, protects human rights, democratic values, (iii) iden-

tifying possible sources to collect data from, defining fea-

tures to record, designing survey questionnaire, and (iv) ex-

amining existing legal and technical standards to uphold – 

for e.g. standards related to involving human subjects, 

guidelines on personally identifiable information (PII) use, 

reviewing and complying with data license and establishing 

agreements for new data collection, examining if export 

control regulations are necessary for sensitive data that may 

otherwise impact public safety, critical infrastructure and se-

curity.  

(b) data collection: After identifying data collection 

sources and reviewing standards, this step involves data col-

lection in a manner that upholds the identified standards. Re-

sponsible data collection practices for this stage of the pipe-

line involve (i) data collection strategy that does not violate 

any legal, technical, ethical standards and in case of high-

risk datasets (related to security, public health and safety) 

the appropriate security requirements are to be followed, (ii) 

collecting dataset features and recording a quality indicator 

for quality assurance/quality checks (QA/QC) for each sam-

ple for any new data collection, (iii) for use of existing data, 

source data provenance and quality should be examined ei-

ther by domain experts, or through any automated expert-

guided data filtering methods, (iii) using informed consent 

practices to collect data, and disclose any data-opt out pro-

tocols at different stages in the AI lifecycle, and privacy pre-

serving mechanisms to be used in the study, (iv) disclose 

ethical practices adopted in the study for human data anno-

tators, (v) document all strategies decisions used in data col-

lection including collection method, data source and copy-

rights, dataset features recorded, data and feature quality, li-

censes used while collecting data, ethical practices if human 

annotators were used to create labels.  

 Data quality recording is critical for ensuring that high 

quality inputs are used in training AI models and the quality 

records can be through various flags indicating reliability of 

inputs similar to science domains. Agreement in dataset la-

bels between annotators if applicable and can be captured as 

metadata files to be shared as in commonly used formats 

such as yaml or csv. Furthermore, it may be necessary to 

also ensure that datasets collected are representative for the 

task at hand and requires checking that the volume of high 



quality data needed to train a model for the different classes 

have been collected, and the steps can be iterated to fill in 

any gaps. This step requires socio-technical expertise and 

multidisciplinary inputs should be gathered to mitigate any 

biases. Datasets should be stored in secured manner with ac-

cess control (blocklists and allowlists), especially for sensi-

tive and high-risk content.  

(c) dataset pre-processing and AI-readiness: At this stage 

the collected data is processed for use with AI models. Re-

sponsible and safety-aware measures for dataset design  in-

clude (i) checking that any potential bias, harmful or toxic 

content, stereotypes are filtered out using existing ML ap-

proaches to detect bias, toxic context, (ii) checking if dataset 

contains high-risk content (chemical, biological sequences 

and their properties) that can jeopardize public safety and be 

misused for dual-use purposes and are to be filtered or only 

shared with individuals with clearance to handle such infor-

mation for research (iii) use of data quality measures, label 

agreements recorded in step (b) to filter out low-confidence 

inputs whenever possible, (iv) exploring dataset balance and 

class representation through exploratory data analysis, da-

taset clustering to ensure that all classes are appropriately 

represented and iterating step (b) if necessary. For carrying 

out these tasks, this step should also include multidiscipli-

nary oversight and analytical tools for examining steps (i) to 

(iv) and can be shared as APIs with red teaming and AI as-

surance experts. Documentation of all steps, results and 

evaluation, and class representatives, distributions of recom-

mended training, validation, test splits should also be rec-

orded at this stage. Synthetically generated data samples are 

also used in training AI-foundation models and can ad-

versely affect model performance (Longpre et al. 2024). Its 

use should also be indicated in the documentation along with 

flagging synthetic samples in the dataset. 

(d and e) training evaluation, and fine-tuning: In this 

stage, the processed, AI-ready dataset is used to train differ-

ent AI model architectures based on the task at hand. While 

responsible and safety-aware measures primarily include 

monitoring model performance and its propensity to cause 

harm, various data-centric measures can also be used to as-

sess risk. As these measures apply to both model training 

and fine-tuning stages, we discuss these steps jointly. Spe-

cifically, these measures include (i) using guidelines on 

training, validation, test splits, data quality, synthetic data 

indicated from step (c) to train models along with noting 

possible harmful, unsafe content that the dataset has been 

checked and filtered for, (ii) assessing model performance 

on various unethical and unsafe prompts using publicly 

available benchmarks (Li et al. 2024) or expert curated 

prompts – including cyberattack prompts, chemical, biolog-

ical sequence generation tasks, optimization tasks to assist 

with planning illegal operations, coercion, disinforming us-

ers, eroding trust in democratic values and institutions, (iii) 

assessing model performance to preserve and guarantee fair-

ness in various applications and can be necessary when AI 

methods are embedded in public interest technologies, (iv) 

steps (ii) and (iii) are red teaming steps and as such require 

large multidisciplinary expertise (e.g. AI/ML, fairness, 

cyber-risk, security and autonomous systems, chemical-bi-

ological systems, social sciences, ethics, etc.) and careful 

evaluation using measures that reflect both technical perfor-

mance and ethical and safety metrics, (v) detected threats 

from steps (ii) and (iii) should be addressed by embedding 

safety alignment methods, filtering unacceptable outputs, 

performing AI model and data ablation experiments to de-

tect underlying source of harmful content – for e.g. specific 

data samples, features, low quality data, use of explainable 

AI/ML methods to examine features, samples contributing 

to negative outcomes should be explored and post-decision 

filtering should be applied. 

 The safety-aware steps for training and finetuning share a 

high overlap. While the training step (d) should be evaluated 

for a broad range of high-risk and unethical uses, similar 

measures are also applicable for finetuning step (e) but on a 

narrow, targeted set of tasks with lower resources needed for 

evaluation. For red-teaming and assessing model and data 

concurrently, the models should undergo phased release 

with access given initially only to experts, researchers and 

upon meeting acceptable performance prepared for release. 

All steps, evaluation measures, performance benchmarks, 

decisions should be documented. Furthermore, AI model 

developers should clearly define what the models and da-

tasets used to train it are appropriate for by listing possible 

use cases and describe safe and ethical applications of the 

model and datasets. Based on the assessment from this step, 

both models and datasets should be released with appropri-

ate license and documentation whenever possible, and with 

access controls (access list – list of safe users, blocklist – list 

of unsafe users) whenever necessary, especially when da-

tasets contain sensitive information or there is a scope of 

misuse. While it may be possible to block release of high-

risk models and datasets altogether, ensuring countermeas-

ures to reduce risk can allow maximizing adaptation for pos-

itive uses of AI by adding appropriate security, access con-

trol checks, monitoring misuse, and improving preparedness 

to respond to misuse. 

(f) release and maintenance: Once a model and dataset has 

been assessed for risk and can be released, additional 

measures are essential at this step to minimize misuse. The 

measures for dataset safety differs from those for model 

safety and this approach discusses the measures for enhanc-

ing dataset safety once released. Release of datasets are es-

sential as it promotes transparency for evaluating AI mod-

els, support AI governance, facilitate further research and 

analysis using the dataset to explore other beneficial use 

cases, and may be mandatory to disclose based on newly in-



troduced policies (Irwin 2024). The specific steps for re-

sponsible use of AI datasets post-release are (i) sharing da-

taset appropriately based on content (from analysis of steps 

(a), (b), (c)) and tendency of the dataset to introduce unac-

ceptable capabilities to AI models for generating harmful, 

unsafe, unethical outputs (from analysis of steps (d) and (e)) 

– these could include decisions on licensing, export control, 

user list monitoring (through blocklists, allowlists), privacy 

preserving measures, etc., (ii) thorough documentation of 

data through all lifecycle stages, including decisions made, 

sources, quality, labels, class distribution, statistics from 

step (c) (i) - (iv) summarizing dataset properties, capabilities 

introduced through interaction with models in steps (d) and 

(e), cleaning, filtering, alignment measures, performance 

with data ablation methods, and training, validation, test 

splits used along with metrics determined at red teaming 

(although these steps perform a coupled data and model as-

sessment), (iii) descriptions of why and how the data was 

collected, ethical, legal and technical compliance that was 

adhered to, (iv) descriptions of acceptable use cases and lia-

bility statements in the event of violating this list to train 

other models with the released dataset and intentionally or 

unintentionally introducing unacceptable outcomes in high-

risk or high consequence uses, (v) tracking data downloads, 

use and updating block- and allow-lists, and (vi) sharing 

user guides and APIs to download, access, explore data 

when possible and statements on updates to data, data ver-

sioning. 

 The datasets developed should be shared in platform-in-

dependent, interoperable file formats along with the de-

scribed documentation, user guides and APIs to promote 

beneficial outcomes using AI models, accelerate research 

while minimizing risk and safety concerns. A high level 

summary or checklist of datasets outlining type of data, its 

volume, upstream licenses of source, high risk (chemical bi-

ological sequences, cyber risk, autonomous weapons con-

tent, disinformation), other sensitive information (PII data, 

human-centric information), fairness, bias, QA/QC checks 

undergone by the data, red-teaming and safety performance, 

and license for use and access should also be disclosed by 

the creators by assembling information from all stages in the 

framework. 

 Although responsible AI data formats are being devel-

oped such as Croissant Responsible AI (Jain et al. 2024), 

Data Nutrition Labels (Holland et al. 2021), Dataset cards 

(Gebru et al. 2021), in a rapidly evolving field with new ca-

pabilities, multi-faceted measures are necessary for ensuring 

safety in large datasets such as those using foundation mod-

els and generative AI are yet to be included in these formats. 

The capabilities outlined in this study can be embedded into 

these responsible AI-relevant data formats to reuse existing 

structures and rapidly develop dataset standards for promot-

ing safety and assisting with AI governance and regulatory 

checks. Additionally, the approach would also require stack-

ing any domain-specific (such as privacy standards in med-

ical domain) and geography-specific (US, EU, African Un-

ion, Latin American, and other national, state regulation) 

safety requirements to ensure compliance and minimize 

chances of introducing risks. 

 

Limitations: Although this study explores a multi-stage ap-

proach throughout the data and AI lifecycle to introduce 

safety-enhancing measures, there are AI safety concerns that 

are not addressed through this approach. Firstly, this ap-

proach does not address risks introduced through open 

model weight sharing that can be fine-tuned for nefarious 

purposes. Secondly, documenting all steps at each stage and 

all associated decision making (including licenses, ethical 

legal standards, data collection methods, features selected,  

bias in annotating data, prompt generation and red teaming) 

requires significant effort and expertise and it may be chal-

lenging to team up these experts. Thirdly, regulatory and 

compliance measures vary across disciplines and regions 

that can be challenging to meet through a single framework 

and may require a tiered approach by building on the pro-

posed framework. Finally, incorporating the proposed ap-

proach into existing standards requires significant effort. 

Such gaps can be addressed through updates to the frame-

work or by benefiting from parallel regulatory standards. 

Conclusion 

The proposed study introduces a multi-stage responsible 

dataset design framework to ensure safety measures for de-

veloping, maintaining and sharing datasets used in training 

AI models. The framework is designed with the objective of 

enhancing transparency, trust, promoting beneficial uses of 

AI and associated datasets while minimizing risks from in-

tentional and unintentional misuse. While AI models have 

shown rapid gains in performance, the role of datasets have 

received less attention. The proposed approach examines the 

data and AI lifecycle, maps risks at each of these stages in-

troduced through misuse of data, and outlines measuring, 

documentation strategies to manage these risks. The recom-

mendations can be introduced into existing responsible AI 

dataset frameworks to reuse existing structures and promote 

rapid progress towards standardizing AI dataset attributes to 

increase safety. The framework is generic and can be 

adapted to various disciplines to promote responsible da-

taset development and maintenance and support data and AI 

governance. 
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