
ParallelPARC: A Scalable Pipeline for Generating
Natural-Language Analogies

Anonymous ACL submission

Abstract
Analogy-making is central to human cognition,001
allowing us to adapt to novel situations – an002
ability that current AI systems still lack. Most003
analogy datasets today focus on simple analo-004
gies (e.g., word analogies); datasets including005
complex types of analogies are typically manu-006
ally curated and very small. We believe that this007
holds back progress in computational analogy.008

In this work, we design a data generation009
pipeline, ParallelPARC (Parallel Paragraph010
Creator) leveraging state-of-the-art Large Lan-011
guage Models (LLMs) to create complex,012
paragraph-based analogies, as well as distrac-013
tors, both simple and challenging. We demon-014
strate our pipeline and create ProPara-Logy,015
a dataset of analogies between scientific pro-016
cesses. We publish a gold-set, validated by017
humans, and a silver-set, generated automati-018
cally1. We test LLMs’ and humans’ analogy019
recognition in binary and multiple-choice set-020
tings, and found that humans outperform the021
best models (∼13% gap) after a light super-022
vision. We demonstrate that our silver-set is023
useful for training models. Lastly, we show024
challenging distractors confuse LLMs, but not025
humans. We hope our pipeline will encourage026
research in this emerging field.027

1 Introduction028

Analogy-making is a central to human cognition.029

It allows us to abstract information and understand030

novel situations in terms of familiar ones (Minsky,031

1988; Hofstadter and Sander, 2013; Holyoak, 1984)032

– abilities that are still lacking in current AI systems.033

Research suggests that these abilities are essential034

for robust AI that can effectively generalize and035

adapt to diverse domains (Mitchell, 2021).036

According to Gentner’s Structure Mapping The-037

ory (SMT) (Gentner, 1983), analogy is a mapping038

from entities in base B to entities in target T , rely-039

ing on relational similarity, not object attributes.040

1We include data and code as supplementary material.

For example, in the analogy between an electri- 041

cal circuit and a water pump, there is a mapping 042

between electrons → water, wire → pipe. While 043

object attributes are different (water is liquid, elec- 044

trons are not), the relations are similar (electrons 045

move through wires like water flows in pipes). 046

Despite the importance of analogy, relatively 047

few analogy resources exist today. Most resources 048

mainly focus on word-analogies (“A:B is like 049

C:D”). We argue that this setting is too simplistic. 050

Word analogies often boil down to a single relation 051

(“PartOf”, conjugation); in the real world, analo- 052

gies are often complex, involving multiple entities 053

and intricate relations between them. Real-world 054

analogies are often described in natural language, 055

adding to the complexity of the problem. A very 056

recent work employed LLMs to generate analogies 057

at scale between 2-sentence snippets (∼20 tokens) 058

(Jiayang et al., 2023). However, resources of more 059

complex analogies (e.g., full paragraphs) are few 060

and sparse (18 samples max). We believe this lack 061

of data hinders progress in computational analogy. 062

In this work, we design a pipeline, ParallelPARC 063

(Parallel Paragraph Creator) to scale up the pro- 064

cess of generating analogies between paragraphs 065

(see Figure 1), leveraging recent progress in LLMs. 066

We release a gold-set, validated by humans, and a 067

silver-set, which is automatically generated. 068

Coming up with non-trivial negative examples 069

of an analogy is a challenging task. Our pipeline 070

generates, in addition to positive examples (analo- 071

gies), both simple negatives (random paragraphs) 072

and challenging negatives (distractors). 073

To demonstrate our pipeline, we create ProPara- 074

Logy, a dataset of paragraphs describing scientific 075

processes across various domains, meant for study- 076

ing analogical reasoning. See Figure 2 for example 077

of an analogous sample from our dataset. A sam- 078

ple includes two processes, each described via a 079

title (“How does a solar panel work?”), a domain 080

(“Engineering”), and a full paragraph. In addition, 081
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Figure 1: Our data generation pipeline. We generate analogy candidates, then collect human annotations on a
random sample to be used as few-shot for an auto-labeling model. We run the model to label candidates at scale. We
randomly split the data into silver-set and gold-set, which is validated by humans. In addition to positives (analogies),
we include random target paragraphs (simple negatives), and generate distractors (challenging negatives).

the data includes similar relations between the two082

processes, which is a core part in understanding083

why they could be analogous.084

We evaluate LLMs and humans on binary085

and multiple-choice analogical reasoning tasks on086

ProPara-Logy. We found that humans outperform087

the best models (∼13% gap) after a light supervi-088

sion. We show the automatically-generated silver-089

set is useful for training, and can significantly im-090

prove model performance. Finally, we demonstrate091

the distractors significantly reduce the performance092

of LLMs, but not performance of humans.093

Our main contributions are: (1) We develop a094

data pipeline to create complex, paragraph-based095

analogies; (2) We demonstrate our pipeline and096

create ProPara-Logy, a dataset for analogical rea-097

soning over paragraphs describing processes in sci-098

ence. Our dataset is orders of magnitude larger099

than previous work, and could easily be expanded;100

(3) We use ProPara-Logy to evaluate humans and101

LLMs (both in zero-shot and supervised settings)102

on different tasks; (4) We release data and code.103

2 Existing Analogy Datasets104

We now survey available analogy resources.105

Word analogies. Many analogy resources focus on106

word analogies (“A:B is like C:D”) (Jurgens et al.,107

2012; Popov et al., 2017; Kmiecik et al., 2019;108

Rogers et al., 2016; Czinczoll et al., 2022). Such109

analogies are widely used in entrance tests like the110

SAT in the US or NCEE in China.111

This area has gained popularity in the NLP com-112

munity after Mikolov et al. (2013) show that word113

embeddings can model some relational similari-114

ties in terms of word vector offsets. This method115

can find analogies relying on certain simple types116

of relations, but struggles with complex relations 117

(Linzen, 2016; Schluter, 2018; Ushio et al., 2021). 118

More recently, several studies explored the use of 119

LLMs in generating word analogies (Bhavya et al., 120

2022; Yuan et al., 2023a,b). 121

In addition to the word analogy itself (A, B, C 122

and D), some resources include extra information, 123

such as explanations (Chen et al., 2022). Other 124

resources include multiple correct options, either 125

close analogies (C, D are similar to A, B) or far (C, 126

D are from a different domain than A, B) (Green 127

et al., 2010). Some resources include wrong an- 128

swers, but often quite simple (e.g., random words). 129

Visual analogies. This is the visual equivalent of 130

word analogies (where A, B, C, D are images). 131

There have been multiple attempts to represent 132

transformations between pairs of images (Reed 133

et al., 2015; Radford et al., 2016; Tewel et al., 134

2021), typically stylistic or geometric, and several 135

resources published (Sadeghi et al., 2015; Bitton 136

et al., 2022). As in word analogies, generating 137

wrong answers is challenging. They are often cre- 138

ated by either using random images or images that 139

contain elements of the correct answer but exclude 140

another element that is crucial for the analogy. 141

A different kind of resource is ARC – Abstrac- 142

tion and Reasoning Challenge (Chollet, 2019): 143

test-takers in ARC have to discern rules from pixel 144

grids to deduce the correct output grid. 145

Paragraph-level analogies. Very recently, Jiayang 146

et al. (2023) created a dataset of 24K story pairs. 147

However, the pairs are short snippets (2 sentences, 148

∼20 tokens), and well-aligned, making the set- 149

ting overly simplistic. Moreover, their work does 150

not assess directly whether a pair is analogous. 151

There are few resources of analogies between full 152
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Base Target Similar Relations
Title: How does a solar panel work?
Domain: Engineering
Paragraph: solar energy powers an 
electric current within a solar panel.
The photovoltaic cells within the 
panel convert the energy from the 
sun into electricity. The electrical 
wires then spread this power 
throughout the panel. The electric 
current is then used to power 
whatever the panel is connected to.

Title: How does photosynthesis occur?
Domain: Natural Science
Paragraph: Photosynthesis occurs 
when sunlight powers chemical 
reactions within the chloroplasts of a 
plant. The chloroplasts are able to 
transform the energy from the sunlight
into usable energy for the plant. This 
energy is then used to produce 
nutrients for the plant, which are then 
distributed throughout the plant.

(solar energy, powers, electric current)
(sunlight, powers, chemical reactions)

(photovoltaic cells, convert, energy)
(chloroplasts, tranform, energy)

(electrical wires, spread, power)
(plants, distribute, nutrients)

Figure 2: An illustration of an analogous sample from base B to target T . Processes include a title, a domain, and a
paragraph. A sample also includes similar relations, which explains why the processes are analogous.

paragraphs, most notably stories from cognitive-153

psychology literature (Gentner et al., 1993; Whar-154

ton et al., 1994; Clement and Gentner, 1991).155

These datasets are manually curated and very small156

(18 samples max), rendering them inadequate for157

training models. Furthermore, the stories have a158

near-identical structure (“Mr. Newton was the man-159

ager of a company that made razors"/“Mr. Boyce160

was director of manufacturing shaving knives...”),161

again making the setting non-realistic.162

Notably, the dataset of Gentner et al. (1993) also163

includes false analogy stories, which are similar164

to the base paragraph in terms of first-order rela-165

tions, but dissimilar in higher-order relations (re-166

lations between the first-order relations). Jiayang167

et al. (2023) includes simple (random) negatives168

and hard negatives (snippets with similar entities).169

A recent work focused on finding analogies be-170

tween paragraphs describing processes (Sultan and171

Shahaf, 2022). Their method ranks pairs of para-172

graphs from a dataset, such that analogous pairs173

rank high. However, this is a noisy resource, as174

many non-analogies rank high, and many of the175

identified analogies are from very close topics.176

3 Dataset Generation177

Our goal is to develop a pipeline for generating178

high-quality data that could drive forward research179

efforts in computational analogy. 2 illustrates the180

format of our data. A record includes two pro-181

cesses, base B and target T . Each process is de-182

scribed via a title (“How does a solar panel work?”),183

a domain (“Engineering”), and a full paragraph. In184

addition to expressive natural-language paragraphs,185

the data also includes similar relations between the186

two processes, which is a core element in identi-187

fying analogies. The relations can also be used188

for added explainability. In addition to positive189

examples (analogies), our pipeline generates sim- 190

ple negative examples and challenging distractors, 191

designed to fool both humans and models. 192

The pipeline (see Figure 1) begins by using LLM 193

for generating analogy candidates – paragraphs 194

(and relations) that potentially describe analogous 195

processes across diverse domains in science (§3.1). 196

Then, we use human annotators to label a random 197

sample of the candidates (§3.2). Next, we use the 198

annotated data as a few-shot for automatic label- 199

ing of candidates (§3.3). Then, we randomly split 200

the filtered data into two disjoint sets: our gold-set, 201

validated by humans, and our silver-set, which is 202

not (§3.4). Finally, we employ an LLM to generate 203

challenging distractors (§3.5). 204

3.1 Analogy Candidates Generation 205

Our goal in this section is to generate analogy can- 206

didates from diverse scientific domains. 207

We employed GPT-3.5 (text-davinci-003) 208

(Brown et al., 2020) (see implementation details 209

in Appendix A.22). We first tried to naïvely ask 210

GPT repetitively to write down two analogous 211

scientific processes (with no additional constraints 212

or guidance). We found that GPT (1) tends to 213

repeat itself, and (2) often creates analogies 214

revolving around extremely similar topics. 215

To solve the problem of repetitiveness, we 216

seeded it with B instead of asking for generating 217

both B and T . We used the ProPara dataset (Dalvi 218

et al., 2018) of English paragraphs describing sci- 219

entific processes, taking 390 titles from its training 220

set. To solve the problem of similar topics, we tried 221

to explicitly diversify the target paragraphs by ask- 222

ing for analogies in specific fields (e.g., zoology), 223

2We acknowledge there are newer LLMs available. We
have chosen GPT-3.5 after experimenting with several, and
finding that it delivers high-quality results at a reasonable cost.

3



but often no analogies were found. Ultimately, we224

selected several broad domains: Engineering, Nat-225

ural Science, Social Science and Biomedical and226

Health Science. This provided the right balance227

between diversity and specificity, and also allowed228

us to control the distribution of target domains.229

In addition to the paragraphs, subjects, and do-230

mains, we wish to include some form of expla-231

nations. We asked GPT to generate the similar232

relations between the processes (Figure 2, right).233

We first tried using one prompt for generating the234

paragraph and the relations. However, that led to235

paragraphs that were mostly identical except for236

nouns (“The sediment is deposited again in a new237

place”/“Money is deposited again in a new place”),238

and artificially sounding sentences (“Money travels239

through the economy”). Hence, we decided to use240

two separate prompts, one for finding an analo-241

gous subject and similar relations, and another for242

writing the paragraphs in natural language. This243

approach has proven to be effective in practice.244

We experimented with one-shot and few-shot245

settings, and chose the one-shot prompt, which was246

more cost-effective (see Appendix A.2).247

For each paragraph in ProPara, we generate 3248

analogy candidates in 4 broad domains, resulting249

in 4680 samples. We filter out samples with less250

than 3 similar relations (less likely to be analogies),251

leaving us with 4288 candidates.252

3.2 Human Annotation Task253

In the previous section we generated analogy can-254

didates. We now annotate a small portion of this255

data. Our goal is two-fold: (1) to estimate the pro-256

portion of analogies in the data, as well as identify257

issues with the generation process, and (2) to use258

the annotated data to train models.259

We hired Amazon Mechanical Turk (AMT)260

workers who passed a qualification task. Work-261

ers received two paragraphs, base B and target T ,262

corresponding subjects, domains, and the similar263

relations generated by the LLM. The task is to264

determine whether the paragraphs are analogous265

and the similar relations are correct. If they are,266

the worker needs to select between close analogy267

(close topic, similar entities) or far analogy (unre-268

lated topics). If there is an issue with the analogy269

or the relations, the worker marks it “for further in-270

spection”, along with a reason: dissimilar relations,271

misinformation, cyclic vs. non-cyclic process, or272

other (with a free-text explanation).273

Note that two processes may be deemed analo-274

gous or not depending on the annotator’s abstrac- 275

tion, which is affected by their domain knowledge. 276

To ameliorate this, we explicitly instructed anno- 277

tators to focus on relational similarity, between 278

relations as they are expressed in the texts, and not 279

take domain knowledge into account. 280

Three workers labeled each sample, for a reward 281

of $0.5 per sample. See Appendix A.4 for more 282

details about the annotation process. 283

3.3 Automatic Filtering and Labeling 284

Based on the annotations in Section 3.2, we esti- 285

mate analogies to be less than 30% of the dataset. 286

Next, we decided to use annotated data for train- 287

ing a filtering model. The goal is two-fold: (1) As 288

the annotation process is long and costly, it could 289

identify the most probable analogous candidates to 290

show our annotators. (2) If the model performance 291

matches humans, we can replace the human-in-the- 292

loop and achieve a fully automated pipeline. 293

This task is complex, and thus we use GPT-4 294

(OpenAI, 2023), a state-of-the-art LLM (param- 295

eters in Appendix A.3). We input randomly se- 296

lected annotated candidates (30 examples, maxi- 297

mum allowed tokens) into GPT, comprising two 298

paragraphs, their subjects, similar relations, and a 299

label indicating how many workers labeled it as an 300

analogy (0-3). See Appendix A.3 for the prompt. 301

Following the in-context learning phase, we run 302

the model on our unlabeled analogy candidates. 303

3.4 Human Validation 304

Our goal in this paper is to demonstrate how our 305

pipeline can be used for creating datasets. We con- 306

sider two types of datasets: a silver-set, automati- 307

cally labeled, and a gold-set, validated by humans. 308

Thus, we returned to the task from Section 3.2. 309

We show annotators both the most likely analogous 310

candidates, as predicted by the model, but also the 311

least likely candidates. This allows us to evaluate 312

the filtering model where it is most certain. It also 313

balances the data for the annotators. In addition, it 314

is surprisingly hard to come up with hard negative 315

examples. We believe that the least likely candi- 316

dates (according to the model) hold the potential to 317

be useful in future research (see Section 4). 318

To guarantee the quality of the gold-set, we 319

chose a strict setting: a sample is positive only 320

if all three annotators agree it is an analogy. For 321

our proof-of-concept, we wanted a gold-set with at 322

least 300 positives. We randomly gave annotators 323

small batches to label until reaching 310 positives. 324
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T : How do submarines use sonar? (Engineering)
Submarines use sonar technology to detect objects
in the water. They emit sound waves, which travel
through the water and bounce off the objects. The
sound waves are then received back as an echo.
Submarines interpret the echo to determine the
distance and size of the object.

T ′: How do submarines use sonar? (Engineering)
Submarines interpret the echo to determine the dis-
tance and size of the object. After interpreting the
echo, they emit sound waves, which travel through the
water and bounce off the objects. These sound waves
are then received back as an echo. Finally, submarines
use sonar technology to detect objects in the water.

Figure 3: An example of distractor T ′ (right) generated from T (left). The switched events in T are (x): The
emission of sound waves, followed by their reception as an echo, and (y): submarines interpret the received echo. In
the distractor T ′ (y) happens before (x), changing the cause-and-effect relation (higher-order relation) from T .

Annotators labeled 828 instances (not including the325

130 from Section 3.2), for a total cost of $1,804.326

Our annotators’ agreement is 78.6%, where ran-327

dom chance is 25% (% of perfect agreement).328

Filtering model evaluation. We also use the an-329

notated data to evaluate the filtering model. We330

compare its predictions to workers’ majority vote.331

Our model achieves an accuracy of 85.1%, f1-score332

of 83.4%. Importantly, it reaches 79.5% preci-333

sion when predicting high likelihood of an analogy,334

which is significantly higher than the 30% base rate,335

and 90% precision when predicting low likelihood.336

These results show our model reliably replicates an-337

notators on the high-confidence samples, rendering338

our approach scalable. Consequently, we release a339

silver-set, generated by applying the filtering model340

on the remaining candidates. This data could also341

be useful for training models (Section 5).342

3.5 Distractors Generation343

In addition to the 310 analogies in our gold-set, we344

create simple negatives from random ProPara para-345

graphs on different subjects 3 as T . However, those346

are quite easy to tell apart from analogies; thus, we347

now focus on creating challenging negatives.348

While many types of distractors are possible, we349

are inspired by the ideas in Gentner et al. (1993).350

There, story pairs match or not match at three lev-351

els: attributes, first-order and higher-order relations.352

We focus on the most complex and challenging set-353

ting – stories matching only in first-order relations.354

We leave other dimensions for future work.355

Formulation. Let B and T be two analogous para-356

graphs. The intuition is to create distractor T ′ that357

keeps first-order relations of T (Figure 2, right) but358

changes the higher-order relations – i.e., relations359

between first-order relations, such as cause and ef-360

fect, or temporal dependencies between events. To361

3 We estimate two ProPara paragraphs on different subjects
are analogous in ∼1%, based on Sultan and Shahaf (2022).

create T ′, we find two dependent events in T such 362

that one must precede the other, and switch their 363

order. See Figure 3 for an example, generated by 364

our method: the relations are the same, but the sub- 365

marines interpret the echo before emitting sounds 366

returning as echos. See Appendix A.5 for details. 367

Generation. We use GPT-4 to automatically gen- 368

erate distractors with two separate prompts: (1) 369

finding and replacing two dependent events, and 370

(2) writing a coherent T ′. For the first task, we 371

use one-shot. We ask GPT-4 to output a list of the 372

events in T according to their order in time, and 373

then replace two dependent events, along with an 374

explanation. For the second task, we use few-shot. 375

The input is an order of events and the output is a 376

coherent paragraph. See details in Appendix A.5. 377

Evaluation. We now evaluate the generated dis- 378

tractors. A correct distractor should switch two 379

dependent events, with a paragraph that is coherent 380

and consistent with the new order. We begin with 381

a sanity check of 10 distractors, involving three 382

members from our team. The members reach a full 383

consensus on the 10 samples. After reaching cali- 384

bration, two team members proceeded to label 100 385

more distractors (50 each). The annotators found 386

that 10 paragraphs could not have been made into 387

good distractors (as they contain no dependencies). 388

Out of the rest, 89% of the generated distractors 389

were correct. For the wrong ones, in 5 samples the 390

generated paragraph was not coherent, and in 5 the 391

choice of events to replace was wrong. 392

We deduce the distractor generation is effective, 393

and create distractors for both gold and silver sets. 394

4 Dataset Analysis 395

Our gold-set contains 310 positives (analogies), 396

each with one corresponding simple (random) dis- 397

tractor and one challenging distractor. Our silver- 398

set contains 403 positives, again with correspond- 399

ing distractors. We note this is a proof-of-concept, 400
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and it is possible to construct larger sets if desired.401

Gold-set analysis. We first computed the distri-402

bution of close and far analogies (based on major-403

ity vote). When all three annotators voted posi-404

tive, 40% were far analogies. When at least one405

voted positive, the number increased to 47%. We406

conclude that our dataset is relatively balanced be-407

tween close/far analogies. Not surprisingly, dis-408

agreements are more common for far analogies.409

Table 1 shows different issues raised with the410

candidates. The most common is “dissimilar re-411

lations”, indicating that GPT-3.5 has difficulties412

generating the relations. We note it is also quite413

easy for annotators to detect. “Other” was chosen414

in approximately a quarter of the cases. An ex-415

ample reason provided is inconsistent mapping of416

entities. See Appendix A.6 for more reasons.417

A Note on Scalability. The silver-set is generated418

automatically at scale. Our major annotation effort419

was to create the gold-set. For future users of the420

pipeline, we recommend the automatic route, with421

short annotation rounds for quality assessment.422

A Note on Additional Data Released. Through423

the different stages of the pipeline, we collect infor-424

mation about candidates that does not make it into425

our gold or silver sets. We believe that this informa-426

tion might be beneficial for further research in this427

area. For example, differences in judgments might428

be interesting. In addition, our human annotators429

give structured feedback (see Section 3.2). If the430

annotators identified an issue with the generated431

relations, for example, it could still be the case that432

the paragraphs themselves are analogous (which is433

the reason we do not use them as negatives). Thus,434

we decide to make this data available to the com-435

munity. We believe it opens up interesting avenues,436

from creating new types of distractors to teaching437

models how to automatically fix flawed analogies.438

5 Evaluating Humans and LLMs439

We use the data to develop the ProPara-Logy bench-440

mark of analogy recognition. We propose binary441

classification and multiple-choice tasks. We eval-442

uate the performance of both humans and state-443

of-the-art models, experimenting in zero-shot and444

supervised settings. Our research questions are:445

RQ1: How well can humans and models recog-446

nize analogies? RQ2: Is the silver-set useful for447

training models and improving their performance?448

RQ3: Can the distractors fool humans and models?449

Votes Size Drel Minfo Cyclic Other

= 0 443 93% 16% 21% 22%
≤ 1 540 85% 23% 19% 27%
≤ 2 648 73% 28% 17% 29%

Table 1: Distribution of issues raised, by #positive an-
notations: dissimilar relations (Drel), misinformation
(Minfo), cyclic vs. non-cyclic (Cyclic), and other. Anno-
tators could choose more than one (hence sum >100%).
Most of the issues are with (LLM-generated) relations.

5.1 Tasks 450

We propose two tasks. Binary classification offers 451

a simple and clean formulation; multiple-choice is 452

more similar to standardized test questions, adding 453

an aspect of ranking (among choices). 454

Binary classification. Given a pair of paragraphs 455

base B and target T , each describing a scientific 456

process in natural language, the task is to decide 457

whether the processes are analogous. The target 458

paragraph could either be: (1) Analogy (positives), 459

(2) Random ProPara paragraphs with a different 460

subject than B (simple negatives, see footnote 3) or 461

(3) Distractor paragraphs generated for T (chal- 462

lenging negatives, see Section 3.5). In the bench- 463

mark, we balance the samples such that 50% of 464

target paragraphs are analogies, 25% are simple 465

negatives and 25% are distractors. 466

Multiple-choice. Given a base paragraph B, along 467

with four candidate paragraphs, the task is to iden- 468

tify the paragraph that is most analogous to B. We 469

use two different setups. (1) Basic: candidates are 470

one analogous paragraph and 3 random paragraphs. 471

(2) Advanced: In this setup, we increase the diffi- 472

culty by including the distractor corresponding to 473

the correct answer. However, this results in always 474

having two extremely similar candidates (the analo- 475

gous paragraph and its distractor), and both trained 476

models and humans might realize that the correct 477

answer always lies between them. To overcome 478

this issue, we generate distractors both for the cor- 479

rect answer and for the random paragraph, and use 480

them as our four candidates. This way, candidates 481

include two pairs of similar paragraphs. 482

5.2 Baselines 483

We evaluate both state-of-the-art LLMs and hu- 484

mans in zero-shot and supervised settings. 485

Models. We tested ChatGPT4, GPT-4 (OpenAI, 486

4https://chat.openai.com/chat
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Binary classification Multiple-choice

Settings Method Positive Negative Overall Basic Advanced
Analogy Random Distractor

Zero-shot

Random Guess 50 50 50 50 25 25

GPT4 95.2 92.9 34.8 79.5 95.5 83.2
ChatGPT 53.5 96.8 69.0 68.2 74.2 59

FlanT5-XXL 28.1 100 88.4 61.1 87.4 75.2
FlanT5-XL 25.1 100 88.4 59.7 68.4 55.5

FlanT5-small 0 97.4 100 49.3 32.9 32.9

Humans (majority vote) 58 100 100 79 – –

Supervised

GPT4 86.5 98.1 40.7 78 – –
FlanT5-small (fine-tune) 87.1 96.1 27.1 74.4 – –

Humans (majority vote) 95 100 80 92.5 100 96

Table 2: The accuracy (%) of LLMs and humans in zero-shot and supervised settings, on the tasks of binary
classification and multiple-choice, evaluated on the gold-set. Humans achieve better performance than models
(∼13% gap) after some light supervision; out of the models, GPT4 achieves the best results (RQ1). The training of
FlanT5-small on the silver-set significantly improved its performance (RQ2). Distractors reduce performance in
both humans and LLMs.This decline is statistically significant for the models, but not for humans (RQ3).

2023), FlanT5-small, FlanT5-XL, and FlanT5-487

XXL (Chung et al., 2022), all with their official488

implementations and default parameters.489

We start experimenting in a zero-shot setting.490

Note that while GPT4 is used in the pipeline (§3.3),491

its parameters have not been updated5. In the bi-492

nary task, we use 620 instances (310 analogies,493

155 distractors and 155 random) from our gold-set.494

In the multiple-choice we use the 310 analogous495

paragraphs as one of the candidates, adding three496

random paragraphs (basic setup), or a distractor, a497

random paragraph and a distractor generated for it498

(advanced setup). See prompts in Appendix A.7.499

In the supervised setting we try to improve the500

performance of models in the binary task. We first501

test the best model from zero-shot (GPT4), by in-502

cluding few-shot examples. We experimented with503

several prompts, based on successes and failures.504

Overall accuracy remains stable, and we chose a505

prompt with five mistakes (3 distractors, 1 analogy,506

1 random, Appendix A.7). The rationale was to507

include more examples of common mistakes.508

Our task poses significant NLP challenges. Re-509

cent work by Sultan and Shahaf (2022) sug-510

gests that more traditional models such as SBERT511

(Reimers and Gurevych, 2019) could only identify512

very close analogies with similar entities. Thus, we513

decided to focus on recent state-of-the-art LLMs.514

We included only the top performers in the analysis515

below. See more results in Appendix A.7.516

Humans. In addition to the evaluation of LLMs,517

5https://platform.openai.com/docs/models/gpt-3

we are also interested in assessing the performance 518

of humans on both tasks. We employ new AMT 519

workers, who had not participated in creating the 520

dataset. In both tasks, every instance is evaluated 521

by 3 annotators. We publish the majority vote accu- 522

racy, and agreement as the % of perfect agreement. 523

See Appendix A.7 for task instructions. 524

On the binary task, we run the experiment in two 525

stages, mimicking the zero-shot and supervised 526

settings of the models. In the zero-shot setting, 527

we show the crowdworkers 100 randomly sampled 528

instances from the gold-set, including 50 positives 529

(equally divided into close and far analogies), 25 530

simple negatives and 25 challenging distractors. 531

For the supervised stage, we show workers ex- 532

amples based on their errors. Then, we use another 533

set of samples (with different base paragraphs) with 534

10 close analogies, 10 far analogies, 10 simple neg- 535

atives, and 10 distractors. For the multiple-choice 536

task, we show 25 instances for the basic setup, and 537

another 50 for the advanced setup (using different 538

base paragraphs). See Appendix A.7 for the tasks. 539

5.3 Results 540

Our results are summarized in Table 2. 541

RQ1: What is the performance of humans and 542

models? In the binary task in zero-shot, GPT4 543

achieves the highest accuracy of 79.5%, succeeding 544

on analogies and simple negatives but struggling 545

with distractors. ChatGPT follows with accuracy 546

of 68.2%. Not surprisingly, we can also see that 547

Flan models get better as they grow bigger. 548
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Humans achieve 79% accuracy (σ =0.04),549

nearly matching the best model. Interestingly, hu-550

mans achieved perfect accuracy on simple nega-551

tives and distractors, but were too strict and ruled552

out many correct analogies. Agreement was 70%553

(random chance 25%). Initially, we expected hu-554

mans to outperform models. Thus, we set out to555

explore whether adding supervision helps. For the556

supervised settings, we used the best model (GPT4)557

with few-shot examples of its mistakes. Similarly,558

we showed the crowdworkers their mistakes. We559

found that humans were able to improve signif-560

icantly, achieving an overall accuracy of 92.5%561

(σ =0.014) and agreement of 80%. We conclude562

the task is complex, but possible to explain. On the563

other hand, GPT4’s performance is similar, even564

testing numerous prompt variations (Section 5.2).565

We note that this task is harder than the annota-566

tion task of Section 3.2. Here, annotators only see567

the paragraphs (not the similar relations, subjects,568

or domains). Additionally, they have to decide569

whether the paragraphs are analogous, as opposed570

to going over a structured list of potential issues.571

In the multiple-choice task, the best model is572

again GPT4, achieving accuracy of 95.5% (basic573

setup) and 83.2% (advanced setup). Interestingly,574

FlanT5-XXL achieved higher accuracy than Chat-575

GPT in both setups, even though ChatGPT had a576

higher overall accuracy in the binary task.577

For the multiple-choice task, we employed the578

same annotators from the binary task after they579

received supervision (thus, in the table they are580

considered supervised). In the basic setup, humans581

(majority vote) achieve a perfect accuracy of 100%582

(σ =0.04), and agreement of 88%. In the advanced583

setup, an accuracy of 96% (σ =0.04), and agree-584

ment of 66% (chance agreement is 6.25%).585

To conclude, humans achieve better performance586

than models (∼13% gap) after light supervision;587

out of the models, GPT4 achieves the best results.588

RQ2: Is the silver-set useful for training models?589

We employ FlanT5-small, which is a small model590

of only 80M parameters, fine-tune it on the silver-591

set (which was automatically generated) for the592

binary classification task, and test it on the gold-593

set. We choose FlanT5-small to test whether high594

accuracy can be achieved even with a small model.595

We use the same prompt from the zero-shot setting.596

See Appendix A.7 for details about training.597

FlanT5-small’s accuracy improved from 49.3%598

to 74.4% after fine-tuning, surpassing even the599

largest Flan model (FlanT5-XXL), in zero-shot (see600

Table 2). This result is statistically significant with 601

a p-value of 1.3e-06 in the McNemar test, at the 602

0.05 level with Bonferroni correction. 603

RQ3: Are the distractors effective? In the binary 604

classification task, we can see that both humans 605

and LLMs (except FlanT5-small, which almost al- 606

ways predicted “not analogy”) achieve nearly per- 607

fect accuracy on the simple negatives, but lower 608

accuracy on the challenging distractors. In the 609

multiple-choice task, we can see a drop in perfor- 610

mance for both LLMs (except FlanT5-small) and 611

humans when transitioning from basic setup (no 612

distractors) to advanced (with distractors). We use 613

the McNemar test to assess statistical significance, 614

reaching p-values of 7e-08 for GPT4, 6.3e-06 for 615

ChatGPT, 1.5e-05 for FlanT5-XXL, and 0.0009 616

for FlanT5-XL (all statistically significant at the 617

0.05 level after Bonferroni correction). The drop 618

in accuracy for humans was not significant. 619

Next, we compute the percentage of errors re- 620

sulting from incorrectly choosing the distractor: In 621

humans it is 100%, for GPT4 92.3%, ChatGPT 622

66.9%, FlanT5-XXL 62.3%, FlanT5-XL 25.4%, 623

and FlanT5-small 40.5%. Thus, LLM mistakes 624

mainly stem from selecting the distractor. In the 625

case of humans, the absolute number of mistakes is 626

quite small, so we cannot draw a firm conclusion. 627

6 Conclusions 628

Analogy-making is crucial for AI to generalize 629

and adapt to unfamiliar contexts. We designed a 630

pipeline, ParallelPARC, leveraging LLMs to gener- 631

ate complex analogies and distractors. We demon- 632

strated our pipeline by creating ProPara-Logy, a 633

dataset of analogies between scientific processes. 634

ProPara-Logy is orders of magnitude larger than 635

previous datasets of full paragraphs, and could eas- 636

ily be expanded via the pipeline. 637

Our experiments show humans outperform mod- 638

els after light supervision, and that even the best 639

models are more sensitive to distractors than hu- 640

mans. We also show that automatically generated 641

data is useful for training and improving models. 642

Our pipeline is easy to adapt to new domains, 643

requiring only small prompt changes. We hope 644

researchers will use it in domains where analogies 645

have shown promise, such as education (Duit, 1991; 646

Clement, 1993) and computer-assisted creativity 647

(Moreno et al., 2014; Hope et al., 2017). We hope 648

this work will spur more NLP work on analogies, 649

including novel tasks and benchmarks. 650
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Ethical Considerations651

Misuse of analogies. Research has revealed that652

people often find it difficult to discern nuances or653

limitations in presented analogies (Holyoak and654

Thagard, 1996). For example, in Swain (2000) an655

analogy is used to explain medical students the656

intricacies of the cardiovascular system by likening657

it to a city water supply. However, this analogy658

might also confuse them, as it fails to acknowledge659

crucial distinctions between water and blood, such660

as the existence of blood clots. Thus, one might661

wish to alert people who read analogies generated662

by our pipeline to this possibility, as well as the663

possibility of LLM hallucinations.664

Crowdsourcing. Human annotations and eval-665

uations were carried out through crowdsourcing666

(Amazon Mechanical Turk platform). The workers667

are native English speakers from the US. Workers668

were compensated at a rate of $15 per hour (higher669

than the minimum wage in their states). We set the670

price per HIT by calculating the average comple-671

tion time for sample HITs.672

Dataset. We used the ProPara dataset of para-673

graphs describing scientific processes in En-674

glish, taking 390 titles from its training set (al-675

lenai.org/data/propara)6 and generated the ProPara-676

Logy dataset. We removed all content in the677

ProPara-Logy that might contain information about678

the annotators, such as worker IDs. Note that our679

generated dataset focus is on the scientific domain,680

limiting cultural or situational biases.681

Computation. Zero-shot experiments require682

about an hour to run both tasks on an NVIDIA683

A100 GPU, with the majority of the time spent on684

interactions with the GPT model’s API. These ex-685

periments are conducted using Google Colab Pro+686

on the Ubuntu version of Linux. Fine-tuning ex-687

periments, involving both training and inference688

of FlanT5-small, take less than 15 minutes on an689

NVIDIA RTX 6000 GPU. These experiments are690

run from the university cluster, operating on Debian691

GNU/Linux.692

Limitations693

Relying on closed models (e.g., OpenAI models).694

In closed models, the architecture, training data,695

and training methodologies are not available; fur-696

thermore, these models belong to a company and697

6https://github.com/allenai/propara (Apache-2.0 license,
no explicit intended use)

thus might be shut down or deprecated in the fu- 698

ture. Nevertheless, these models are considered 699

to be state-of-the-art, are widely in use and have 700

gained significant attention from both experts and 701

non-experts. Thus, we believe it is valuable to use 702

them in this work, acknowledging their limitations. 703

Sensitivity to prompts. It is known that LLMs 704

are sometimes sensitive to small changes to the 705

prompts. 706

Domains. In this work we focused on generated 707

data for scientific processes across several (specific) 708

domains. The results in other domains are yet to 709

be explored. 710

Language. Our benchmark contains solely English 711

texts. The results may differ in other languages. 712
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A Appendix 946

A.1 Reproducibility 947

A.1.1 Models 948

The models we used for evaluation are detailed in 949

Section 5.2. Regarding the zero-shot experiments: 950

after loading the models, it takes approximately 951

one hour to run the models on both tasks on an 952

NVIDIA A100 GPU. The majority of this duration 953

is attributed to interactions with the GPT model’s 954

API. We run it using Google Colab Pro+ (the oper- 955

ating system is the Ubuntu version of Linux). 956

Regarding the fine-tuning experiments: both 957

training and inference of FlanT5-small took less 958

than 15 minutes on NVIDIA RTX 6000 GPU. We 959

run it from the cluster of the university (the op- 960

erating system is: Debian GNU/Linux). Trained 961

models hyper-parameters (and the range of values 962

we tried) are provided in Appendix A.7.2. Full 963

implementation is provided in the attached code. 964

A.1.2 Statistics 965

The details about the pipeline generation are pro- 966

vided in Section 3. Dataset Statistics are provided 967
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in Section 4. A link to a downloadable version of968

the dataset is available in the code. A complete969

description of the annotation process is provided in970

Sections 3.2, and 3.4.971

A.1.3 Code972

The attached code includes the full implementation,973

dependencies, training code, evaluation code, pre-974

trained models, README files, and commands975

necessary to reproduce the results presented in the976

paper.977

A.2 Analogy Candidates Generation978

See Figures 4, and 5 for our solution using the979

two prompts. See Figure 6 for an example of what980

happens when we used one prompt for the whole981

task.982

A.2.1 Model’s parameters983

For generating the analogy candidates, we use GPT-984

3.5 (text-davinci-003) (Brown et al., 2020) with985

temperature=0.7, max_tokens=1000, and top_p=1.986

987

A.3 Automatic Filtering and Labeling988

See Figure 7 for the prompt given to the auto-989

labeling model.990

A.3.1 Model’s parameters991

For our auto-labeling model, we used GPT-4 (Ope-992

nAI, 2023) with the following parameters: temper-993

ature=0.5, max_tokens=4000, top_p=0.994

A.4 Human Annotation995

In this section we will give more details about the996

reasons for further inspection, and the annotation997

process.998

A.4.1 Reasons for further inspection999

Here is the list of some popular reasons we found:1000

• Dissimilar relations – when at least one line1001

of relations consists of dissimilar relations.1002

For example: (precipitation, falls, on the1003

ground) like (rotor, rotates, generator) con-1004

tains a pair of relations with dissimilar mean-1005

ing for the verbs “falls” and “rotates”.1006

• Misinformation – when one of the para-1007

graphs (or the relations) contain misinforma-1008

tion. For example, one paragraph mentions1009

“rain droplets rise to the atmosphere” instead1010

of “falls to the ground”.1011

• Cyclic vs. non-cyclic process – when one 1012

paragraph describes a cyclic process and the 1013

other not (e.g, one paragraph about the water 1014

cycle process which is cyclic, and another on 1015

human digestive system, which is not cyclic). 1016

• Other – any other reason. 1017

A.4.2 The annotation process 1018

Human annotation task We start by giving the 1019

workers the instructions for the task, which in- 1020

clude a background on analogies, explanation about 1021

the task and the labels. See Figure 9, and Figure 10 1022

for the instruction screens given to the workers in 1023

the Amazon Mechanical Turk platform. In addition 1024

to the instructions, we supplied 5 full examples 1025

(close analogy, far analogy, and 3 candidates for 1026

further inspection with different reasons). See Fig- 1027

ures 11, 12, 13, 14 and 15 for the five examples. 1028

After the workers read the instructions for the task, 1029

they performed a qualification exam consists of 1030

10 samples (equally divided between analogies and 1031

rejected samples). 7 out of 12 workers passed our 1032

performance bar – at least 8 out of 10 correct an- 1033

swers. Then, the workers start to annotate analogy 1034

candidates. The first phase is initial annotation, 1035

where our 7 highly-qualified workers labeled 130 1036

samples from the analogy candidates. We chose 1037

30 random samples with their label of how many 1038

workers vote for analogy (between 0 and 3) to feed 1039

as in-context few-shot samples to the GPT-4 auto- 1040

labeling model. 1041

Human validation The next phase is the vali- 1042

dation, in which we run our GPT-4 auto-labeling 1043

model in batches from the analogy candidates, and 1044

give the highly-qualified workers to label only sam- 1045

ples where the model predicts full agreement. In 1046

this way, we filter the most probable analogies and 1047

candidates for further inspection. 1048

Workers consent We obtained worker consent 1049

for all workers participating in the task. Workers 1050

have been told about the objective of the work, 1051

and how their annotations will be used. They have 1052

also been told they were annotating data generated 1053

by AI. Data collection has been approved by the 1054

Hebrew University board of ethics. 1055

A.5 Distractors Generation 1056

See Figures 16 and 17 for the two prompts to gen- 1057

erate distractors. 1058
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A.5.1 Distractors formulation1059

Here is the formulation of our distractors. Let x and1060

y be two events in T which describes an analogous1061

process to B, which is a paragraph from the ProPara1062

dataset, in the form of procedural text. An event1063

in paragraph is usually described in 1–2 sentences.1064

Let tx and ty be the timestamps of events x and1065

y in T , such that tx < ty, and x must happen1066

before y, in other words x is a prerequisite of y,1067

or y is dependent on x which has to be presented1068

before y. Our aim is to create a coherent paragraph1069

T ′ such that y will be presented before x in the1070

sequence of events. This distractor paragraph will1071

include similar first-order relations, but dissimilar1072

higher-order relations, which result in different1073

cause-and-effect-relationships and possibly make1074

T ′ illogical.1075

A.5.2 Model’s parameters1076

We use GPT-4 with temperature=1.0 (for the one-1077

shot prompt of creating new events order) and tem-1078

perature=0.00001 (for the second few-shot prompt1079

of creating the distractor paragraph). We used the1080

other default parameters for both prompts.1081

A.6 Dataset Analysis1082

Here are the popular issues that annotators found1083

as “Other”.1084

• Inconsistent mapping: when the mapping1085

that can be inferred by the supplied relations1086

is inconsistent, which means one entity in the1087

base is mapped to more than one entity in the1088

target1089

• Incorrect structure of relation: the correct1090

format for relations is: (entity1, verb, entity2),1091

but some generated candidates had a wrong1092

format (e.g, (verb, verb, entity)).1093

• Relations and paragraphs misalignment1094

A.7 Evaluating Humans and LLMs1095

See Figures 18 and 19 for the display screens to the1096

crowdworkers in Amazon Mechanical Turk for the1097

binary classification task and the multiple-choice1098

task. See Figures 20 and 21 for the prompts given1099

to both humans and models in the zero shot setting1100

for both tasks. See Figure 22 for the prompt given1101

to GPT4 in the supervised setting. This prompt1102

includes five mistakes as few-shot examples from1103

the zero-shot experiment.1104

A.7.1 Methods 1105

In the evaluation of both the binary classification 1106

and multiple-choice tasks, we employ several state- 1107

of-the-art LLMs, including GPT-3.5 (Brown et al., 1108

2020), GPT-4 (OpenAI, 2023), FlanT5-XL (3B pa- 1109

rameters), and FlanT5-XXL (Chung et al., 2022) 1110

(11B parameters). Other models we also consid- 1111

ered, but we did not include are: Falcon, Flacon- 1112

instruct (Penedo et al., 2023), and Alpaca (Taori 1113

et al., 2023) with their 7B version, and Vicuna (Chi- 1114

ang et al., 2023), LLAMA, and LLAMA2 with 7B 1115

and 13B versions (Touvron et al., 2023a,b). We 1116

did not include the results of these models, since 1117

they failed to understand the task (chose the same 1118

candidate in the multiple-choice task or outputted 1119

an empty string). 1120

A.7.2 FlanT5-small Fine-tune Parameters 1121

We use the default AdamW (Loshchilov and Hut- 1122

ter, 2017) optimizer, a learning rate of 1e-5 (other 1123

learning rate values we tried are 1e-3), batch size 1124

of 16 (we tried a different batch sizes including 1125

4, 8, and 32), and train for 7 epochs (we tried a 1126

different number of epochs in the range of 1 to 20). 1127

The metric is “overall accuracy” (remains relatively 1128

stable). 1129
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Finding analogous target subject and relations Prompt
Your task is to find an analogy between BASE and TARGET.
Here are the instructions for the format of relations you should provide in SIMILAR_RELATIONS.
Every similar relation should be in the following format: (ENTITY1_BASE, VERB_BASE, EN-
TITY2_BASE)
like (ENTITY1_TARGET, VERB_TARGET, ENTITY2_TARGET).
ENTITY1_BASE and ENTITY2_BASE must be noun phrases from BASE.
ENTITY1_TARGET and ENTITY2_TARGET must be noun phrases from TARGET.
VERB_BASE and VERB_TARGET must be verbs with the same meanings.
Inputs: BASE, TARGET_DOMAIN
Outputs: TARGET, TARGET_FIELD, SIMILAR_RELATIONS

Inputs:
BASE: How does the electrical circuit works?
TARGET_DOMAIN: One of the fields of Engineering
Outputs:
TARGET: How does a mechanical system of water pump works?
TARGET_FIELD: Mechanical Engineering
SIMILAR_RELATIONS:
(battery, generates, electrical voltage) like (pump, generates, pressure)
(electrons, move through, copper wire) like (water, move through, pipe)
(resistor, decrease, voltage rate) like (valve, decrease, flow rate)

Figure 4: A one-shot prompt for finding a target analogous subject and generating the similar relations between
base and target.

Writing a target paragraph Prompt
Your task is to write a paragraph given SUBJECT and RELATIONS.
PARAGRAPH has to include RELATIONS in the text.
Inputs: SUBJECT, RELATIONS
Outputs: PARAGRAPH

Inputs:
SUBJECT: How does the electrical circuit work?
RELATIONS:
(battery, generates, electrical voltage)
(electrons, move through, copper wire)
(resistor, decrease, voltage rate)
Outputs:
PARAGRAPH:
The battery generates electrical voltage.
This voltage creates a potential difference that causes electrons to flow through the circuit.
The electrical voltage causes electrons to move through the copper wire.
The electrons pass through the resistor.
The resistor presents a higher resistance to the flow of electrons,
which causes a decrease in the voltage of the circuit.

Figure 5: A one-shot prompt for writing a target paragraph given the subject and the relations in target.
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B: How is sediment transported across the Earth?
Sediment settles in a place due to gravity.
The sediment breaks down into small particles.
Wind or water picks up the sediment.
The sediment travels along the same route as the wind or water.
The sediment is deposited at new locations by the wind or
water.
The sediment is picked up again by new wind or water.
The sediment travels further.
The sediment is deposited again in a new place.

T : How is money transported across the economy?
Money flows through the economy.
Money settles in different places.
Money breaks down into smaller denominations.
Investment or spending causes money to move.
Money is deposited into new accounts.
The money is picked up again by new investment or
spending.
Money travels through the economy.
Money is deposited again in a new place.

Figure 6: An example of an analogous target paragraph (T ) of “How is money transported across the economy” to
a base paragraph (B) which is about “How is sediment transported across the Earth?”, using one prompt for the
whole task of both finding the analogous target subject and writing the paragraph, generated by GPT-3.5. As we
can see, using one-prompt lead to paragraphs which are mostly identical other than the nouns (“The sediment is
deposited again in a new place”/“Money is deposited again in a new place”), and to artificially sounding sentences
(e.g, “Money travels through the economy”).

Analogies candidates Auto-labeling Prompt
Your task is to rate how analogous are paragraph pairs from 0 (non-analogous) to 3 (very analogous)
based on whether they describe similar underlying processes or mechanisms.

SOURCE-SUBJECT: How do floods happen?
SOURCE-PARAGRAPH: Floods happen when there is excessive rainfall which increases the water
levels in rivers and streams. When the water levels get too high, the rivers and streams will overflow their
banks. Additionally, heavy rainfall can also cause groundwater to rise above ground. This can lead to
flooding as well.
TARGET-SUBJECT: How does a social movement develop?
TARGET-PARAGRAPH: A social movement begins with the spread of ideas among people. As more
individuals learn about the movement and join it, support for the cause grows. This support often includes
donations, participation in protests, and other forms of support, which helps to further the cause of the
social movement.
RELATIONS: (rainfall, increases, water levels) like (ideas, spread, among people).
(rivers, overflow, banks) like (individuals, join, the movement).
(groundwater, rises, above ground) like (support, grows, for the cause)
LABEL: 0

Figure 7: The beginning of the prompt we used for analogous paragraph’s candidate auto-labeling, where no
annotator classified the example as an analogy. This is one example out of 30 few-shot.

Source domain:       Relations:                         Target domain:
Natural Sciences    (seeds, planted, soil) like (chromosomes, replicates, nucleus)         Biomedical and Health Sciences
Source subject:    (fertilizer, provides, nutrients) like (nutrients, provide, energy)         Target subject:
How do you grow vegetables?    (sunlight, stimulates, photosynthesis) like (oxygen, stimulate, respiration)   How do cells divide and reproduce?

      Source paragraph:                        Target paragraph:
         

            
Cells divide and reproduce when chromosomes are replicated in the 
nucleus. To do this, the cell needs energy, which is provided by nutrients. 
Additionally, oxygen stimulates cellular respiration, which helps to ensure 
that sufficient energy is available for the cell to divide and reproduce.

Growing vegetables begins with planting seeds in the soil.         
Fertilizer is then added to the soil to provide essential nutrients for the plants to 
grow. Finally, sunlight is important for stimulating photosynthesis in the plants, 
which is necessary for them to produce their own food.

Figure 8: The display screen of the annotators in Amazon Mechanical Turk. The worker has to choose one of close
analogy or far analogy in the case of analogy, or the reasons for possible issues in the generation. If the worker
chooses not analogy - other, filling the text box with the other reason is mandatory. Note that this example is not
analogy (in the current form), hence it should be postponed for further inspection. The issues raised are: dissimilar
relations (“planted” vs. “replicated”) and cyclic/non-cyclic (the target paragraph is a cyclic process, while the source
paragraph is not)
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Figure 9: The instructions screen of the annotators in Amazon Mechanical Turk. It includes a background on
analogies, and explanation about the task.
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Figure 10: The detailed instructions screen of the annotators in Amazon Mechanical Turk. It includes the reasons
why a sample is currently not analogous (in its current form), hence is given for further inspection, as well as the
types of analogy.

Figure 11: An example for a sample from the analogy candidates given to the workers in the phase of instructions.
This example is labeled as a far analogy.
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Figure 12: An example for a sample from the analogy candidates given to the workers in the phase of instructions.
This example is labeled as a close analogy.

Figure 13: An example for a sample from the analogy candidates given to the workers in the phase of instructions.
This example is labeled with the reason of dissimilar relations.
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Figure 14: An example for a sample from the analogy candidates given to the workers in the phase of instructions.
This example is labeled with the reason of misinformation.

Figure 15: An example for a sample from the analogy candidates given to the workers in the phase of instructions.
This example is labeled with the reason of cyclic vs. non-cyclic process.
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Events new order Prompt
Your task is given an INPUT_PARAGRAPH, create a list of events in the paragraph
INPUT_PARAGRAPH_ORDER according to their order in time. Then, find two events where the first
event must happen before the second event (a prerequisite).
Then, replace these events and create NEW_PARAGRAPH_ORDER which are the events in the new
order after the replacement, so the NEW_PARAGRAPH_ORDER is illogical.
You also need to write an EXPLANATION why NEW_PARAGRAPH_ORDER is illogical.
Inputs: INPUT_PARAGRAPH
Outputs: INPUT_PARAGRAPH_ORDER, NEW_PARAGRAPH_ORDER, EXPLANATION

Inputs:
INPUT_PARAGRAPH:
When you get a cut on your hand, the first step is to clean the wound with antiseptic.
This is to help prevent infection. Then, a bandage is applied to cover the injury and protect it from further
harm.
As time passes, the healing process begins, in which the incision is gradually closed up.

Outputs:
INPUT_PARAGRAPH_ORDER:
[1]: A cut occurs on your hand.
[2]: The wound is cleaned with antiseptic to help prevent infection.
[3]: A bandage is applied to cover the injury and protect it from further harm.
[4]: The healing process begins and the incision is gradually closed up.

NEW_PARAGRAPH_ORDER:
[1]: A cut occurs on your hand.
[2]: A bandage is applied to cover the injury and protect it from further harm.
[3]: The wound is cleaned with antiseptic to help prevent infection.
[4]: The healing process begins and the incision is gradually closed up.

EXPLANATION:
By looking at INPUT_PARAGRAPH_ORDER, I found that "[2]: The wound is cleaned with antiseptic to
help prevent infection."
must happen before "[3]: A bandage is applied to cover the injury and protect it from further harm."
because the wound should be cleaned first before a bandage can be applied.
After a bandage is applied and cover the wound, the wound cannot be cleaned, since the bandage cover
the wound, and we have no access to the wound, so it’s illogical.

Figure 16: A one-shot prompt for generating the events order in the paragraph, as well as new events order after
replacing two dependent events, along with explanation of choosing the specific events.
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Writing a coherent paragraph Prompt
Your task is to concatenate the EVENTS_ORDER according to the temporal order in EVENTS_ORDER
which is wrong, to create illogical paragraph.
Inputs: EVENTS_ORDER
Outputs: OUTPUT_PARAGRAPH

Inputs:
EVENTS_ORDER:
[1]: A cut occurs on your hand.
[2]: A bandage is applied to cover the injury and protect it from further harm.
[3]: The wound is cleaned with antiseptic to help prevent infection.
[4]: The healing process begins and the incision is gradually closed up.

Outputs:
OUTPUT_PARAGRAPH:
When you get a cut on your hand, [2] the first step is to apply a bandage to cover the injury and protect it
from further harm. [3] After a bandage is applied, the next step is to clean the wound with antiseptic to
help prevent infection. [4] As time passes, the healing process begins, in which the incision is gradually
closed up.

Figure 17: The beginning of a few-shot prompt for writing a new coherent paragraph according to the new events
order after replacement of two dependent events. We show here the first out of five-shot examples in the prompt.

Figure 18: The screen for the crowdworkers in AMT for the binary classification task.
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Figure 19: The screen for the crowdworkers in AMT for the multiple-choice task. The annotator can press the
button (right) and scroll to different target paragraphs (four in total).

Binary Classification Task Prompt
In this task, you’ll be given two paragraphs that describe scientific processes. Your goal is to decide
whether the processes are analogous. Analogy is a mapping in which the objects of one process are
structurally aligned with the objects of another. It is based on similarity of the relationships between the
objects and the roles they play throughout the process, and not on the similarity between object attributes.
For example, there is an analogy between a paragraph about "How does an electrical circuit work?", and a
paragraph about "How does a mechanical water pump work?". In this analogy, electrons are mapped to
water: both start at some state (low voltage/low pressure), then move through something (wire/pipe), and
change their state (high voltage/high pressure) because of another object (battery/pump). Similar first
order relations between the domains include: (battery, creates, electrical voltage) like (pump, generates,
pressure) (electrons, move through, copper wire) like (water, flows through, pipe). On the other hand, if
for example the second paragraph about the pump is describing that: first the water flows inside the pipe,
and following this the pump creates pressure, it changes the cause and effect relationship (higher order
relation) to be different from the first paragraph about the electrical circuit, and in this case, the processes
are not analogous.
Answer "1" if the two paragraphs describe analogous processes, and "0" if not.

Figure 20: The prompt given for both humans and LLMs in the binary classification task
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Multiple Choice Task Prompt
In this task, you’ll be given a paragraph detailing a scientific process P, and four candidate paragraphs (C1,
C2, C3, C4). Your goal is to identify the candiate paragraph that is analogous to P. Only one candidate
paragraph is analogous to P. Analogy is a mapping in which the objects of one process are structurally
aligned with the objects of another. It is based on similarity of the relationships between the objects
and the roles they play throughout the process, and not on the similarity between object attributes. For
example, there is an analogy between a paragraph about "How does an electrical circuit work?", and a
paragraph about "How does a mechanical water pump work?". In this analogy, electrons are mapped to
water: both start at some state (low voltage/low pressure), then move through something (wire/pipe), and
change their state (high voltage/high pressure) because of another object (battery/pump). Similar first
order relations between the domains include: (battery, creates, electrical voltage) like (pump, generates,
pressure) (electrons, move through, copper wire) like (water, flows through, pipe). On the other hand, if
for example the second paragraph about the pump is describing that: first the water flows inside the pipe,
and following this the pump creates pressure, it changes the cause and effect relationship (higher order
relation) to be different from the first paragraph about the electrical circuit, and in this case, the processes
are not analogous.
Please write only the name of the candidate in your answer between C1, C2, C3, C4 that you find as
describing an analogous process to the one described in P.

Figure 21: The prompt given for both humans and LLMs in the multiple-choice task
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GPT4 (few-shot) Binary Task Prompt
In this task, you’ll be given two paragraphs that describe scientific processes. Your goal is to decide
whether the processes are analogous. Analogy is a mapping in which the objects of one process are
structurally aligned with the objects of another. It is based on similarity of the relationships between the
objects and the roles they play throughout the process, and not on the similarity between object attributes.
For example, there is an analogy between a paragraph about "How does an electrical circuit work?", and a
paragraph about "How does a mechanical water pump work?". In this analogy, electrons are mapped to
water: both start at some state (low voltage/low pressure), then move through something (wire/pipe), and
change their state (high voltage/high pressure) because of another object (battery/pump). Similar first
order relations between the domains include: (battery, creates, electrical voltage) like (pump, generates,
pressure) (electrons, move through, copper wire) like (water, flows through, pipe). On the other hand, if
for example the second paragraph about the pump is describing that: first the water flows inside the pipe,
and following this the pump creates pressure, it changes the cause and effect relationship (higher order
relation) to be different from the first paragraph about the electrical circuit, and in this case, the processes
are not analogous. Answer "1" if the two paragraphs describe analogous processes, and "0" if not.
Inputs: First Paragraph, Second Paragraph
Outputs: Answer
First Paragraph:
A wind-powered power station generates electricity by using wind turbines that capture kinetic energy
from the wind. This energy is then converted by a generator into electricity, which then flows through
power lines to be used in homes and businesses. The wind turbine captures the kinetic energy of the wind
and converts it into electrical energy by spinning a generator, which then causes electricity to flow through
the power lines.
Second Paragraph:
Solar energy is captured by the solar panels. The electricity generated can then be used to power various
electrical appliances. Afterward, the generator converts solar energy into electricity. Finally, electricity
flows through wires to reach the appliances.
Answer: 0
First Paragraph:
Floods happen when heavy rain saturates the soil, causing water to accumulate in low-lying areas. The
excess water can cause the ground to become unstable, leading to flooding.
Second Paragraph:
A heavy snowfall saturates the mountain slope. This instability then causes the snow to break loose.
After the snow breaks loose, it accumulates on the steep slopes. As the snow accumulates, it becomes
increasingly unstable. Finally, the avalanche is created.
Answer: 0
First Paragraph:
Bats use echolocation to navigate and find food. They emit high frequency sound waves that bounce off
of objects in their environment. The bats then receive the echoes and interpret the information to locate
their prey and navigate their surroundings. The echo provides the bats with information about the shape,
size, and distance of the object.
Second Paragraph:
Submarines interpret the echo to determine the distance and size of the object. After interpreting the echo,
they emit sound waves, which travel through the water and bounce off the objects. These sound waves are
then received back as an echo. Finally, submarines use sonar technology to detect objects in the water.
Answer: 0
First Paragraph:
Floods happen when there is an excessive amount of rainfall in a certain area. The rain causes the ground
to be saturated, leading to flooding. The flood water can damage buildings and crops, as well as cause
disruption to transport and other infrastructure. In addition, rivers can overflow their banks due to the high
levels of water, leading to even further flooding.
Second Paragraph:
The wind causes vibration and can damage structures, so engineers must design bridges to withstand the
forces the wind exerts. The wind can produce a force that pushes the bridge sideways and could cause it to
collapse if not designed properly. Engineers must build bridges in such a way that the wind does not exert
too much force on the bridge, and that the bridge is able to withstand the vibration caused by the wind."
Answer: 1
First Paragraph:
Igneous rocks are formed from molten material. This molten material is known as magma and it solidifies
into rock as it cools. As the magma cools, crystals form within it, creating the igneous rock. The
combination of the cooling of magma and the formation of crystals is what creates igneous rock.
Second Paragraph:
People come together to form a social movement. The organization of people, who have a common goal,
creates a movement. Social movements are formed from collective action, as individuals come together to
fight for a shared cause. By uniting, people can accomplish goals that they cannot achieve on their own.
Answer: 1

Figure 22: The few-shot prompt given to GPT4 on the binary classification task. It includes 5 examples of mistakes
made by GPT4 in the zero-shot experiment. Three on distractors, one on analogy, and one on random.
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