
IMPD-MACD: A Comprehensive Multi-Perspective Cognitive Fusion
Approach for LLM Hallucination Detection

Anonymous ACL submission

Abstract001

In recent years, researchers have observed002
that LLMs frequently generate false content003
(“hallucinations”) with highly confident tones004
when answering questions, a phenomenon that005
severely undermines model reliability. There-006
fore, timely and accurate detection of LLM-007
generated hallucinations is crucial. However,008
existing methods face multiple challenges in009
hallucination detection: (1) Single-agent meth-010
ods lack comprehensive identification of dif-011
ferent types of hallucinations, and some meth-012
ods are difficult to apply to black-box mod-013
els; (2) Multi-agent methods lack clear division014
of labor and deep interaction, and combined015
with inherent biases and overconfidence issues,016
their detection effectiveness is insufficient in017
complex scenarios. In response, we propose018
IMPD-MACD, which enhances agent division019
of labor and collaboration through multiple per-020
spectives and stances, not only significantly im-021
proving detection accuracy but also more com-022
prehensively covering different types of hallu-023
cinations, thereby enhancing LLM reliability024
and practicality in diverse scenarios. Extensive025
experiments demonstrate that our method sig-026
nificantly outperforms the current SOTA (state-027
of-the-art) approaches across multiple metrics.028
The project and its associated dataset will be029
publicly released.1030

1 Introduction031

In recent years, large language models (LLMs),032

such as the GPT series (Brown et al., 2020) and033

LLaMA (Touvron et al., 2023), have achieved034

significant breakthroughs in the field of Natural035

Language Processing (NLP). However, due to the036

constraints arising from the sources and quality037

of the training data, LLMs often produce incor-038

rect answers with high confidence, a phenomenon039

1https://anonymous.4open.science/r/
Semi-Open-HaluQA-and-IMPD-MACD-4883 (Please note
that when you directly copy this address, a space may be
mistakenly added between “-” and “HaluQA”. Remove the
space, and the address should be accessible.)

generally referred to as “hallucination” (Ji et al., 040

2023). Recently, researchers have proposed vari- 041

ous approaches to identifying these hallucinations, 042

including Chain-of-Thought (CoT) (Wei et al., 043

2022), internal activation-based detection (Azaria 044

and Mitchell, 2023), Self-Reflection (Shinn et al., 045

2024), Self-CheckGPT (Manakul et al., 2023), In- 046

terrogateLLM (Yehuda et al., 2024), and multi- 047

agent debate (Du et al., 2023). Although such ef- 048

forts represent noteworthy progress, key challenges 049

remain: (1) The traditional single-agent method, 050

such as internal activation-based methods are not 051

applicable to black-box models like GPT, and Self- 052

Correction or Diversified-Sampling method (Fang 053

et al., 2024; Valmeekam et al., 2023; Huang et al., 054

2023; Stechly et al., 2023) often encounter exces- 055

sive confidence or repetitive biases. (2) In addition, 056

existing single-agent approaches exhibit different 057

strengths and weaknesses when detecting halluci- 058

nations of logic, factual, or context inconsistency. 059

Although multi-agent methods have partially 060

mitigated the aforementioned issues, they have not 061

fully resolved these challenges and furthermore 062

face the following additional limitations: (1) They 063

lack differentiated role assignments and rely on 064

agents that operate in relative isolation, render- 065

ing cross-agent collaboration minimal and con- 066

straining the full realization of multi-perspective 067

advantages (Fang et al., 2024). (2) This limita- 068

tion hinders comprehensive detection of those 069

three categories of hallucinations. (3) More- 070

over, most such methods remain focused on 071

closed-ended question answering, leaving their 072

effectiveness in more complex semi-open ques- 073

tion answering (semi-open Q&A) scenarios (Ap- 074

pendix A) uncertain. 075

Inspired by real-world debates, we propose 076

a novel model, IMPD-MACD (Integrated Multi- 077

Perspective and Diverse Stance Multi-Agent Col- 078

laborative Debate Model). This model achieves 079

comprehensive hallucination detection in complex 080
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scenarios through two key mechanisms: first, by081

assigning distinct perspectives and roles to individ-082

ual agents, and second, by leveraging multi-agent083

synergistic capabilities through multiple rounds of084

interaction. Our experimental results on two semi-085

open Q&A datasets validate the effectiveness of086

this approach. To address the inherent biases and087

overconfidence commonly observed in single-agent088

approaches, we implement a dual enhancement089

strategy: assigning diverse stances to individual090

agents while incorporating a dedicated Information-091

Gathering Agent. This integration of multiple per-092

spectives and external knowledge significantly en-093

hances the model’s objectivity and accuracy, partic-094

ularly in complex hallucination detection scenarios.095

Building upon the HaluEval dataset (Li et al.,096

2023), we manually annotated and released a097

new dataset, Semi-Open-HaluQA, and conducted098

systematic evaluations of IMPD-MACD on both099

datasets. Experimental findings reveal that, com-100

pared with CoT, Self-Reflection,MAD and MADR101

our proposed method achieves 15.5%, 24%, 14%102

and 17% improvements in Accuracy, respectively,103

along with corresponding increases of 0.0789,104

0.1292, 0.123 and 0.115 in F1_Score, while also105

demonstrating robust performance across multi-106

ple other metrics. Furthermore, due to its multi-107

perspective debate mechanism, our method attains108

faster inference speeds relative to the baselines.109

Overall, the principal contributions of this paper110

include:111

(1) This study proposes Semi-Open-HaluQA, a112

semi-open Q&A dataset specifically developed for113

evaluating and detecting hallucinations. (2) We114

propose the IMPD-MACD framework, designed to115

more effectively identify and address erroneous or116

misleading information generated by LLMs. (3)117

Furthermore, we present a multi-perspective inter-118

active debate method integrated with Information-119

Gathering Agent. (4) Experimental evaluations120

conducted on the Semi-Open-HaluQA and HaluE-121

val datasets demonstrate that our framework sig-122

nificantly enhances the accuracy of hallucination123

detection compared to existing methods.124

2 Related Work125

LLMs frequently exhibit factual inaccuracies or126

fabricated content when generating natural lan-127

guage text (Brown et al., 2020; Ji et al., 2023).128

To address this issue, researchers and industry prac-129

titioners have proposed numerous detection and130

mitigation strategies. 131

2.1 Traditional Single-Agent Method 132

Existing single-agent hallucination detection meth- 133

ods can be framed under three layers—data, model, 134

and application (Liu et al., 2024b). Data-layer ap- 135

proaches, such as cleaning training data before- 136

hand, are resource-intensive and inapplicable to 137

pretrained models. At the model layer, Azaria 138

and Mitchell (2023) suggest extracting LLM’s 139

specific activation values to train a hallucinatory- 140

output classifier, but this approach requires access 141

to internal states—unsuitable for black-box mod- 142

els like GPT. The application layer often lever- 143

ages the LLM itself (Fang et al., 2024); self- 144

correction techniques, including Chain-of-Thought 145

(Wei et al., 2022) and Self-Reflection (Shinn et al., 146

2024), promote transparent reasoning yet offer 147

limited sensitivity to factual or contextual inac- 148

curacies. Diversified sampling methods, such as 149

Self-CheckGPT (Manakul et al., 2023) and Interro- 150

gateLLM (Yehuda et al., 2024), respectively com- 151

pare multiple candidate answers or examine recon- 152

structed queries for reliability but may fail to cap- 153

ture all types hallucinations in semi-open Q&A 154

tasks. To address multi-category detection, Hu 155

et al. (2024) adopt a diversified-sampling-based 156

approach that still relies on human intervention or 157

knowledge validation, impeding full automation. 158

2.2 Multi-Agent Method 159

Irving et al. (2018) proposed “AI Safety via De- 160

bate”, positing that multiple agents debating reason- 161

ing flaws can guide humans toward valid arguments. 162

Building on this, Du et al. (2023) employed multi- 163

agent debates for hallucination detection in LLMs, 164

where agents solve questions independently before 165

converging on a unified conclusion. Kim et al. 166

(2024) proposed MADR method with two-agent 167

cyclical feedback refinement. Sun et al. (2024) pro- 168

posed a Markov chain-based debate framework for 169

the same purpose. However, these debate-based 170

methods lack fine-grained role assignments and re- 171

main untested on semi-open Q&A datasets reflect- 172

ing real-world scenarios. To address these gaps, we 173

designate distinct roles and stances among agents, 174

encourage multi-perspective interaction to boost 175

objectivity, and incorporate external knowledge to 176

strengthen hallucination detection. 177
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3 Method178

This chapter provides a detailed introduction to the179

proposed IMPD-MACD approach. Before com-180

mencing multi-agent collaborative debates, exter-181

nal knowledge retrieval is incorporated to enhance182

the model’s internal reasoning capabilities. During183

the debate, potential hallucinations are systemat-184

ically identified and corrected through multi-role185

settings, contrasting stances, and a judging mecha-186

nism. Figure 1 illustrates the overall process frame-187

work of this method.188

3.1 Information-Gathering Agent189

To mitigate the risk of hallucination in multi-agent190

reasoning and debate, this study employs a RAG191

(Retrieval-Augmented Generation) approach for192

external knowledge retrieval prior to multi-agent193

interactions, while classifying agents into different194

stance groups so that each group retrieves informa-195

tion specifically relevant to its respective viewpoint.196

Specifically, an Information-Gathering Agent is de-197

signed to integrate externally retrieved objective198

information with the agents’ internal representa-199

tions (e.g., parameterized knowledge or short-term200

working memory) (Li et al., 2024). This integra-201

tion enables the evaluation of generated outputs for202

potential biases or errors within a more comprehen-203

sive knowledge space. Implementation details are204

provided in Appendix B.205

3.2 Multi-Agent Debate Framework206

In this subsection, we undertake an in-depth explo-207

ration of the IMPD-MACD framework’s overall208

design and operational mechanisms.209

3.2.1 Multi-Perspective Agent Roles and210

Agent Grouping211

Once the Information-Gathering Agent has com-212

pleted gathering external knowledge, IMPD-213

MACD formally initiates the multi-agent collab-214

orative debate. This debate process encompasses215

three core stages—role allocation, inter-group de-216

bate, and judge evaluation—whose detailed func-217

tionalities can be found in Appendix C.1.218

First, the system divides all agents into two219

teams: the Pro Team, which asserts that “no hallu-220

cination exists in the original answer”, and the Con221

Team, which contends that “the original answer222

may contain hallucinations”. Within each team,223

four distinct agent roles are further designated to224

establish a multi-perspective, multi-role debating225

environment:226

• Logic Agent: Focuses on identifying logical 227

inconsistencies in the answer (i.e., logical hal- 228

lucinations). 229

• Context Consistency Agent: Aims to de- 230

tect mismatches between the answer and its 231

context (i.e., context inconsistency hallucina- 232

tions). 233

• Factual Agent: Primarily utilizes its internal 234

parameter knowledge to evaluate factual con- 235

sistency and additionally leverages retrieved 236

external information to verify factual accuracy 237

(i.e., factual hallucinations). 238

• Comprehensive Agent: Comprehensively 239

consolidates and integrates the judgments and 240

opinions from the other three agents within 241

the same team, generates summaries of each 242

debate round and an overall stance, and pro- 243

vides independent evaluations regarding the 244

presence of hallucinations in both the question 245

and the answer. 246

3.2.2 Multi-Round Interactions Among 247

Agents 248

In multi-round debates, the nature of interactions 249

between agents is fundamental to the final debate 250

quality. To formally describe this process, we first 251

define the set of participating agents in the debate 252

system: 253

A = {A1, A2, . . . , An} (1) 254

These agents are systematically divided into two 255

opposing teams, with no overlap between them: 256

Ateam1∪Ateam2 = A, Ateam1∩Ateam2 = ∅ (2) 257

The quality of interaction at each round t is de- 258

noted as Qt, and the final debate quality Qfinal is 259

expressed as: 260

Qfinal =
1

T

T∑
t=1

Qt (3) 261

where T denotes the total number of rounds. 262

Due to the inherent context window limitations of 263

LLMs (MaxLen), the context Ct(Ai) received by 264

each agent Ai at round t must satisfy the following 265

constraint: 266

∥Ct(Ai)∥ ≤ MaxLen (4) 267
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Figure 1: The proposed IMPD-MACD framework

To address this constraint effectively, a Compre-268

hensive Agent implements a history summarization269

task (Summarize denotes the mapping from spe-270

cific inputs to corresponding outputs for the Com-271

prehensive Agent):272

Summarize(H,L) → H̃ (5)273

Where L represents the constraint length of his-274

torical information. The compression ratio γ of275

this summarization is expressed as:276

γ =
|H̃|
|H|

(6)277

At each round t, the summarized history is com-278

puted by combining current team content with pre-279

vious opponent information:280

H̃t = Summarize(H team1
t ∪H team2

t−1 , L) (7)281

Concurrently, a Judge Agent executes a special-282

ized feedback function (JudgeSummarize de-283

notes the mapping from specific inputs to corre-284

sponding outputs for the Judge Agent):285

JudgeSummarize(Ht, α) → Ft (8) 286

where α controls the feedback length |Ft|. To 287

mitigate hallucinations in Agents, strict access re- 288

strictions are imposed on historical information for 289

each agent Ai: 290

Ht(Ai) = H̃t(Ai) ∪ H̃t−1(Opp(Ai)) (9) 291

Here, Opp(Ai) represents the historical sum- 292

mary of the opposing agent or team. Empirically, 293

the probability of hallucination in a single-turn in- 294

teraction is directly correlated with the amount of 295

irrelevant information Iirr: 296

P (hallucination) = g(Iirr) (10) 297

Therefore, it is essential to implement this strin- 298

gent access restriction mechanism to effectively 299

minimize the amount of irrelevant information, 300

thereby reducing the likelihood of hallucinations 301

in Agents during debates and ensuring both the 302

quality and reliability of the debate process. 303
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3.2.3 Multi-Round Debate Process304

During the formal debate phase, we can mathemati-305

cally formalize the multi-round interaction process306

between Pro and Con teams. Let’s define the debate307

state at round t as:308

St = {Q,A0,Kext,Kparam, Ht−1} (11)309

where Q represents the input question, A0 is the310

initial answer, Kext and Kparam represent external311

and parameter knowledge respectively, and Ht−1312

captures previous debate history.313

Each agent’s perspective at round t can be for-314

malized through a perspective function 2:315

V
Agent
t = fperspective(St,Kteam,Agent) (12)316

The interaction quality Qt between teams is mea-317

sured by aggregating individual agent interactions:318

Qt =
4∑

i=1

wi · qit(Ai,Opp(Ai)) (13)319

where wi represents agent weights and qit mea-320

sures interaction quality between agents (Ap-321

pendix C.2).322

The teams’ conclusions are consolidated through323

a consolidation function (Consolidate denotes the324

mapping from specific inputs to corresponding out-325

puts for the Comprehensive Agent):326

C team
t = Consolidate({V i

t }4i=1, H̃t) (14)327

The debate process continues until either reach-328

ing maximum rounds Tmax or achieving conver-329

gence defined 2 by (See Appendix C.3 for details):330

Jt = fjudge(C
team1
t , C team2

t , Qt) ≤ ϵ (15)331

The probability of hallucination decreases exponen-332

tially over debate rounds according to:333

P (hallucination)t = g(Iirr(t)) · (e−λt + ϕH(t))
(16)334

where λ represents the learning rate (an intrinsic335

model characteristic quantifying knowledge acqui-336

sition capability rather than a training hyperparam-337

eter) and g(Iirr(t)) captures the impact of irrelevant338

2 fperspective, fjudge and frefiner denote the mapping relation-
ships between inputs and outputs for their respective agents.

information as defined in previous Equation (10). 339

(See Appendix C.4 for more details) 340

Within this rigorous framework, the iterative de- 341

bate process facilitates a quantifiable reduction in 342

model uncertainties, as demonstrated by Equation 343

(16). The adversarial-cooperative dynamics sup- 344

port the ongoing refinement of responses by con- 345

tinuously integrating new opinions and knowledge, 346

thereby maintaining tractability in the detection of 347

hallucinations. Consequently, when Multi-Agents 348

are engaged in debate, this approach progressively 349

diminishes errors arising from inherent biases and 350

overconfidence. 351

3.2.4 Judge Agent and Refiner Agent 352

To ensure fairness and efficiency across multiple 353

rounds of interaction, the system incorporates a 354

Judge Agent and a Refiner Agent. After round 355

t, the Judge Agent evaluates arguments via Equa- 356

tion (15), where Jt represents the judgment score 357

based on logical consistency, factual accuracy, co- 358

herence, cross-reference validity (Qt), and compre- 359

hensive assessment. 360

Debate continues to round t + 1 if consensus 361

isn’t reached: 362

Jt > ϵ (17) 363

At conclusion (round T ), the Refiner Agent gen- 364

erates report 2R: 365

R = frefine({C team1
t , C team2

t , Jt, Qt}Tt=1) (18) 366

Hallucination assessment quantifies: 367

Hassess(R) = {(hi, pi, Ei) | i ∈ Types} (19) 368

where hi represents hallucination type i, pi its 369

probability from Jt, and Ei the supporting evi- 370

dence, ensuring traceable detection results. 371

4 Experiment 372

To evaluate the effectiveness of the IMPD-MACD 373

model in detecting hallucinations in semi-open 374

questions, we then conducted multiple experiments 375

on Semi-Open-HaluQA and the HaluEval dataset. 376

During evaluation, we compare the model’s output 377

predictions (0 indicating the presence of halluci- 378

nations in the answer, 1 indicating the absence of 379

hallucinations) with the ground truth labels in the 380

dataset, based on which we calculate Accuracy, Pre- 381

cision, Recall, and F1 scores to comprehensively 382

measure the model’s detection capabilities. 383
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Method Metrics (Semi-Open-HaluQA) Metrics (HaluEval)

Accuracy Precision Recall F1_Score Accuracy Precision Recall F1_Score

Single-Agent Method
CoT 0.665 0.605 0.950 0.739 0.660 0.638 0.740 0.685
Self-Reflection 0.580 0.547 0.930 0.689 0.635 0.617 0.710 0.666

Multi-Agent Method
MAD 0.680 0.664 0.730 0.695 0.630 0.667 0.520 0.584
MADR 0.650 0.610 0.830 0.703 0.580 0.563 0.720 0.632
IMPD-MACD (Ours) 0.820 0.827 0.810 0.818 0.795 0.798 0.790 0.794

Table 1: Performance comparison on Semi-Open-HaluQA and HaluEval datasets. The best values are highlighted in
green and blue.

4.1 Dataset384

In subsequent experiments, we select 600 high-385

quality samples from Semi-Open-HaluQA’s 1,800386

Q&A entries. Using random seed 42, we then draw387

200 samples each from HaluEval and Semi-Open-388

HaluQA for model evaluation. As for the HaluE-389

val dataset, its basic structure is similar to that of390

Semi-Open-HaluQA, but its answers are explicitly391

categorized as correct or hallucinatory. Therefore,392

using random seed 2025, we randomly choose ei-393

ther the correct answer or the hallucinatory answer394

for the corresponding question and provide rele-395

vant annotations. This dataset will be open-sourced396

along with the model; Additional details can be397

found in Appendix D.398

4.2 Baselines399

In this study, we select CoT (Wei et al., 2022), Self-400

Reflection (Shinn et al., 2024), MAD (Du et al.,401

2023), and MADR (Kim et al., 2024) as the compar-402

ison methods. To ensure fairness, the agents used403

in these methods, as well as in our proposed multi-404

perspective agent approach, uniformly adopt the405

same gpt-4o-mini model. However, due to substan-406

tial differences in workflow and task responsibili-407

ties, strict consistency in the number of agents or408

debate rounds cannot be maintained. Consequently,409

we use the original MAD paper’s default parame-410

ters when testing MAD. Since MAD is not directly411

applicable to the Semi-Open-HaluQA usage sce-412

nario, we make modifications to fit this study’s413

requirements, detailed in Appendix E.1.414

4.3 Performance Comparison415

Table 1 presents the performance of all the com-416

pared methods on the Semi-Open-HaluQA and417

HaluEval datasets. Among these, the best results418

achieved by each method in the HaluEval dataset419

for a given metric are marked in blue bold, and the 420

best results in the Semi-Open-HaluQA dataset for 421

a given metric are marked in green bold. 422

In the HaluEval dataset, our method exhibits 423

a significant advantage over other compared ap- 424

proaches across all metrics. Notably, on this two 425

datasets the most critical Accuracy metric improves 426

by at least 13.5%, and it also surpasses the second- 427

best method on the Semi-Open-HaluQA dataset by 428

14%. This result indicates that a multi-perspective, 429

multi-agent debate framework enables the model to 430

more accurately distinguish hallucinatory answers 431

from correct ones. 432

In LLM hallucination detection, Single-Agent 433

approaches leverage their streamlined architectures 434

and focused reasoning to effectively identify poten- 435

tial hallucinations. However, in application scenar- 436

ios where a low false-positive rate is paramount, 437

Multi-Agent approaches show superior detection 438

accuracy and more robust misclassification control. 439

Further analysis reveals that CoT, Self- 440

Reflection and MADR methods achieve relatively 441

high Recall on the Semi-Open-HaluQA dataset 442

but have relatively low Accuracy; however, their 443

performance on the HaluEval dataset is more 444

balanced. The possible reason is that the questions 445

and answers in Semi-Open-HaluQA are more 446

complex, making it difficult for models to fully 447

parse the semantics and identify nuanced errors. 448

As a result, they tend to predict most answers as 449

having “no hallucination,” leading to high Recall 450

but lower Accuracy and Precision. This issue is 451

less pronounced in the simpler HaluEval dataset. 452

Therefore, in more complex application scenarios, 453

increasing the model’s complexity for single 454

agents and enabling efficient interactions among 455

multiple agents both serve as vital approaches to 456

enhancing detection performance. 457
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From a stability perspective, due to the “razor458

effect”, complex models add “additional entities”,459

which do not necessarily improve task-switching460

adaptability and can hinder it. Complex models461

are more sensitive to task variations, while simpler462

models tend to demonstrate consistent performance463

across diverse tasks. Consequently, the simplest464

CoT model shows the smallest performance gap465

between the two datasets. Our model ranks second466

in stability, indicating strong generalization without467

compromising robustness akin to simpler models.468

4.4 Ablation Experiment469

To clarify the specific contribution of each mod-470

ule in our method, Table 2 presents the model’s471

performance on both datasets after the removal472

of various modules. Specifically, “w/o EK” in-473

dicates the removal of the Information Gathering474

Agent, “w/o Logic” indicates the removal of the475

Logic Agent, “w/o Fact” indicates the removal476

of the Factual Agent, “w/o Comprehensive” in-477

dicates the removal of the Comprehensive Agent,478

and “w/o Consistency” indicates the removal of479

the Context Consistency Agent. (More analysis in480

Appendix E.2)481

IMPD-MACD-w/o EK: After removing the482

Information-Gathering Agent, the model shows483

a marked decrease in both the Accuracy and Re-484

call metrics. This indicates that in the complete485

method, the various agents are already capable486

of thoroughly understanding and utilizing the re-487

trieved external knowledge, thereby effectively en-488

hancing hallucination detection performance. Con-489

sequently, introducing correct and relevant external490

knowledge is crucial for accurately identifying hal-491

lucinations.492

IMPD-MACD-w/o Logic: When the Logic493

Agent is removed, the Accuracy metric drops sig-494

nificantly. Given that the answers in this experi-495

ment’s dataset are generated by GPT-4, this phe-496

nomenon implies that among the types of halluci-497

nations produced by a LLM, logical hallucinations498

are quite prominent; the absence of a Logic Agent499

makes it more difficult to identify such hallucina-500

tions.501

IMPD-MACD-w/o Comprehensive: As shown502

in Table 2, removing the Comprehensive Agent503

does not lead to a clear decrease in any metric. We504

believe this may be due to the Judge Agent partially505

sharing the responsibilities of multi-round interac-506

tion and conclusion consolidation, thus diminishing507

the importance of the Comprehensive Agent. How-508
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Figure 2: Influence of agent weight distribution on per-
formance indicators in Semi-Open-HaluQA dataset

ever, in longer contextual question-answering tasks, 509

the Comprehensive Agent’s ability to integrate and 510

coordinate multiple perspectives would presumably 511

play a more crucial role. 512

4.5 Hyper-Parameter Analysis 513

In this study, multiple intelligent agents were in- 514

troduced within each faction, necessitating an eval- 515

uation of their relative contributions to the over- 516

all decision-making process. To address this, 517

each agent in our model was assigned a corre- 518

sponding weight (wi), and we examined varia- 519

tions in these weights—specifically the variance 520

among them—to assess the effectiveness of dif- 521

ferent weighting approaches and their impact on 522

model performance. 523

Var2 =
1

n

n∑
i=1

(
wi − w̄

)2 (20) 524

Figure 2 and Figure 3 display how the model’s 525

performance metrics vary under different variance 526

settings. Notably, when the variance is relatively 527

small, the model demonstrates superior results in 528

terms of Accuracy, Recall, and F1 scores. This 529

finding indicates that, when each group contains 530

only a limited number of agents, it is advisable 531

to maintain a relatively balanced distribution of 532

decision-making authority among them so as to 533

optimize overall performance. 534

In addition, we further examined the impact of 535

different numbers of debate rounds on model per- 536

formance. Figure 10 and Figure 11 (Appendix E.3) 537

show how the IMPD-MACD model performs under 538

varying debate rounds on the Semi-Open-HaluQA 539
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Method Metrics (Semi-Open-HaluQA) Metrics (HaluEval)

Accuracy Precision Recall F1_Score Accuracy Precision Recall F1_Score

IMPD-MACD 0.820 0.827 0.810 0.818 0.795 0.798 0.790 0.794
w/o EK 0.760 0.781 0.740 0.755 0.715 0.809 0.570 0.661
w/o Logic 0.781 0.809 0.740 0.760 0.685 0.740 0.570 0.644
w/o Fact 0.785 0.802 0.750 0.775 0.740 0.817 0.630 0.711
w/o Comprehensive 0.810 0.816 0.810 0.813 0.735 0.774 0.720 0.746
w/o Consistency 0.780 0.784 0.760 0.784 0.730 0.767 0.660 0.710

Table 2: Performance of IMPD-MACD and its ablated versions on Semi-Open-HaluQA and HaluEval datasets.
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Figure 3: The influence of agent weight distribution on
performance indicators in HaluEval dataset

and HaluEval datasets, respectively. The results540

indicate that the model often reaches optimal per-541

formance in the middle rounds on both datasets.542

The underlying reason could be that, after a moder-543

ate number of rounds, most contentious points have544

been thoroughly discussed and begin to converge.545

Continuing to increase the number of debate rounds546

may instead introduce redundant or imprecise in-547

formation, thereby reducing overall performance548

(As shown in Equation (16)). Therefore, setting549

an appropriate number of debate rounds in a multi-550

agent debate framework is crucial for ensuring both551

accuracy and efficiency.552

4.6 Cross-Model Robustness Evaluation553

To comprehensively evaluate the applicability and554

robustness of the proposed method in hallucina-555

tion detection across diverse LLM environments,556

this subsection presents a systematic analysis in557

which we substitute the underlying LLMs within558

the IMPD-MACD framework while preserving its559

core algorithmic architecture. (More robustness560

evaluation results, see Appendix E.4, Table 4)561

The experimental results in Table 3 demon- 562

strate the remarkable performance stability of the 563

IMPD-MACD framework across different underly- 564

ing LLMs. Specifically, the framework’s halluci- 565

nation detection performance maintains its efficacy 566

without significant degradation when switching be- 567

tween different foundation models, and notably ex- 568

hibits an improving trend as the parameter scale of 569

the underlying LLMs increases. Our experiments 570

reveal a positive correlation between the parameter 571

scale of the underlying LLMs and detection perfor- 572

mance, which not only validates the robustness of 573

our proposed method but also highlights its scalabil- 574

ity in LLM environments. These findings provide 575

strong empirical evidence for both the effectiveness 576

and generalizability of the IMPD-MACD method 577

in hallucination detection tasks. 578

Model Metrics

Accuracy F1_Score

GPT-3.5-Turbo 0.780 0.766
GPT-4o-mini 0.820 0.818

gemini-1.5-flash 0.830 0.823
moonshot-v1-8k 0.840 0.835

claude-3-haiku-20240307 0.855 0.856

Table 3: IMPD-MACD Performance Under Different
Base Agent Models (Simplified Table)

5 Conclusion 579

This study focuses on detecting hallucination in 580

LLMs within semi-open Q&A scenarios. The 581

multi-perspective, multi-agent interactive debate 582

framework proposed in this paper provides an effec- 583

tive solution for identifying hallucinations; Mean- 584

while, this paper presents an empirical formula for 585

quantifying the probability of agent hallucinations 586

in multi-agent debates; Experimental results show 587

that our approach significantly outperforms SOTA 588

approaches on multiple evaluation metrics. 589
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Limitations590

Despite proposing the novel IMPD-MACD frame-591

work for hallucination detection in LLMs, this592

framework still exhibits significant limitations. The593

design involving multiple agents and multi-turn594

interactions leads to a substantial increase in to-595

ken consumption, and when processing longer con-596

texts, the required inference time is considerably ex-597

tended. Furthermore, although the summaries gen-598

erated by the Refiner agent can effectively pinpoint599

specific hallucinated content, most of the detected600

hallucinations remain at a relatively coarse granu-601

larity at the sentence level, which is insufficient for602

hallucination detection at the token-level granular-603

ity. And more important, even with the introduc-604

tion of more stringent interaction and verification605

mechanisms, there remains a risk that multi-agent606

systems may introduce new erroneous information607

during the hallucination detection process. This608

could potentially lead to the further propagation609

and exacerbation of errors in the generated text.610

Future research will focus on overcoming these611

limitations to enhance the accuracy and efficiency612

of hallucination detection.613

Future Work614

Looking ahead, we anticipate extending this ap-615

proach to more complex Q&A contexts so that the616

outputs generated by LLMs in longer-context or617

fully open Q&A scenarios can attain higher relia-618

bility and accuracy.619
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A Semi-open Questions801

In this paper, we focus on semi-open questions.802

Semi-open questions are those where the answer803

is not explicitly given in the question, yet there804

exists a correct or standard answer. These types of805

questions typically require reasoning, querying, or806

knowledge retrieval to determine the answer, dif-807

fering from completely unconstrained open-ended808

questions. To better understand the uniqueness of809

semi-open questions, this paper first introduces the810

characteristics of open questions and closed-ended811

questions, and then compares their similarities and812

differences with semi-open questions.813

Open questions. It allows respondents to an-814

swer completely freely, with researchers providing815

no options. Respondents can freely express person-816

alized views or describe situations. Such questions817

are typically used in exploratory research to help818

understand deeper emotions, needs, or opinions.819

Figure 4 below is a simple example.820

Figure 4: An example of open questions

Closed-ended questions. Closed-ended ques-821

tions are those where a clear correct answer can822

be found within the question itself. These types823

of questions are usually presented in the form of824

multiple-choice or summary questions, where the825

correct answer can be directly identified from the826

question.827

Semi-open questions. Semi-open questions828

combine characteristics of both open questions829

and closed-ended questions. They guide or limit830

the scope of responses to some extent, but do not831

strictly confine the answer like closed-ended ques-832

tions. The following Figure 6 is a simple example.833

Semi-open questions usually have the following834

characteristics:835

• Reasoning or Querying: Respondents usually836

Figure 5: An example of closed-ended questions

need to search, reason, or query external re- 837

sources to find the correct answer. 838

• Verifiability of the Answer: Although the an- 839

swer is not directly given, once found, it is 840

unique and verifiable. 841

• Presence of a Standard Answer: Even though 842

not all information is provided in the ques- 843

tion, there usually exists a standard answer 844

recognized as correct. 845

Figure 6: An example of semi-open questions

B Information-Gathering Agent 846

To more intuitively depict the role of Information- 847

Gathering Agent in this framework, let Q repre- 848

sent the input question, D represent the external 849

document corpus, dj be the candidate document re- 850

trieved from the document corpus, and Pr(dj | Q) 851

represent the retrieval probability distribution (or 852

similarity) function. Each document is combined 853
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with Q to serve as input to the generative model,854

which produces candidate output y.So its output855

distribution can be expressed as a weighted sum856

over all candidate documents:857

pθ(y|Q) =
∑
dj∈D

pr(dj |Q)× pθ(y|Q, dj) (21)858

among:859

• The pr(dj |Q) is provided by the retrieval860

model, which measures the relevance of docu-861

ment dj to question Q.862

• The pθ(y|Q, dj) is provided by the generative863

model (i.e., the subsequent multi-perspective864

multi-agent debate section), which is used to865

measure the probability of generating an out-866

put y given the question Q and document dj .867

Through the aforementioned weighting method,868

external retrieval information is naturally integrated869

with the model’s internal representations, achiev-870

ing a “retrieval + generation” synergy. This re-871

duces potential biases during the generation phase872

that may arise from solely relying on the internal873

model. This agent consists of the following four ba-874

sic steps: question decomposition, Google search,875

knowledge acquisition, and knowledge refinement.876

These steps together form a systematic framework877

for effectively extracting and organizing informa-878

tion. The overall framework diagram of this part is879

shown in the Figure 7 below.880

Figure 7: Information-Gathering Agent flow frame dia-
gram

Question Decomposition. The first step in881

knowledge acquisition is question decomposition,882

which aims to break down complex questions into883

smaller, more specific question units and extract884

relevant keywords to better consolidate knowledge.885

This process utilizes the GPT-4o model, interact- 886

ing with the model to decompose the question into 887

multiple sub-questions and generate correspond- 888

ing search keywords. This approach ensures the 889

precision and relevance of the search. 890

Google search. After completing question de- 891

composition, we use the Google Search API to 892

search the decomposed keywords and the original 893

question separately, in order to obtain titles, web 894

links, and summaries related to each keyword. It 895

is important to note that this API search method 896

cannot directly access the most useful knowledge 897

within the webpages, so we save the links to the 898

webpages for later use. 899

Knowledge Acquisition. The main task of 900

knowledge acquisition is to extract specific knowl- 901

edge related to the question from the search results. 902

This step uses the GPT-4o-mini model, combining 903

the question and links to extract the most relevant 904

knowledge fragments from the webpages. These 905

fragments are then combined with the titles and 906

summary knowledge from the previous retrieval 907

step. This process ensures the relevance and accu- 908

racy of the information. 909

Knowledge Refinement. Since each question 910

generates more than one query link, the acquired 911

knowledge fragments may be redundant. Therefore, 912

the purpose of the knowledge refinement step is to 913

summarize and deduplicate this knowledge, extract- 914

ing the most core and accurate information. This 915

step also uses the GPT-4o-mini model to summa- 916

rize the input knowledge fragments, producing con- 917

cise knowledge statements. This process ensures 918

the simplicity and accuracy of the final knowledge. 919

C Supplementary Information on the 920

IMPD-MACD Approach 921

C.1 Details of Each Agent 922

This section will sequentially analyze each type of 923

agent in the multi-agent collaboration framework, 924

covering their structural characteristics, functional 925

positioning, and prompt design. By dissecting and 926

analyzing these agents in detail, one can gain a 927

deeper understanding of the principles of coordina- 928

tion among the modules, thereby achieving better 929

overall performance in hallucination detection. 930

Comprehensive Agent. In IMPD-MACD ap- 931

proach, the Comprehensive Agent takes on the core 932

responsibility of integrating and deeply analyzing 933
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the viewpoints and opinions of other agents, aim-934

ing to identify potential hallucination areas in the935

answers. The analysis report output by this agent936

includes the relevance between the question and937

the answer, traceable evidence information, and a938

comprehensive explanation of the identified issues.939

This provides more targeted input for subsequent940

agents.941

In terms of prompt design, it is first necessary to942

clarify the types of hallucinations that this task fo-943

cuses on in the hallucination definition explanation.944

This enables the Comprehensive Agent to identify945

different dimensions such as logical hallucinations,946

factual hallucinations, and contextual inconsisten-947

cies.Secondly, by presenting positive and negative948

examples, the agent is shown which responses can949

be considered “hallucination-free” and in which950

situations there are potential signs of hallucina-951

tion.Finally, in the analysis guidelines section, the952

Comprehensive Agent needs to actively search for953

possible points of hallucination from the Pro per-954

spective and question statements lacking dataset955

support from the Con perspective. This approach956

helps avoid overlooking any potential sources of957

hallucination.958

In practice, the Comprehensive Agent compares959

the Pro/Con analysis results it generates with the960

external knowledge base and the problem back-961

ground, and outputs them in a structured manner.962

On this basis, subsequent agents can use the in-963

formation provided to more efficiently examine964

possible hallucinations.965

Context Consistency Agent. In IMPD-MACD966

approach, the Context Consistency Agent is primar-967

ily responsible for examining the internal logical968

coherence of the answers and their alignment with969

the questions, with particular attention to whether970

there is “local contradiction” or “self-contradictory”971

content in the contextual semantics. To achieve this972

goal, the agent can extract consistency-related parts973

from the analysis results of other agents (opposing974

agents) and further conduct secondary verification975

or provide additional explanations, thereby ensur-976

ing a comprehensive review of the answer’s context977

and narrative flow.978

In specific implementation, the prompt design979

for the Context Consistency Agent focuses particu-980

larly on the following aspects:Firstly, ensuring that981

the answer remains closely related to the question982

itself, avoiding errors caused by missing informa-983

tion or deviation from the topic.Secondly, checking984

whether the answer is internally coherent to pre- 985

vent contradictions or logical breaks.Thirdly, inte- 986

grating points raised by other agents in the multi- 987

agent debate environment to comprehensively as- 988

sess the completeness and consistency of the an- 989

swer.Fourthly, providing appropriate explanations 990

or executing necessary corrections when the Judge 991

Agent questions the consistency.Through these 992

means, the Context Consistency Agent plays a 993

crucial role in the multi-round interaction process. 994

Once an inconsistency or potential conflict in the 995

answer is detected, it can promptly alert the rel- 996

evant modules and mark possible hallucinations, 997

making the system’s overall responses more con- 998

sistent and reliable. 999

Factual Agent. The Factual Agent is primar- 1000

ily responsible for examining whether the objec- 1001

tive facts in the answer align with existing knowl- 1002

edge and for extracting searchable entities or key 1003

facts from the answer to identify and locate fac- 1004

tual hallucinations. Its internal structure typically 1005

includes two key modules: fact extraction and ver- 1006

ification.On one hand, it extracts key information 1007

from the answer text that can be used for queries 1008

and matches it with external knowledge sources 1009

or databases. On the other hand, it assesses the 1010

relevance and reliability of this information against 1011

authoritative knowledge to determine whether there 1012

are factual errors or omissions in the answer. 1013

In prompt design, this agent considers both Pro 1014

and Con analytical directions. On the one hand, it 1015

identifies and verifies assertions supported by am- 1016

ple evidence to ensure that the facts in the answer 1017

have sufficient external data or literature to back 1018

them up. On the other hand, if the answer content 1019

is found to lack support in the knowledge base or if 1020

inconsistencies with external evidence are detected, 1021

the system raises questions and flags these poten- 1022

tial factual hallucinations.Thus, the Factual Agent 1023

assumes the role of “objectivity assurance” within 1024

the entire model framework. Through continuous 1025

verification and monitoring processes, it effectively 1026

identifies and detects factual hallucinations present 1027

in the generated answers. 1028

Logic Agent. The Logic Agent is primarily re- 1029

sponsible for examining whether the reasoning pro- 1030

cess in the answer possesses sufficient rationality, 1031

including the completeness of the argument chain 1032

and the close connection between premises and 1033

conclusions. Its core function lies in the layered dis- 1034

section of the answer’s reasoning chain to identify 1035
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potential flaws or unreasonable transition points.1036

Through this multi-level analysis, the Logic Agent1037

can identify possible reasoning errors in the answer1038

and assess whether the premises and conclusions1039

are indeed logically supportive of each other.1040

Pro team Logic Agent Prompt 
As a Fact Checker supporting NO HALLUCINATION position, verify:
Question: {context['question']}
Answer: {context['answer']}

Note: Although opponent_text contains the last round of analysis for 
multiple agents, you only need to consider the analysis of agents 
whose functions are aligned with yours.

{opponent_text}{judge_text}

Focus on:
1. Identifying supported claims
2. Matching knowledge evidence
3. Latest opponent arguments and their factual claims
4. Judge's latest feedback on factual accuracy
5. Counter-evidence to opponent's fact-checking

Please provide a concise response focusing on the most critical points or findings.

Format:
SUPPORTED FACTS:
[List key supported facts]

CONCLUSION:
[FACTUAL/NOT FACTUAL]

Attention: Your answer does not need to contain too much irrelevant analysis, 
just give the main points and the most important answers.

Figure 8: Pro-team Agent Prompt Design (Using the
Logic Agent as an Example)

In specific implementation, the Logic Agent an-1041

alyzes from both positive and negative directions.1042

In the positive (Pro) direction, the agent searches1043

for reasonable reasoning paths within the answer,1044

evaluates whether there are appropriate logical con-1045

nections between premises and conclusions, and1046

tracks the validity of the reasoning chain to ensure1047

that the answer has a solid reasoning foundation.In1048

the negative (Con) direction, the agent identifies1049

various potential logical fallacies, including cir-1050

cular reasoning, false causality, or other common1051

reasoning flaws. It also tracks reasoning gaps in1052

the answer and questions statements that clearly1053

lack transitions or evidential support.Through these1054

methods, the Logic Agent provides the Judge with1055

more comprehensive reference opinions, offering1056

more substantial grounds for determining whether1057

there are logical hallucinations in the answer.1058

Judge Agent. In this multi-agent collaboration1059

framework, the Judge Agent plays a crucial role1060

by synthesizing the outputs of various agents and1061

making the final judgment and decision. During1062

the analysis process, it first summarizes and orga-1063

nizes the opinions from multiple sources. Then,1064

using pre-established evaluation criteria, it pro-1065

vides a clear conclusion on whether the answer1066

contains hallucinations. If major issues are de-1067

Con team Logic Agent Prompt 

As a Fact Checker supporting HALLUCINATION EXISTS position, verify:
Question: {context['question']}
Answer: {context['answer']}

{opponent_text}{judge_text}

Focus on:
1. Identifying unsupported claims
2. Finding knowledge gaps
3. Latest opponent arguments and their factual errors
4. Judge's latest feedback on factual concerns
5. Refutation of opponent's fact-checking

Please provide a concise response focusing on the most critical points or findings.

Format:
UNSUPPORTED CLAIMS:
[List key unsupported claims]

CONCLUSION:
[FACTUAL/NOT FACTUAL]

Attention: Your answer does not need to contain too much irrelevant analysis, 
just give the main points and the most important answers.

Figure 9: Con-team Agent Prompt Design (Using the
Logic Agent as an Example)

tected in the answer, it suggests appropriate cor- 1068

rections.The judge’s decision typically includes in- 1069

formation such as the overall conclusion, weighted 1070

analysis, consensus status, and the final winning 1071

side. This provides the entire system with consis- 1072

tent and traceable output. 1073

When making a judgment, the judge needs to 1074

consider the weight coefficients assigned to each 1075

agent in the system, synthesizing various view- 1076

points and making selections and judgments based 1077

on the strength of arguments and the quality of evi- 1078

dence, ensuring that each argument is thoroughly 1079

evaluated. The credibility of external knowledge 1080

and the completeness of the internal reasoning 1081

chain are also taken into account to avoid hasty con- 1082

clusions when information is incomplete or logic 1083

is not rigorous. If the majority of agents reach the 1084

same conclusion, the reliability of the answer can 1085

be determined with relative certainty. However, if 1086

there are significant disagreements, the judge has 1087

the duty to facilitate further rounds of debate, or to 1088

output an “uncertain” conclusion when consensus 1089

cannot be reached. 1090

By balancing different perspectives and sources 1091

of evidence, the judge entity ultimately provides a 1092

unified and transparent decision for the system’s 1093

hallucination detection, laying a solid foundation 1094

for subsequent applications or interpretative analy- 1095

sis. 1096

Prompt design. Within the framework of multi- 1097

agent collaboration, the prompt design for each 1098

agent must maintain adversarial qualities while 1099

achieving a certain degree of coordination to op- 1100
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timize the identification of hallucinations. First,1101

ensure that the output content is structured, facilitat-1102

ing reading and integration by other agents or sub-1103

sequent modules. When providing different types1104

of opinions (Pro/Con), use clear labels or fields1105

to distinguish them.Secondly, adversarial design1106

in the prompts is crucial. Each agent, during the1107

analysis process, needs to have both Pro and Con1108

modes of thinking. They should be able to ques-1109

tion the opponent’s viewpoints or conclusions and1110

incorporate opponent information in their outputs1111

for rebuttal or supplementation, thus encouraging1112

diverse and in-depth arguments.1113

In addition, in scenarios involving multi-round1114

interactions and decision-making mechanisms,1115

prompts must have contextual awareness. By allow-1116

ing each agent to reference previously generated1117

historical information (such as opponent arguments1118

or feedback from the Judge) and providing a suffi-1119

cient context window, agents can continue to track1120

and relate to prior discussion content in subsequent1121

debates, thereby enhancing the continuity and ac-1122

curacy of the reasoning process. Lastly, adhering1123

to the principle of simplicity is an indispensable1124

part of prompt engineering. To avoid unneces-1125

sary lengthy analysis, it is important to highlight1126

the core arguments and establish key metrics or a1127

checklist of issues to help each agent quickly focus1128

on the parts most prone to hallucination.1129

Through the above design principles, each agent1130

can maintain an independent and adversarial analy-1131

sis style while being able to coordinate and share1132

information when necessary. This ultimately al-1133

lows for the precise identification of hallucinations1134

in multi-perspective, multi-role interactions. This1135

systematic prompt engineering approach is highly1136

versatile in complex question-answering and rea-1137

soning scenarios and can provide a feasible ref-1138

erence model for subsequent applications and im-1139

provements in other fields.1140

C.2 Interaction Quality between Agents1141

The overall framework for interaction quality as-1142

sessment is defined as:1143

Qt =

4∑
i=1

wi · qit(Ai,Opp(Ai)) (22)1144

In the LLM inference process, we first construct1145

a unified input vector: Xi = [Ai;Opp(Ai);ht],1146

where the historical information (Defined by (9))1147

tuple ht = (Ht(Ai),Ht(Opp(Ai))). The condi-1148

tional probability is calculated through multi-layer 1149

attention mechanism: 1150

P (qit|Xi) =

∫
P (qit|Zi)P (Zi|Xi)dZi (23) 1151

Due to the fact that Zi contains sufficient in- 1152

formation to fully confirm qit, we can consider 1153

P (qit|Zi) to be approximately equal to 1 in applica- 1154

tion. where Zi represents the latent semantic space, 1155

computed via attention mechanism: 1156

P (Zi|Xi) = softmax
(
QKT

√
dk

)
V (24) 1157

The interaction quality assessment comprises 1158

three dimensions qisem, qiinfo and qitime: 1159

qisem = softmax(Cos(Ai,Opp(Ai))) (25) 1160

qiinfo =
He(Ai|ht)
Ht

e_max
(26) 1161

In information value assessment, semantic units 1162

sj ∈ S are hierarchically divided into: core argu- 1163

ments, key phrases, and basic tokens. The condi- 1164

tional entropy is calculated as: 1165

He(Ai|ht) = −
∑
sj∈S

P (sj |ht) log2 P (sj |ht)

(27) 1166

with conditional probability (γ is the compres- 1167

sion ratio defined by equation (6)): 1168

P (sj |ht) =
count(sj , {Ai,Opp(Ai)}) + γ∑

k count(sk, {Ai,Opp(Ai)}) + |S|γ
(28) 1169

The temporal efficiency is measured by (We use 1170

debate rounds as a substitute for interaction time): 1171

qitime = e−β∆ti (29) 1172

Where β is the temporal accumulation coeffi- 1173

cient. The complete synthesis calculation is: 1174

qit =

∫
qisem · qiinfo · qitime · P (qit|Xi)dq

i
t (30) 1175

In practical applications, we adopt the approxi- 1176

mation: qit ≈ qisem · qiinfo · qitime. 1177

This assessment mechanism possesses the 1178

following theoretical properties: consistency 1179

15



(lim|ht|→∞ Var(qit) → 0), boundedness (qit ∈1180

[0, 1]), and temporal monotonicity (∆ti >1181

∆tj =⇒ qitime < qjtime). Through the integration1182

of LLMs, multi-level semantic unit analysis, and1183

probabilistic reasoning, we achieve precise quan-1184

tification of debate interaction quality.1185

C.3 Judge Score1186

The Judge Agent employs a multi-dimensional1187

scoring system to evaluate debate quality. The scor-1188

ing process consists of the following components:1189

Input Processing: The debate content is first1190

processed through tokenization and embedding:1191

Xt = Tokenize([C team1
t ;C team2

t ;Qt]) (31)1192

According to the Transformer encoder:1193

Et = WEXt + PE(Xt) (32)1194

Feature Extraction: Contextual features are1195

extracted using multi-head attention:1196

Zt = MultiHeadAttention(Et) (33)1197

Dimension Scoring: Four core dimensions (i =1198

1, 2, 3, 4) are evaluated:1199

si = MLPi(Zt) (34)1200

where:1201

• s1: Logic Score (reasoning rigor)1202

• s2: Fact Score (information accuracy)1203

• s3: Coherence Score (contextual consistency)1204

• s4: Comprehensive Score (overall quality)1205

• MLP represents the layer following Trans-1206

former Attention1207

Each score satisfies si ∈ [0, 1].1208

Final Scoring: A confidence score modulates1209

the final judgment:1210

ct = σ(MLPconfidence(Zt)) (35)1211

The final judgment score combines dimensional1212

scores with weights:1213

Jt = (
4∑

i=1

wisi) · ct (36)1214

subject to:1215

•
∑4

i=1wi = 1 1216

• wi ≥ 0 1217

• Jt ∈ [0, 1] 1218

This scoring mechanism ensures comprehensive 1219

evaluation of debate quality through multiple di- 1220

mensions, with weights wi adjustable based on 1221

specific requirements. 1222

C.4 Hallucination Rate of Agents as a 1223

Function of Rounds 1224

The following provides a detailed breakdown of 1225

Equation (16): 1226

• Ai: Agent i in the system 1227

• ht: Interaction history up to time t 1228

• S: Set of possible states 1229

• P (sj |ht): Probability of state sj given history 1230

ht 1231

The fundamental information measures are de- 1232

fined as follows (Equation (27)): 1233

He(Ai|ht) = −
∑
sj∈S

P (sj |ht) log2 P (sj |ht)

(37) 1234

The effective information is given by the follow- 1235

ing equation: 1236

I(Ai, Aj |ht) =He(Ai|ht) +He(Aj |ht)
−He(Ai, Aj |ht)

(38) 1237

Calculation of Irrelevant Information: 1238

Iirr(t) =

4∑
i=1

wiHe(Ai|ht)− η
∑
i ̸=j

I(Ai, Aj |ht)

+ βt+ γ(1− ρ)Hrel(t)

(39)

1239

Hrel(t) =

4∑
i=1

He(Ai|ht)−Hprior (40) 1240

The probability framework is characterized by: 1241

P (hallucination)t = g(Iirr(t)) · (e−λt + ϕH(t))
(41) 1242
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with supporting functions:1243

g(Iirr) = η tanh(Iirr) (42)1244

H(t) =
1

1 + e−γ(t−t0)
(43)1245

System parameters and their constraints:1246

• ρ ∈ (0, 1): Inter-agent correlation coefficient.1247

• wi > 0: Agent weights,
∑4

i=1wi = 1.1248

• η ∈ (0, 1]: Mutual information impact factor.1249

In the experiment, we set η = 0.3.1250

• β > 0: Temporal accumulation coefficient. In1251

the experiment, we set β = 0.05.1252

• γ > 0: Compression ratio.1253

• λ > 0: Learning rate.1254

• ϕ ∈ (0, 1): Entropy influence coefficient. In1255

the experiment, we set ϕ = 0.5.1256

• t0 > 0: Critical round point, which represents1257

a crucial parameter to be identified.1258

System characteristics:1259

1. Rounds Evolution:1260

• Early phase (t < t0): Dominated by1261

e−λt.1262

• Transition phase (t = t0): Balanced ef-1263

fects.1264

• Late phase (t > t0): Influenced by H(t).1265

2. Implementation Guidelines:1266

• Set Hprior ≈ log2(n) for n-class prob-1267

lems. Therefore, Hprior ≈ 1.0 in our1268

method.1269

• Adjust wi based on agent performance.1270

• While we designed our experiments and1271

optimized the model based on our de-1272

rived formula (Equation (16)), we have1273

not conducted systematic validation ex-1274

periments for this formula. Nevertheless,1275

the experimental results demonstrate that1276

the observed trends in agent hallucina-1277

tion with respect to debate rounds and1278

irrelevant information align with our the-1279

oretical predictions.1280

D The Semi-Open-HaluQA Dataset 1281

The Semi-Open-HaluQA dataset comprises a se- 1282

ries of Q&A entries spanning multiple factual do- 1283

mains—such as people, history, geography, and 1284

literature—to evaluate and analyze large language 1285

models’ accuracy when answering factual ques- 1286

tions as well as any potential hallucinations. Its 1287

core elements include: question, model answer, 1288

knowledge (authoritative information), and label 1289

(a binary annotation used to assess the correctness 1290

of the answer). All questions are meticulously se- 1291

lected from the HaluEval dataset to ensure that the 1292

content is objective and verifiable, and the model 1293

answers are generated by GPT-4. To better pre- 1294

serve context and external information, this dataset 1295

contains 1,800 Q&A pairs and their correspond- 1296

ing manual annotations. In addition, we merge the 1297

knowledge collected by the Information-Gathering 1298

Agent during model execution into the original 1299

HaluEval dataset’s “old_knowledge” field to create 1300

the new dataset. 1301

Based on these diverse questions and correspond- 1302

ing answers, researchers can conduct analyses on 1303

multiple levels: Firstly, it can be used to evaluate 1304

whether models can accurately call external knowl- 1305

edge and output the answers consistent with ob- 1306

jective facts; Secondly, it can test whether models 1307

possess the ability to recognize and correct errors 1308

when faced with interference information similar to 1309

“hallucinated” answers. Thirdly, in interpretability 1310

studies, by comparing model outputs with author- 1311

itative knowledge, researchers can delve into the 1312

potential sources of bias in large models and their 1313

impact on Q&A conclusions. There are also plans 1314

to expand the types of questions and areas of knowl- 1315

edge further to meet the needs for broader evalua- 1316

tion of large language models in multi-disciplinary 1317

and multi-language environments in the future. To 1318

ensure data compliance and personal privacy secu- 1319

rity, the dataset has desensitization treatment and 1320

legal compliance review before release, with any 1321

information that may involve personal privacy re- 1322

moved. 1323

When annotating each Q&A record, annotators 1324

first refer to authoritative sources such as ency- 1325

clopedias, news reports, and academic literature to 1326

determine the most concise and accurate answer for 1327

the question. Then, the model output is compared 1328

with this correct answer and assigned a binary label: 1329

if the response matches the correct answer in terms 1330

of key information, it is labeled as 1; otherwise, it is 1331
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labeled as 0. Since some questions involve tracing1332

and researching time, personal background, or fac-1333

tual details, the annotation process employs cross-1334

verification and double-checking mechanisms to1335

ensure the consistency and accuracy of the labels.1336

The following example illustrates a typical record1337

in the dataset:1338

• Question: “Are Anita Shreve and Elizabeth1339

Jane Howard the same nationality?”1340

• Answer: “No, Anita Shreve was American,1341

and Elizabeth Jane Howard was British.”1342

• Knowledge: “Anita Shreve (born 1946) is an1343

American writer. Elizabeth Jane Howard . . .1344

was an English novelist.”1345

• Label: 11346

E Experimental Supplement1347

E.1 Adjustments to the MAD Method1348

Universality: The new system is no longer limited1349

to processing specific types of biographical data.1350

Instead, by using more standardized input-output1351

formats, it supports the processing and evaluation1352

of various types of question-and-answer data.This1353

universality makes the system easier to integrate1354

with other platforms or tools, expanding its appli-1355

cability across a wider range of use cases.1356

Error handling and recovery mechanism:1357

The new system has been comprehensively en-1358

hanced in terms of error handling, offering a task1359

retry mechanism of up to three attempts: If the API1360

call fails, the system will attempt again after 201361

seconds. If a round of processing fails to complete1362

all tasks, the system will automatically recover the1363

unfinished entries and refill the queue, and then ini-1364

tiate a new round of processing to ensure that the1365

system can maintain stable operation even under1366

adverse conditions such as network instability or1367

API limitations.1368

Evaluation method: The evaluation mecha-1369

nism has been expanded from a simple binary “cor-1370

rect/incorrect” judgment to a multi-dimensional1371

comprehensive evaluation. While calculating the1372

basic accuracy, the new system further introduces1373

key metrics such as Precision, Recall, and F1 Score,1374

and retains the detailed evaluation process and re-1375

sults.By recording and analyzing error cases, re-1376

searchers can have a more comprehensive under-1377

standing of the system’s potential defects, pro-1378

viding an objective basis for subsequent improve- 1379

ments. 1380

Task processing mechanism: The new system 1381

achieves a structural upgrade from serial to parallel 1382

by a introducing queue and a multi-threaded pro- 1383

cessing mechanism.The system is configured with 1384

multiple worker threads (defaulting to 30), which 1385

retrieve pending entries from the task queue for 1386

concurrent processing. In the event of a process- 1387

ing failure, the task is placed back into the queue 1388

to ensure that each piece of data is processed.In 1389

order to further ensure data consistency in a multi- 1390

threaded environment, the new system also em- 1391

ploys the thread lock mechanism, which can signif- 1392

icantly improves throughput efficiency, especially 1393

when handling large-scale datasets. 1394

E.2 Ablation Experiment 1395

IMPD-MACD-w/o Fact: After removing the Fac- 1396

tual Agent, there is no obvious change in the other 1397

metrics apart from Recall. We hypothesize that 1398

in the absence of a dedicated agent responsible 1399

for external fact verification, the multi-agent adver- 1400

sarial mechanism in IMPD-MACD may make the 1401

model relatively “over-cautious,” thereby leading it 1402

to classify more answers as “containing hallucina- 1403

tions.” This causes an increase in Recall, whereas 1404

Accuracy does not show a significant change. In a 1405

larger-scale dataset, the removal of this role might 1406

result in a more noticeable decline in Accuracy. 1407

IMPD-MACD-w/o Consistency: After remov- 1408

ing the Context Consistency Agent, although all 1409

metrics decline slightly, the drop is not pronounced. 1410

This suggests that the proportion of contextual- 1411

inconsistency hallucinations in current outputs of 1412

LLMs is relatively low. At the same time, such in- 1413

consistencies may be scattered throughout different 1414

parts of an answer, making it difficult for a single 1415

consistency checking agent to capture all of them. 1416

E.3 Impact of Debate Rounds 1417

Hyperparameter 1418

To determine the optimal number of debate rounds, 1419

we designed and conducted a series of systematic 1420

experiments.The results are detailed in Figure 10 1421

and Figure 11. From the experimental data, it can 1422

be observed that as the number of debate rounds 1423

increases, the model’s performance metrics (such 1424

as accuracy, recall, and F1 score) show significant 1425

improvement initially.However, when the number 1426

of debate rounds exceeds a certain threshold, there 1427
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Model Metrics

Accuracy Precision Recall F1_Score

GPT-3.5-Turbo 0.780 0.818 0.720 0.766
GPT-4o-mini 0.820 0.827 0.810 0.818

gemini-1.5-flash 0.830 0.859 0.790 0.823
moonshot-v1-8k 0.840 0.862 0.810 0.835

claude-3-haiku-20240307 0.855 0.852 0.860 0.856

Table 4: IMPD-MACD Performance Under Different Base Agent Models
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Figure 10: Evaluation Metrics vs. Debate Rounds on
Semi-Open-HaluQA Dataset

is a tendency for performance to decline.This phe-1428

nomenon indicates that there is an optimal num-1429

ber of debate rounds, which can effectively en-1430

hance model performance while avoiding resource1431

wastage and potential misjudgments caused by ex-1432

cessive rounds.Additionally, the varying sensitiv-1433

ity of different datasets to the number of debate1434

rounds also reflects the impact of data complexity1435

on the choice of the optimal number of rounds.In1436

summary, determining the appropriate number of1437

debate rounds is crucial for enhancing the perfor-1438

mance of a multi-agent collaboration framework1439

in hallucination detection tasks.Additionally, this1440

finding provides empirical evidence for optimiz-1441

ing the interaction design of multi-agent systems1442

in the future, emphasizing the importance of ad-1443

justing the number of debate rounds in different1444

application scenarios. Future research could fur-1445

ther explore methods for dynamically adjusting the1446

number of debate rounds to adapt to more complex1447

and variable question-and-answer environments.1448
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Figure 11: Evaluation Metrics vs. Debate Rounds on
HaluEval dataset

E.4 The Supplement of Cross-Model 1449

Robustness Evaluation 1450

Table 4 presents the performance of the IMPD- 1451

MACD method on multiple core metrics under dif- 1452

ferent base LLMs. As training knowledge contin- 1453

ues to evolve and model parameter scales expand, 1454

the IMPD-MACD framework exhibits a steady up- 1455

ward trend across all evaluation metrics. This ob- 1456

servation not only indicates that larger-scale LLMs 1457

can more fully unlock the method’s reasoning and 1458

decision-making capabilities, but also underscores 1459

its robustness and generalizability when adapting 1460

to models of varying sizes and knowledge cov- 1461

erage. Equally noteworthy, the sustained perfor- 1462

mance gains suggest a positive synergy between 1463

the IMPD-MACD framework and more expressive 1464

models, effectively leveraging the extensive knowl- 1465

edge embedded in large models to achieve signifi- 1466

cant and stable improvements in hallucination de- 1467

tection tasks. 1468
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