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Abstract

A teaching strategy using repetition has been001
popular for second language (L2) pronuncia-002
tion learning. Built upon the strategy, the ef-003
fectiveness of repetition is known to be en-004
hanced by feedback. This study investigates005
the effectiveness of repetition with and with-006
out feedback as pronunciation learning strate-007
gies for Chinese learners of English, utilising008
multiple automated pronunciation assessment009
metrics. The use of automatic pronunciation as-010
sessment helps avoid the subjectivity of human011
evaluation, which often shows weak correla-012
tions among raters, making automated meth-013
ods more reliable. A novel corpus, Repetition-014
based Pronunciation Improvement (RPI), was015
collected from 50 Chinese learners divided016
into two groups: repetition only (RPI_G1) and017
repetition with feedback (RPI_G2). Eighteen018
pronunciation assessment metrics, including019
automatic phone recognition, self-supervised020
models, and Goodness of Pronunciation (GOP)021
were used to evaluate learner pronunciations022
over 12 repetitions of 7 pseudo-words. Re-023
sults show RPI_G2 demonstrated positive learn-024
ing rates across most metrics, while RPI_G1025
showed negative learning rates, indicating the026
importance of feedback for pronunciation im-027
provement. Analysis of the metrics revealed028
varying levels of consistency and correlation,029
with self-supervised models showing high cor-030
relation.031

1 Introduction032

The mastery of English pronunciation is crucial033

for learners of English as a second language (L2).034

Accurate pronunciation is essential for clear com-035

munication, boosting confidence, and enhancing036

cultural understanding in L2. Each learner brings037

unique qualities and behaviours to their learning038

journey, creating a diverse landscape of approaches039

to pronunciation improvement (Gilakjani and Ah-040

madi, 2011). One effective learning strategy for041

pronunciation learning is an exercise focusing on042

pronunciation of words involving minimal acous- 043

tically confusable pairs. This strategy has been 044

shown to enhance pronunciation skills in L2 learn- 045

ers (Darcy, 2018; Gilakjani, 2012). Repetition 046

of words is another strategy. It allows learners 047

to intentionally practice saying words and sounds 048

repeatedly to strengthen and build confidence in 049

their pronunciation (Larsen-Freeman, 2012). When 050

combined with corrective feedback, repetition is 051

enables learners to not only practice and identify 052

errors independently but also receive guidance on 053

how to improve their pronunciation (Saeli et al., 054

2021). Despite the existing literature emphasising 055

the importance of integrating various L2 pronunci- 056

ation learning strategies, incorporating automated 057

assessment metrics, and considering the specific 058

characteristics of L2 learners, significant gaps re- 059

main in the field of Computer-Assisted Pronunci- 060

ation Training (CAPT). Luo (2016) and Tejedor- 061

García et al. (2020) identified a lack of standardised 062

guidelines for evaluating pronunciation improve- 063

ment in CAPT and a shortage of objective studies 064

on the effectiveness of Automatic Speech Recog- 065

nition (ASR) and Text-to-Speech (TTS) systems 066

within CAPT. Furthermore, recent studies (Kuni- 067

hara et al., 2022; Malucha, 2022) used a limited 068

number of evaluation matrices, suggesting a need 069

for exploring alternative L2 pronunciation learn- 070

ing strategies. To address these shortcomings, this 071

study shows the effectiveness of repetition with and 072

without feedback by utilising multiple automated 073

pronunciation assessment metrics for L2 learners. 074

The effectiveness is investigated with a novel cor- 075

pus, the Repetition-based Pronunciation Improve- 076

ment (RPI) corpus, which was collected for this 077

research. This corpus focuses on Chinese learners 078

of English, where the demand for effective learning 079

strategies is high. In addition to formal L2 pronun- 080

ciation assessment metrics, this study builds on re- 081

cent successes in utilising self-supervised learning 082

models (Kim et al., 2022; Islam et al., 2023), such 083
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as Wav2Vec 2.0, Hubert models, WavLM mod-084

els, and XLS-R. The exploration of these models085

for pronunciation assessment opens up their poten-086

tial usefulness for capturing pronunciation devel-087

opment and complements traditional assessment088

methods. The experiments are designed to answer089

the following research questions:090

Research Question 1 (RQ1): How is the ef-091

fectiveness of L2 pronunciation learning strategies092

using repetition influenced by providing feedback?093

Research Question 2 (RQ2): How useful are094

different pronunciation assessment metrics for eval-095

uating L2 pronunciation learning?096

To address these questions, data was collected097

specifically examining the effectiveness of repeti-098

tion and repetition with feedback as L2 pronuncia-099

tion learning strategies. The study also incorporates100

a comparison of various pronunciation assessment101

metrics, enriching the understanding of the nuances102

in pronunciation assessment. Through these mul-103

tifaceted investigations, this research aims to con-104

tribute to the analysis of L2 learning and offer in-105

sights for L2 teachers.106

2 Pronunciation assessment107

Pronunciation errors can be categorised into two108

main types: phonetic (segmental) errors and109

prosodic errors (Chang, 2021). Phonetic errors110

involve the mispronunciation of individual sounds,111

such as vowels and consonants, and can manifest112

as insertion, deletion, or substitution errors. In con-113

trast, prosodic errors pertain to broader elements114

influencing the pronunciation of entire words or115

sentences, including stress, rhythm, and intonation116

(Islam, 2020). Chinese L2 English learners en-117

counter various challenges in pronunciation, with118

research indicating that they experience difficul-119

ties in both segmental and prosodic aspects (Han,120

2013). Several studies have examined the influence121

of first language (L1) backgrounds on the percep-122

tion and production of L2 (Zhang and Xiao, 2014;123

Richards, 2011). For example, the ’th’ sounds (/T/124

and /D/) in words like "think" and "this" are ab-125

sent in Chinese, leading to common substitutions126

with /s/, /z/, /t/, or /d/. The English ’r’ and ’l’127

sounds also pose difficulties, as Chinese learners128

often merge them into a single sound. Furthermore,129

the distinction between /v/ and /w/ is non-existent130

in Chinese, causing confusion between words such131

as "vine" and "wine". Feedback plays a crucial132

role in pronunciation learning, as it helps learners133

identify and correct their errors. Saito and Lyster 134

(2012) found that corrective feedback, particularly 135

explicit correction and metalinguistic explanation, 136

led to significant improvements in the pronuncia- 137

tion of Japanese learners of English. Similarly, Lee 138

(2013) demonstrated the effectiveness of corrective 139

feedback in improving the pronunciation of Korean 140

learners of English, highlighting the importance of 141

immediate and explicit feedback. However, these 142

studies relied on human evaluators, which can be 143

subjective and time-consuming. Automated L2 pro- 144

nunciation assessment offers objective evaluations 145

based on predefined criteria, with the added benefit 146

of potentially eliminating subjective biases. Ad- 147

vancements in recent years have significantly im- 148

proved the field of pronunciation assessment and 149

its utilisation in CAPT (Agarwal and Chakraborty, 150

2019; Rogerson-Revell, 2021; Korzekwa et al., 151

2022). Different automatic pronunciation assess- 152

ments can be employed for each type of pronunci- 153

ation error (Kheir et al., 2023). Using automatic 154

phone recognition in L2 pronunciation assessment 155

allows the processing of a learner’s spoken input. 156

The audio is transformed into streams of features, 157

which then undergo recognition with implicit pho- 158

netic segmentation. Individual phonemes are iden- 159

tified and compared to a native speaker-based ref- 160

erence model (Yeo et al., 2023; Li et al., 2020). 161

The L2 learner’s phoneme accuracy is evaluated by 162

computing the Phoneme Error Rate (PER), which is 163

the ratio of the total number of phoneme errors, in- 164

cluding inserted, deleted, and changed phonemes, 165

to the overall number of phonemes in the refer- 166

ence. Inspired by the recent achievements of self- 167

supervised learning models in speech-related tasks, 168

including speech recognition, emotion recognition, 169

speaker verification, and language identification, as 170

demonstrated in prior works (Ravanelli et al., 2020; 171

Morais et al., 2022; Chen et al., 2021; Tjandra 172

et al., 2022), the L2 pronunciation assessment field 173

also incorporates self-supervised learning models 174

(Kim et al., 2022; Islam et al., 2023). Goodness 175

Of Pronunciation (GOP), initially introduced by 176

Kim et al. (1997), is a likelihood-based mispro- 177

nunciation detection algorithm based on Hidden 178

Markov Model-Gaussian Mixture Model (HMM- 179

GMM) Automatic Speech Recognition (ASR) mod- 180

els. It provides phoneme scores and thus allows the 181

detection of errors at the phoneme level. Building 182

upon that, Zhang et al. (2008) proposed enhance- 183

ments of GOP aimed at refining the GOP scoring 184

methodology to improve its effectiveness. These 185
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have been shown to outperform previous meth-186

ods on phoneme and utterance-level assessment187

tasks (Sheoran et al., 2023; Kanters et al., 2009).188

Gong et al. (2022) introduced a GOP feature-based189

Transformer (GOPT), which integrates with vari-190

ous acoustic models. The authors report a Pearson191

correlation coefficient (PCC) of 0.612 with human192

expert evaluations on the speechocean762 corpus193

at the phone level (Zhang et al., 2021). This demon-194

strates the potential of transformer-based models in195

capturing the nuances of pronunciation assessment.196

Despite the advancements in automated pronun-197

ciation assessment, several limitations persist in198

existing studies. Many studies have focused on a199

single metric or a limited set of metrics, making200

it difficult to compare the effectiveness of differ-201

ent approaches (Hu et al., 2015). Furthermore, the202

lack of large-scale, publicly available corpora with203

detailed annotations for pronunciation assessment204

hinders the development and evaluation of new205

methods (Wang et al., 2018; Zhang et al., 2021).206

The computation of automatic assessment metrics207

relies on the availability of a substantial amount of208

training data that is directly relevant to the specific209

task. However, obtaining such data can be chal-210

lenging and costly. Some available corpora have211

limited public accessibility, and among these, only212

a few contain detailed transcriptions. Even fewer213

provide manual assessments of prosodic features,214

fluency, and overall proficiency scores. Several cor-215

pora featuring L2 learners speaking English have216

been developed to address these challenges . One217

such example is the ISLE corpus, which includes218

recordings of 23 intermediate-level speakers each219

for German and Italian-accented English (Menzel220

et al., 2000). Speechocean762 is a dataset specifi-221

cally designed for pronunciation assessment, fea-222

turing a total of 5,000 English utterances from 250223

Chinese speakers. Each utterance in the dataset is224

assessed by five experts at the utterance, word, and225

phoneme levels (Zhang et al., 2021). To address the226

limitations of existing studies and explore the effec-227

tiveness of feedback and repetition in L2 pronuncia-228

tion learning, this study utilises multiple automated229

pronunciation assessment metrics and collects a230

novel corpus focusing on Chinese learners of En-231

glish. By comparing the performance of learners232

who receive feedback during repetition with those233

who do not, this study aims to provide insights into234

the role of feedback in pronunciation improvement.235

Additionally, by evaluating the consistency and cor-236

relation between various assessment metrics, this237

Figure 1: Recording setup for RPI_G2 group.

study seeks to identify the most useful metrics for 238

evaluating L2 pronunciation learning. 239

3 Repetition-Based Pronunciation 240

Improvement Corpus 241

To measure progress in L2 pronunciation learning 242

using repetition as a learning strategy, a new corpus 243

was collected, as specific data in sufficient amounts 244

was not readily available. This section describes 245

the participants, data collection process, and corpus 246

details for the Repetition-Based Pronunciation Im- 247

provement (RPI) corpora. A total of 50 L2 learners, 248

who are Chinese native speakers and students at the 249

university, participated in the RPI corpora. Among 250

them, 43 were within the age group of 20-30, and 251

seven were within the age group of 31-40. 252

3.1 Words List 253

The word list consisted of seven pseudo-words, 254

each comprising 6-7 phonemes. Notably, existing 255

literature (Khanal et al., 2021; Wang and Chen, 256

2020; Chan, 2007) has identified two to three of 257

these phonemes as challenging for Mandarin speak- 258

ers learning English. Pseudo-words or nonce words 259

are terms used in linguistics to describe words cre- 260

ated for a specific purpose and do not have an es- 261

tablished meaning in the language (Keuleers and 262

Brysbaert, 2011). The use of pseudo-words aimed 263

to provide a more authentic evaluation of learners’ 264

ability to reproduce English sounds, eliminating 265

any influence from written representations or prior 266

knowledge of word pronunciation. The experimen- 267

tal word list is: w1:RALISAR, w2:SHEEBINGS, 268

w3:BADUNLOT, w4:MASIGAN, w5:NAVIKLY, 269

w6:TAGAMAUGH, and w7:HICKOMAY. 270

3.2 Data Recording 271

Participants were divided into two groups based 272

on the pronunciation teaching strategy. The first 273
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group (RPI_G1) learned pronunciation through a274

repetition learning strategy, while the second group275

(RPI_G2) engaged in interactive recording sessions276

with an English teacher, utilising a repetition with277

feedback teaching strategy. For RPI_G1, the data278

recording process was conducted through a dedi-279

cated website. Participants had two options: on-280

line recording using their own setup while follow-281

ing provided instructions or participating in an in-282

person recording session at the university. For on-283

line recordings, participants were instructed to en-284

sure a quiet environment without background noise285

and use a good-quality microphone. For in-person286

recordings, a meeting pod with sound isolation287

walls and headsets with built-in microphones was288

available. Participants listened to native speaker au-289

dio files, recorded their own pronunciation for each290

word, and were not allowed to replay the audio files291

or their own recordings during the session. RPI_G2292

sessions took place at the university using a micro-293

phone positioned between the teacher and learner,294

who were seated approximately 50 cm apart and295

facing the same direction to prevent feedback from296

non-verbal cues. The microphone was placed 30297

cm from each participant and 100 cm from the lap-298

top running Audacity software (Audacity, 2017)299

for recording. Figure 1 illustrates the described300

recording setup. The teacher and learner were in-301

structed to maintain a consistent volume level of302

around 60-70 decibels, speaking clearly and loudly303

enough to be easily understood without shouting.304

Recorded data were manually trimmed using Au-305

dacity software to include teacher pronunciation,306

learner pronunciation, and feedback. As described307

in Figure 2, in both RPI_G1 and RPI_G2, each of308

the 7 words was pronounced 12 times by each of309

the 25 learners during their individual recording310

sessions. In RPI_G1, one audio file was used as311

a reference for each word, recorded by a native312

teacher. In RPI_G2, learners repeated the words313

after the teacher, and feedback was provided. The314

RPI data comprises the final recordings from 50315

L2 speakers and contributions from a native En-316

glish teacher, resulting in a total of 6116 utterances317

with a total duration of 4 hours, 45 minutes, and 39318

seconds.319

4 Pronunciation Assessment Metrics320

This section introduces a framework for evaluating321

the effectiveness of different automatic pronunci-322

ation assessment metrics in the context of L2 pro-323

Figure 2: Description of the recording sessions for learn-
ers in both groups, (RPI_G1) using a repetition pronun-
ciation teaching strategy, and (RPI_G2), using a repeti-
tion with feedback pronunciation teaching strategy.

nunciation learning. Various automatic pronuncia- 324

tion assessment metrics, denoted as Qn, where n 325

is the metric ID, n ∈ 1, 2, 3, . . . , 18, are employed. 326

The pronunciation score for a learner L repeating 327

a word wd for the i-th time, compared to the ref- 328

erence T , is represented by the notation yQn,r,wd,i. 329

This score is calculated using the following equa- 330

tion: 331

yQn,r,wd,i = Qn(Lr,wd,i, Twd,i) (1) 332

where r is the learner ID, r ∈ 1, 2, 3, . . . , 50, wd is 333

the word ID, d ∈ 1, 2, 3, . . . , 7, and i is the repeti- 334

tion number, i ∈ 1, 2, 3, . . . , 12. To illustrate the 335

use of Equation (1), consider the following exam- 336

ple: L1,w3,6 refers to the first learner repeating the 337

third word from the word list in the sixth repetition. 338

Tw3,6 refers to the teacher repeating the third word 339

from the word list in the sixth repetition. yQ1,1,w3,6 340

represents the pronunciation score using metric Q1 341

for the first learner and the third word in the sixth 342

repetition. Table 1 summaries all the pronunciation 343

assessment metrics for each Qn. 344

4.1 Automatic Phone Recognition 345

Two distinct automatic phone recognises were 346

tested to obtain phoneme sequences for both the 347

native L1 teacher, serving as the reference, and 348

the learner. The first recogniser, Allosaurus, is a 349

universal phone recognition system trained with 350

a multilingual allophone system (Li et al., 2020). 351

The English models were trained on the VoxForge, 352

Tedlium (Rousseau et al., 2012), and Switchboard 353

(Godfrey et al., 1992) corpora. The PER for the 354

recognised phonemes in relation to the reference 355

phonemes serves as automatic pronunciation as- 356

sessment metric Q1. The second recogniser is 357

a transformers-based model, a large-scale multi- 358

lingual pre-trained model that uses the wav2vec 359

2.0 objective, as described in (Phy, 2022). In 360
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the context of speech recognition, XLS-R demon-361

strates significant improvements over recent mod-362

els, achieving a relative error rate reduction of 20%-363

33% on average. This model is specifically trained364

on the TIMIT corpus (Garofolo et al., 1993), which365

includes speech recordings from 630 native speak-366

ers along with detailed phonetic transcriptions. The367

PER obtained with this model is denoted as Q2. For368

example, consider the word "Ralisar". The recog-369

nised phoneme sequence using Q2 for the learner370

is:371

[lælIsAl]372

The recognised phoneme sequence for the373

teacher is:374

[rælIsAr]375

In this case, the PER is 28.57%. Here’s an exam-376

ple of evaluation using Q2. For the learner with ID377

2 and word ID 1, in the third repetition:378

yQ2,2,w1,3 = Q2(L2,w1,3, Tw1,3)379

yQ2,2,w1,3 = 28.57380

4.2 Self-Supervised Models381

This section explores the use of self-supervised382

models for automatic pronunciation assessment by383

computing the acoustic representation-based dis-384

tortion between learner and reference utterances.385

The distortion is calculated by aligning features ex-386

tracted from the learner and reference audio using387

Dynamic Time Warping (DTW) and measuring the388

Euclidean distance between the aligned features.389

Several self-supervised models are employed in390

this study, including Wav2Vec 2.0 (Baevski et al.,391

2020), XLS-R (Babu et al., 2021), HuBERT (Hsu392

et al., 2021), and WavLM (Chen et al., 2022).393

These models are pre-trained on large amounts394

of unlabelled speech data and fine-tuned on la-395

belled datasets to learn meaningful representations396

of speech at different linguistic levels. The exper-397

iments involve extracting features from different398

layers (layers 5, 12, 19, and the final layer) of the399

HuBERT, WavLM, XLS-R, and Wav2Vec 2.0 mod-400

els. The notation for the automatic pronunciation401

assessment metrics based on these models is sum-402

marised in Table 1.403

4.3 Goodness of Pronunciation (GOP)404

The original GOP proposal aimed to derive a poste-405

rior per phoneme probability using a Gaussian Mix-406

ture Model-Hidden Markov Model (GMM-HMM).407

While in principle this is conceptually the right ap- 408

proach to assess pronunciations, it brings a range of 409

problems. Using a Deep Neural Network-Hidden 410

Markov Model (DNN-HMM)-based native acous- 411

tic model improves upon issues of estimation (Kim 412

et al., 1997), but data-related drawbacks remain. 413

Here, posterior probabilities for a set of senones 414

are derived directly from a DNN, using alignments 415

derived from the same model (Sudhakara et al., 416

2019). The acoustic model was trained on the Lib- 417

riSpeech corpus (Panayotov et al., 2015), which is 418

derived from LibriVox audiobooks and consists of 419

about 1000 hours of read speech. The GOP model 420

derived from here is further denoted with Q16. 421

A further GOP system using the same approach 422

was trained on the WSJCAM0 corpus (Robinson 423

et al., 1995), denoted with Q17. WSJCAM0 con- 424

tains read British English speech sentences. It was 425

specifically designed for constructing and evalu- 426

ating speaker-independent speech recognition sys- 427

tems in the early days of ASR development and 428

has been used for GOP model training in differ- 429

ent contexts. The corpus consists of recordings 430

from 140 speakers, each delivering about 110 utter- 431

ances. Finally, the GOP feature-based Transformer 432

(GOPT) has been employed (Q18) (Gong et al., 433

2022). The model is suggested to estimate pronun- 434

ciation quality at multiple granularities and trained 435

to predict the quality from multiple aspects using a 436

transformer. First, an acoustic model is trained on 437

LibriSpeech. The log phone posterior and the log 438

posterior ratio between the canonical phone and the 439

one with the highest score are used as GOP features. 440

Then, the transformer takes the features to predict 441

phoneme scores, word scores, and utterance-level 442

scores. 443

5 Statistical Analysis 444

5.1 Normalisation 445

The metrics mentioned Table 1 all obtain values 446

in different ranges. For comparability, it is desir- 447

able to have all scores in the same range. For this 448

purpose, min-max normalisation is applied. Each 449

value of yQn,r,wd,i is calculated using Equation (1) 450

and then normalised using Equation (2). 451

y′Qn, r, wd, i =
yQn,r,wd,i − ymin,Qn

ymax,Qn − ymin,Qn

(2) 452

where y′Qn, r, wd, i is the normalised pronuncia- 453

tion score, ymin,Qn is the minimum score among all 454

pronunciation scores for metric Qn. ymax,Qn is the 455
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Table 1: A list of assessment metrics with brief descrip-
tions. The arrows represent the change in pronunciation
score when the pronunciation improves. For example,
the down arrow (↓) represents that a decrease in the
score indicates improvement in pronunciation.

Qn Metrics Description
Q1↓ Allosaurus PER
Q2↓ Wav2vec 0.2-xls PER
Q3↓ HuBERT layer 5
Q4↓ WavLM layer 5
Q5↓ XLS-R layer 5
Q6↓ HuBERT layer 12
Q7↓ WavLM layer 12
Q8↓ XLS-R layer 12
Q9↓ HuBERT layer 19
Q10↓ WavLM layer 19
Q11↓ XLS-R layer 19
Q12↓ HuBERT layer 24
Q13↓ WavLM layer 24
Q14↓ XLS-R layer 24
Q15↓ Wav2Vec 2.0
Q16 ↑ GOP with LibriSpeech
Q17 ↑ GOP with WSJCAM0
Q18 ↑ GOPT

maximum score among all pronunciation scores for456

metric Qn.457

5.2 Pronunciation Learning Rate458

To measure pronunciation improvement for each459

L2 learner r, the pronunciation learning rate for460

each learner r is computed using Equation (3). This461

is calculated by averaging the slopes of linear re-462

gression lines, each associated with a specific word.463

These slopes represent the rate of change in pronun-464

ciation scores, as determined by Qn, with respect465

to the repetition number of each word.466

Pr,Qn = 1
7

∑7
d=1467 ∑12

i=1(xi − x̄)(y′Qn, r, wd, i− y′Qn, r, wd, i)∑12
i=1(xi − x̄)2

(3)468

where x̄ and y′Qn, r, wd, i are the mean values469

for repetition number and the normalised pronunci-470

ation score, respectively. x is the repetition number471

∈ {1, 2, 3, ..., 12}. and wd represents the word ID,472

d ∈ {1, 2, 3, ..., 7}.473

Negative slopes in automatic phone recognises474

denoted by Q1 and Q2, show a decrease in PER475

during repetition which should indicate learning476

progress. Negative slopes for self-supervised 477

model metrics (Q3 to Q15) suggest a reduction 478

in the distance between reference representations 479

over the repetition period. Finally, a positive slope 480

in the GOP metric, Q16 to Q18, implies an increase 481

in pronunciation quality during repetition. 482

6 Results 483

The results section presents the key findings of this 484

study, focusing on two main aspects: the influence 485

of feedback on L2 pronunciation learning and the 486

impact of repetition on pronunciation scores. First, 487

the pronunciation learning rates of two groups of 488

learners (RPI_G1 and RPI_G2) are compared us- 489

ing the RPI corpus to assess the effectiveness of 490

providing feedback during repetition. RPI_G1 en- 491

gaged in a repetition-only learning strategy, while 492

RPI_G2 received feedback during the repetition 493

process. Second, the influence of repetition on 494

pronunciation scores is examined by analysing the 495

averaged pronunciation scores for each word repe- 496

tition across various pronunciation assessment met- 497

rics. The relationship between the initial English 498

proficiency level of L2 learners and their pronunci- 499

ation skill was examined in Appendix A. Further 500

analysis of word-level pronunciation improvement 501

through repetition is provided in Appendix C. 502

6.1 Influence of Feedback on L2 503

Pronunciation Learning 504

In order to answer RQ1, the influence of feedback 505

during repetition on the effectiveness of L2 pronun- 506

ciation learning strategies is assessed by comparing 507

the learning rates of two groups of learners in this 508

section using the RPI corpus. The average pronun- 509

ciation learning rate for RPI_G1 is calculated using 510

Equation 4, and the average pronunciation learning 511

rate for RPI_G2 is calculated using Equation 5. 512

PRPI_G1,Qn =
1

25

25∑
r=1

Pr,Qn (4) 513

where Pr is the pronunciation learning rate for each 514

learner r ∈ {1, 2, 3, ..., 25}. 515

PRPI_G2,Qn =
1

25

50∑
r=26

Pr,Qn (5) 516

where Pr is the pronunciation learning rate for each 517

learner r ∈ {26, 27, 28, ..., 50}. 518

Table 2 summaries the pronunciation learning 519

rates of RPI_G1 and RPI_G2 across all pronuncia- 520

tion assessment metrics. The learning rates for 521
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RPI_G2 indicate an improvement in pronuncia-522

tion during repetition for all metrics except Q1,523

while RPI_G1 shows the opposite trend, with the524

exception of Q2. These findings support the hy-525

pothesis that the repetition with feedback strategy526

has a positive effect on L2 pronunciation learn-527

ing. The positive learning rates for RPI_G2 across528

most metrics demonstrate the effectiveness of pro-529

viding feedback to learners during the repetition530

process. Learners in RPI_G2 were able to incor-531

porate the feedback to make significant improve-532

ments in their pronunciation over the repetitions.533

The consistency of this finding across multiple met-534

rics strengthens the credibility of the results and535

highlights the robustness of the feedback-based536

approach. Conversely, the negative learning rates537

for RPI_G1 underscore the limitations of relying538

solely on repetition without feedback for pronunci-539

ation improvement. Learners in RPI_G1 may have540

struggled to perceive their own mistakes and make541

the necessary adjustments to enhance their pro-542

nunciation skills. The contrasting results between543

RPI_G1 and RPI_G2 emphasise the crucial role of544

feedback in the language learning process. Feed-545

back provides learners with valuable information546

about their performance, enabling them to focus547

on specific areas that need improvement. These548

findings suggest that incorporating feedback into549

pronunciation training can substantially enhance550

learning outcomes, whereas relying exclusively on551

repetition may not yield the desired results. The552

influence of feedback on L2 pronunciation consis-553

tency and the influence of repetition on L2 pro-554

nunciation learning are examined in Appendix B.555

556

6.2 Comparison of assessment metrics Qn557

This section delves into the findings related to RQ2,558

which focuses on the comparison of various pro-559

nunciation assessment metrics.560

6.2.1 Qn Consistency561

The mean variance of each Qn measures how far a562

set of scores is spread out from their average value.563

A lower variance indicates a more consistent metric564

across learners, while a higher variance suggests565

greater variability. The mean variance is computed566

by averaging the variance of all normalised pronun-567

ciation scores for all learners using Equation (6).568

Table 2: The pronunciation learning rate of RPI_G1 and
RPI_G2 across all assessment metrics Qn.

Qn PRPI_G1,Qn PRPI_G2,Qn

Q1 ↓ 5.14× 10−6 1.58× 10−7

Q2 ↓ −1.67× 10−7 −2.41× 10−7

Q3 ↓ 5.28× 10−5 −3.65× 10−5

Q4 ↓ 4.38× 10−5 −1.38× 10−5

Q5 ↓ 3.96× 10−5 −7.44× 10−6

Q6 ↓ 7.57× 10−5 −1.06× 10−4

Q7 ↓ 8.42× 10−5 −6.49× 10−5

Q8 ↓ 4.82× 10−5 −6.93× 10−5

Q9 ↓ 9.56× 10−5 −2.18× 10−4

Q10 ↓ 1.08× 10−4 −1.53× 10−4

Q11 ↓ 7.82× 10−5 −2.04× 10−4

Q12 ↓ 3.80× 10−4 −1.45× 10−3

Q13 ↓ 4.02× 10−4 −7.46× 10−4

Q14 ↓ 6.06× 10−5 −7.70× 10−4

Q15 ↓ 7.81× 10−7 −1.22× 10−7

Q16 ↑ −6.9× 10−8 9.11× 10−8

Q17 ↑ −1.06× 10−7 2.47× 10−7

Q18 ↑ −2.42× 10−8 2.03× 10−7

The results are plotted in Figure 569

σ2Qn =
1

50

50∑
r=1

∑7
w=1(

∑12
i=1(y

′
Qn,r,w,i − µ))2

(W ∗ I)− 1

(6) 570

where µ is the mean of all pronunciation scores for 571

50 learners, W is number of pseudo-words which 572

is 7 and I is number of repetition which is 12. 573

Figure 3: Mean variance of assessment metrics Qn.

As Figure 3 shows, most Qn have mean vari- 574

ances within a similar range. Metrics with lower 575

mean variance, such as Q1 and Q3, are more con- 576

sistent across different learners, suggesting more 577

uniformity in their values. In contrast, Q18 has a 578

noticeably higher mean variance compared to the 579

others, indicating that its values vary more signifi- 580

cantly among learners. The consistency of pronun- 581
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ciation assessment metrics is crucial for researchers582

and language educators. Metrics with lower mean583

variance provide more reliable and stable measure-584

ments of learners’ performance, making it easier to585

compare progress across different individuals.586

6.2.2 Correlation Between Qn587

The PCC between all pronunciation assessment588

metrics Qn has been calculated and is shown in589

Figure 4. For each learner, the pronunciation learn-590

ing rate Pr,Qn is calculated using Equation (1) with591

a specific Qa and denoted as Pr,Qa , then calcu-592

lated using another Qb and denoted as Pr,Qb
. As

Figure 4: PCC between various assessment metrics Qn.
593

Figure 4 shows, pairs of metrics with correlation594

coefficients close to 1 indicate a strong positive595

relationship. Q3 and Q6, Q4 and Q5, Q5 and Q8596

show strong positive correlations over 0.9, and all597

of them are categorised as self-supervised mod-598

els. This suggests that these self-supervised models599

capture similar aspects of pronunciation learning600

and provide consistent measurements of learners’601

progress. The high correlation among these metrics602

implies that they could potentially be used inter-603

changeably or in combination to assess pronuncia-604

tion development. Correlation coefficients that are605

positive but less than 0.5 indicate a moderate to606

weak positive relationship. Metrics like Q1 with607

Q3, Q1 with Q5, and Q2 with Q18 fall into this cat-608

egory. The moderate to weak correlations between609

these metrics suggest that they capture different610

aspects of pronunciation and may provide comple-611

mentary information about learners’ performance.612

Q1 and Q2 are related to the same pronunciation613

assessment metrics category, which is automatic614

phone recognisers, while Q18 is GOPT. The weak615

correlation between the automatic phone recognis- 616

ers and GOPT indicates that these metrics assess 617

pronunciation from different perspectives and may 618

offer distinct insights into learners’ development. 619

7 Conclusion 620

This research provides valuable insights into the 621

role of feedback and repetition in L2 English pro- 622

nunciation learning for Chinese learners. The col- 623

lection of the RPI corpus enabled a data-driven 624

investigation comparing repetition with and with- 625

out feedback. By employing a diverse set of auto- 626

mated pronunciation assessment metrics, the study 627

presents a comprehensive evaluation of pronunci- 628

ation improvement over multiple repetitions. The 629

use of automated assessment methods is crucial 630

in providing objective and reliable evaluations of 631

pronunciation performance, overcoming the limita- 632

tions of human evaluation, which often suffers from 633

subjectivity and weak correlations among raters. 634

The results demonstrate the positive impact of feed- 635

back on pronunciation learning rates, emphasis- 636

ing the importance of incorporating feedback into 637

pronunciation training. The analysis of pronunci- 638

ation assessment metrics reveals the consistency 639

and correlation among different approaches, with 640

self-supervised models showing promise in cap- 641

turing pronunciation development. These findings 642

have implications for language educators and re- 643

searchers. Incorporating feedback into repetition- 644

based pronunciation exercises can enhance learn- 645

ing outcomes. Furthermore, exploring multiple as- 646

sessment metrics provides a more comprehensive 647

understanding of learners’ pronunciation progress. 648

The study highlights the value of automated assess- 649

ment in providing consistent and reliable measures 650

of pronunciation performance. 651

8 Limitations 652

The current study has several limitations that 653

should be acknowledged. Firstly, the RPI corpus 654

is limited to Chinese learners of English, and the 655

findings may not generalise to learners from other 656

L1 backgrounds. Additionally, the study focused 657

on a specific set of pseudo-words, and the effec- 658

tiveness of the learning strategies and assessment 659

metrics may vary with different word sets or authen- 660

tic words. Furthermore, the long-term retention of 661

pronunciation improvements was not investigated, 662

and future research should explore the sustainabil- 663

ity of learning gains. Moreover, the sample size of 664
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50 learners, while sufficient for the current study,665

could be expanded in future research to increase666

the robustness of the findings. Lastly, the study did667

not control for individual differences in learners’668

aptitude, motivation, or prior pronunciation profi-669

ciency, which may influence their responsiveness670

to the learning strategies.671

9 Preserving Anonymity and Ethics672

Participants in this study were given a document673

called the Participant Information Sheet and Con-674

sent Forms, which had information in both En-675

glish and Chinese to ensure clear understanding.676

These documents were approved by the Research677

Ethics Committee. Each participant received these678

documents one week before the recording session.679

The Participant Information Sheet contained details680

about the project, including why we specifically fo-681

cused on Chinese speakers. It emphasised the vol-682

untary nature of participation, allowing individuals683

to withdraw from the project at any time without684

providing a reason. Participants were encouraged685

to ask questions about the study after completing686

their participation. The information sheet outlined687

the steps participants would take, highlighted po-688

tential disadvantages and risks, and explained how689

the collected data would be utilised and stored. The690

university, acting as the data controller, assured se-691

cure and anonymous storage and transportation of692

the data. Anonymised data would be retained for693

at least 10 years after the study’s conclusion, with694

ongoing reviews by the university to assess the ne-695

cessity of continued retention. Contact details were696

also provided for any inquiries. It’s important to697

note that the collected data remained anonymised,698

with no collection of names or gender information.699

Only age and IELTS results were gathered.700
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A Appendix A 954

A.1 Initial English Proficiency and L2 955

Pronunciation Skill 956

Before analysing the gradual improvement in L2 957

pronunciation learning, the relationship between 958

the initial English proficiency level of L2 learners 959

and their pronunciation skill was examined. To as- 960

sess the learners’ proficiency, recent IELTS scores 961

were collected from each participant. The average 962

pronunciation score and learning rate per learner 963

were then calculated using Equation (1) and Equa- 964

tion (3), respectively. The PCC between the IELTS 965

score and each average was computed to deter- 966

mine the strength and direction of the relationship. 967

Table 3 presents the PCC values between the aver- 968

aged pronunciation learning rate per learner and the 969

IELTS score, as well as the PCC values between 970

the averaged pronunciation score and the IELTS 971

score for selected pronunciation assessment met- 972

rics (Qn). As shown in Table 3, the correlation 973

coefficients range from -0.16 to 0.13, indicating 974

very weak relationships between the IELTS scores 975

and both the average pronunciation learning rate 976

and the average pronunciation score. Some of the 977

correlations are even in the opposite direction, sug- 978

gesting that higher IELTS scores do not necessarily 979

correspond to better pronunciation skills or faster 980

learning rates. These findings raise questions about 981

the suitability of using IELTS scores as a predictor 982

of L2 pronunciation proficiency. While IELTS is 983

a widely recognised English language proficiency 984
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Table 3: PCC between the averaged pronunciation learning rate per learner and the IELTS score, and PCC between
the averaged pronunciation score and the IELTS score.

Qn
PCC with Average

Pronunciation Learning Rate
PCC with Average

Pronunciation Score
Q2 -0.12 0.06
Q4 0.04 0.01
Q6 0.08 0.02
Q11 -0.01 0.13
Q15 0.02 0.05
Q17 -0.16 0.05

test, it may not provide a comprehensive assess-985

ment of pronunciation skills specifically. The weak986

correlations observed in this study suggest that al-987

ternative English pre-tests targeting pronunciation988

more directly may be needed to better understand989

the relationship between initial proficiency and pro-990

nunciation learning outcomes.991

B Appendix B992

B.0.1 Influence of Feedback on L2993

Pronunciation Consistency994

In this context, L2 pronunciation consistency refers995

to the extent to which learners in each group demon-996

strate stable and uniform pronunciation patterns997

across multiple repetitions. A stable pronuncia-998

tion pattern means that learners maintain a consis-999

tent level of pronunciation accuracy throughout the1000

repetitions, without significant variations or devi-1001

ations. Pronunciation consistency can be inferred1002

by examining the PCC between different pronunci-1003

ation scores among learners in the same group. A1004

higher correlation indicates a higher level of con-1005

sistency, suggesting that learners in the same group1006

exhibit similar pronunciation patterns across repe-1007

titions. Figures 5 display the PCC values between1008

different pronunciation scores among learners in1009

RPI_G1 and RPI_G2, respectively. As seen in1010

the right figure, learners in RPI_G2 demonstrate1011

higher correlation coefficients, indicating greater1012

consistency in pronunciation compared to learn-1013

ers in RPI_G1. This observation underscores the1014

significance of feedback in L2 pronunciation learn-1015

ing, as it suggests that providing feedback helps1016

learners maintain a more consistent pronunciation1017

pattern throughout the repetitions.1018

B.0.2 Influence of Repetition on L2 1019

Pronunciation Learning 1020

This section explores the impact of repetition by 1021

calculating REPQn , which represents the averaged 1022

pronunciation scores for each word repetition, ob- 1023

tained using Equation (7). 1024

REPQn =
1

7

7∑
w=1

1

12

12∑
i=1

1

50

50∑
r=1

y′Qn, r, w, i

(7) 1025

Using Q12 as a pronunciation assessment met- 1026

ric, Figure 6 illustrates the averaged pronunciation 1027

scores for each repetition per word for RPI_G1 and 1028

RPI_G2. Repetition 2 shows the smallest averaged 1029

pronunciation score in RPI_G1, while Repetition 1030

6 shows the smallest averaged pronunciation score 1031

in RPI_G2. These findings suggest that repeating 1032

the words about six times may lead to an improve- 1033

ment in pronunciation, as evidenced by the lower 1034

pronunciation scores at these repetition numbers. 1035

Although both scores fluctuate, the score for the 1036

RPI_G2 group has a downward tendency and ap- 1037

pears to converge as repetition increases, indicating 1038

an overall improvement in pronunciation. In con- 1039

trast, the curve for RPI_G1 shows an overall rise, 1040

suggesting a lack of consistent improvement in pro- 1041

nunciation without feedback. Using Equation (7) 1042

for all Qn, Figure 7 indicates the repetition number 1043

at which the best pronunciation score occurs for 1044

each of RPI_G1 and RPI_G2. Here, the best pro- 1045

nunciation score refers to the smallest score among 1046

Q1 to Q15 and the largest score among Q16 to Q18. 1047

Repetition 2 is the point of best pronunciation in 1048

RPI_G1. In RPI_G2, Repetition 6 holds the posi- 1049

tion of best pronunciation, with Repetition 3 also 1050

being a notable point. 1051
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Figure 5: PCC between different pronunciation scores among learners in RPI_G1 (left) and PCC between different
pronunciation scores among learners in RPI_G2 (right).

Figure 6: Averaged pronunciation scores for words per
repetition using Q12 for RPI_G1 and RPI_G2.

Figure 7: The repetition number at which the best pro-
nunciation score occurs for each of RPI_G1 and RPI_G2
in all Qn.

C Appendix C 1052

C.1 Improvement in Word Pronunciation 1053

through L2 Learning 1054

This section addresses the identification of words 1055

that exhibit pronunciation improvement with repeti- 1056

tion. Based on Figure 6, the sixth repetition shows 1057

the best pronunciation score for RPI_G2, with a 1058

lower score compared to the first repetition, indi- 1059

cating better word pronunciation. Conversely, a 1060

higher score in the sixth repetition would suggest 1061

that the word is difficult to learn. For the assess- 1062

ment, Q1, Q3, and Q16 are selected based on their 1063

consistency and correlation, as discussed in Sec- 1064

tion 6.2. Figures 8, 9, and 10 illustrate the score 1065

changes for each of the seven pseudo-words using 1066

Q1, Q3, and Q16, respectively. 1067

Figure 8: Pronunciation score for each of the seven alien
words for RPI_G2 using Q1 ↓.

The pronunciation scores for Badunlot, Masi- 1068

gan, Ralisar, and Sheebings change consistently 1069

across the three metrics. The scores using Q1 and 1070

Q3 decrease, while those using Q16 increase, in- 1071
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Figure 9: Pronunciation scores for each of the seven
pseudo-words in RPI_G2 using Q3 ↓.

Figure 10: Pronunciation scores for each of the seven
pseudo-words in RPI_G2 using Q16 ↑.

dicating an improvement in pronunciation. How-1072

ever, the score changes for Hickomay, Navikly,1073

and Tagamaugh are inconsistent among the met-1074

rics. For example, the Q1 score for Navikly in-1075

creases, while the scores for Q3 and Q16 decrease.1076

In cases where the scores from the three metrics1077

show inconsistent results, the decision regarding1078

pronunciation improvement is made based on the1079

majority. For instance, in the example above, the1080

results for Navikly can be interpreted as a degrada-1081

tion in pronunciation, as indicated by Q1 and Q16.1082

Similarly, the figures show that the pronunciation1083

of five out of the seven words improves: Badun-1084

lot, Hickomay, Masigan, Sheebings, and Taga-1085

maugh. In summary, this section demonstrates the1086

use of multiple pronunciation assessment metrics to1087

identify words that show improvement in pronunci-1088

ation through repetition. By comparing the scores1089

from the first and sixth repetitions, and considering1090

the consistency of score changes across different1091

metrics, it is possible to determine which words1092

benefit from repetition in terms of pronunciation1093

improvement.1094

14


	Introduction
	Pronunciation assessment
	Repetition-Based Pronunciation Improvement Corpus
	Words List
	Data Recording

	Pronunciation Assessment Metrics
	Automatic Phone Recognition
	Self-Supervised Models
	Goodness of Pronunciation (GOP)

	Statistical Analysis
	Normalisation
	Pronunciation Learning Rate

	Results
	Influence of Feedback on L2 Pronunciation Learning
	Comparison of assessment metrics Qn
	Qn Consistency
	Correlation Between  Qn 


	Conclusion
	Limitations
	Preserving Anonymity and Ethics
	Acknowledgments
	Appendix A
	Initial English Proficiency and L2 Pronunciation Skill

	Appendix B
	Influence of Feedback on L2 Pronunciation Consistency
	Influence of Repetition on L2 Pronunciation Learning


	Appendix C
	Improvement in Word Pronunciation through L2 Learning


