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Abstract001

Recent success in large multimodal models002
(LMMs) has sparked promising applications003
of agents capable of autonomously complet-004
ing complex web tasks. While open-source005
LMM agents have made significant advances006
in offline evaluation benchmarks, their perfor-007
mance still falls substantially short of human-008
level capabilities in more realistic online set-009
tings. A key bottleneck is the lack of diverse010
and large-scale trajectory-level datasets across011
various domains, which are expensive to col-012
lect. In this paper, we address this challenge013
by developing a scalable recipe to synthesize014
the largest and most diverse trajectory-level015
dataset to date, containing over 94K success-016
ful multimodal web trajectories, spanning 49K017
unique URLs, 720K screenshots, and 33M web018
elements. In particular, we leverage extensive019
web exploration and refinement to obtain di-020
verse task intents. The average cost is 28 cents021
per successful trajectory, making it affordable022
to a wide range of users in the community.023
Leveraging this dataset, we train Explorer, a024
multimodal web agent, and demonstrate strong025
performance on both offline and online web026
agent benchmarks such as Mind2Web-Live,027
Multimodal-Mind2Web, and MiniWob++. Ad-028
ditionally, our experiments highlight data scal-029
ing as a key driver for improving web agent030
capabilities. We hope this study makes state-of-031
the-art LMM-based agent research at a larger032
scale more accessible.033

1 Introduction034

Graphical User Interfaces (GUIs) serve as the pri-035

mary medium for user interaction across digital036

environments. Within the GUI environment, LLM-037

based agents (Su et al., 2024) have shown great038

potential in automating complex workflows for hu-039

man users. These agents are designed to operate040

across diverse interfaces, including the web (Deng041

et al., 2023; Zhou et al., 2024; Zheng et al., 2024),042

desktop (Xie et al., 2024; Wu et al., 2024), and043

mobile platforms (Rawles et al., 2023; Yan et al., 044

2023). Navigating modern GUI interfaces, which 045

integrate textual, graphical, and interactive compo- 046

nents, typically requires agents to possess visual 047

grounding, long-term planning, and memory man- 048

agement capabilities. 049

Recent work (Cheng et al., 2024; Gou et al., 050

2024) has demonstrated the effectiveness of syn- 051

thetic data for enhancing visual grounding (Gou 052

et al., 2024; Chen et al., 2024a; Kapoor et al., 053

2024; Chen et al., 2024b) and planning (Xu et al., 054

2024c; Zhang et al., 2024). Developing end-to-end 055

GUI agents with long-term planning and ground- 056

ing capabilities requires training on multi-step tra- 057

jectory data (Xu et al., 2024a,c; Qin et al., 2025). 058

However, existing trajectory datasets are primar- 059

ily human-annotated (Deng et al., 2023; Li et al., 060

2024; Lu et al., 2024) or leverage synthetic data just 061

for task proposal curation (Lai et al., 2024; Chen 062

et al., 2024a). And human annotation is expensive 063

to scale for collecting large and diverse training 064

datasets. Therefore, synthetic data has emerged 065

as a promising alternative to human-annotated 066

data (Hartvigsen et al., 2022; Sahu et al., 2022; 067

Ye et al., 2022; Tang et al., 2023; Mukherjee et al., 068

2023; Mitra et al., 2024). Collecting trajectory- 069

level datasets presents unique challenges: 1) cu- 070

rating a diverse set of task intents at scale, 2) de- 071

ploying an agent capable of interacting with a real- 072

world environment to complete these tasks through 073

a series of actions, and 3) verifying whether the task 074

is accomplished by the executed action sequence. 075

Data diversity is essential for equipping gener- 076

alist web agents with a broad range of skills. Ex- 077

isting work on synthetic web trajectory generation 078

employs self-instruct for task proposal generation 079

(He et al., 2024b). It formulates task proposals 080

from homepages or parametric LLM knowledge, 081

overlooking the richer content available in deeper 082

web pages, which is essential for achieving broader 083

task diversity. Another line of work leverages web 084
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Task Proposal: Find 
today's deals on 
Amazon.
Action: Click on the 
'Today's Deals' link.

Task Refinement: Find and 
purchase a Lightning deal 
item with at least 30% off.
Action: Click on the '36% 
off Limited time deal 
Amazon eero Pro 6E mesh 
Wi-Fi router' link.

Overall Task: Buy the Amazon 
eero Pro 6E mesh Wi-Fi router on 

Amazon.

Task Refinement: Proceed to 
checkout for the Amazon eero 
Pro 6E mesh Wi-Fi router with 
36% off.
Action: Click on the 'Buy Now' 
button for the Amazon eero 
Pro 6E mesh Wi-Fi router.

Task Proposer Task Refiner Task Refiner Task Summarizer

(a) Proposal Stage (b) Refinement Stage (c) Summarization Stage

(d) Verification Stage

Overall Task: Buy the Amazon 
eero Pro 6E mesh Wi-Fi router on 

Amazon.
Success

Task Verifier

Thoughts: The user intended to purchase the Amazon eero 
Pro 6E mesh Wi-Fi router on Amazon. The agent successfully 

navigated to the product page, added the item to the cart, 
and initiated the checkout process by clicking "Buy Now."

Figure 1: Data Generation Pipeline. The task proposer agent generates an initial task and the first action based on
the website homepage. The task is then iteratively refined in subsequent steps by the refiner agent. Finally, the task
summarizer agent constructs an overall task description from the action sequence, followed by task verification to
assess correctness.

tutorials as a form of supervision for generating085

web trajectories (Ou et al., 2024; Xu et al., 2024a).086

While web tutorials effectively cover common daily087

user tasks, the resulting trajectory data exhibits lim-088

ited domain diversity in terms of website and do-089

main coverage (Table 1). Additionally, information-090

seeking tasks remain underrepresented. Due to091

these limitations, web agents trained on existing092

synthetic trajectory datasets have not seen much093

success in more realistic online evaluation settings.094

To enhance web agents’ performance in real-world095

settings, it is essential to incorporate greater diver-096

sity in their training trajectories.097

In this work, we develop a scalable and diverse098

web trajectory data synthesis recipe for training099

GUI agent models. Inspired by how humans learn100

to use the internet, we leverage exploration as101

a key mechanism for achieving diversity in task102

intents. We introduce Explorer (EXPLoration-103

driven web trajectORy gEneratoR), a framework104

for systematic web exploration to generate diverse,105

high-quality trajectory datasets. Unlike prior work106

that relies on static task proposals, Explorer dynam-107

ically explores web environments to curate diverse,108

real-world tasks. This exploration-based approach109

ensures broader task coverage and better gener-110

alization to real-world scenarios. We instantiate111

this framework using popular URLs from several112

sources, such as Tranco (Pochat et al., 2019) and113

similarweb.com as seeds. Our dataset comprises114

94K diverse web trajectories spanning 49K unique 115

URLs, making it the largest web trajectory dataset 116

to date. Each trajectory is richly annotated with 117

artifacts such as screenshots, raw and set-of-mark 118

(Yang et al., 2023) annotated versions, HTML, and 119

the accessibility tree, enabling comprehensive web 120

agent training. To construct this dataset, we de- 121

velop a multi-agent pipeline that starts with an ab- 122

stract task proposal and iteratively refines it into a 123

more specific task through web exploration (Fig- 124

ure 1). Unlike previous approaches, our pipeline 125

generates tasks better grounded in real-world web- 126

sites, improving task relevance and diversity. To 127

demonstrate the effectiveness of our dataset, we 128

train small language models using just the synthetic 129

data and outperform existing web agent baselines 130

by a significant margin. The main contributions of 131

this work are as follows: 132

• We develop a scalable and easily customizable 133

multi-agent pipeline for web agent trajectory 134

synthesis. This pipeline leverages exploration 135

as a core mechanism to generate diverse tra- 136

jectory data, ensuring broad domain coverage 137

and skill diversity in the resulting dataset. 138

• We leverage this pipeline to generate a diverse 139

and high-quality GUI trajectory dataset con- 140

sisting of 94K trajectories, spanning 49K 141

unique URLs with 720K screenshots and 142

33M web elements, making it the largest web 143
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# Trajectories # Websites Modality

RUSS (Xu et al., 2021) 80 22 HTML
Mind2Web (Deng et al., 2023) 2350 137 HTML + Screenshot
WebLINX (Lu et al., 2024) 969 155 HTML + Screenshot
GUIAct (Chen et al., 2024a) 2482 121 Screenshot
OpenWebVoyager (He et al., 2024b) 1165 48 A11y tree + Screenshot
AgentTrek (Xu et al., 2024a) 10.4K 127 A11y tree + HTML + Screenshot
NNetnav (Murty et al., 2024) 6K 4 A11y tree + Screenshot

Explorer 94K 49K A11y tree + Screenshot (raw + SoM) + HTML

Table 1: Comparison to existing web agent benchmarks.

trajectory dataset of this scale.144

• We demonstrate the effectiveness of our145

dataset by training small language models,146

which achieve strong performance on both147

online and offline benchmarks, significantly148

surpassing existing web agent baselines, in-149

cluding those with larger parameter counts.150

2 Related Work151

Recent advances in multimodal language models152

have facilitated the development of web agents —153

autonomous systems designed to interact with real-154

world websites to perform everyday tasks (Deng155

et al., 2023; Hong et al., 2024; Cheng et al., 2024;156

Zheng et al., 2024). Early efforts to acquire trajec-157

tory data for training web agents primarily relied on158

crowd-sourcing (Deng et al., 2023; Lu et al., 2024).159

However, human annotation is cost-prohibitive,160

prompting the adoption of synthetic data generation161

approaches to facilitate large-scale data collection.162

AutoWebGLM (Lai et al., 2024) and GUIAct (Chen163

et al., 2024a) utilize LLMs to generate task propos-164

als, which human experts subsequently annotate.165

OpenWebVoyager (He et al., 2024b) employs a166

web agent to execute auto-generated task descrip-167

tions. However, since these task descriptions are168

generated using LLMs without exploring a website,169

they fail to capture the full diversity of possible170

tasks on that website. Another line of work, in-171

cluding Synatra (Ou et al., 2024) and AgentTrek172

(Xu et al., 2024a), leverages web tutorials to guide173

web trajectory generation. Meanwhile, concurrent174

effort (Murty et al., 2024) employs an exploration-175

based trajectory generation in WebArena’s sand-176

box, while our work focuses on more realistic web177

agent evaluation on live websites. To address diver-178

sity limitations in prior trajectory synthesis work,179

we design a bottom-up web trajectory synthesis180

pipeline that explores websites dynamically while181

maintaining a coherent high-level task intent. We182

direct the reader to Appendix C for a more compre- 183

hensive discussion of related work. 184

3 Data Recipe 185

We design an automatic web trajectory synthesis 186

pipeline that explores websites to generate diverse 187

web trajectories. It utilizes Playwright1 to execute 188

actions and collect metadata from real-world web- 189

sites, starting from an initial URL.2 The metadata 190

includes screenshots, HTML, A11y tree, and ac- 191

tions in grounded and natural language forms. The 192

action space is given in Table B.5 in Appendix. 193

3.1 Website Selection 194

We use a combination of URL sources to generate 195

the synthetic web trajectories. We obtain the top 196

100 URLs from similarweb.com corresponding 197

to the high-traffic portion of the web with transac- 198

tional tasks like booking flights, restaurant reserva- 199

tions, government services, sports, entertainment, 200

etc. The Tranco (Pochat et al., 2019) URLs include 201

49K URLs representing the head portion of the 202

web, which is less trafficked but popular nonethe- 203

less. We filter out harmful websites containing vio- 204

lent or explicit content to ensure safety compliance. 205

Overall, we generate 94K trajectories across both 206

sources. The complete data generation takes 50 207

hours, utilizing 60 parallel processes. The viewport 208

resolution is up to 1980× 1080. 209

3.2 Data Generation Pipeline 210

We aim to develop a generalized pipeline for web 211

exploration to collect diverse web trajectory data. 212

To enhance diversity, we adopt a bottom-up ap- 213

proach, starting with low-level actions and progres- 214

sively shaping them into high-level task descrip- 215

tions while maintaining a coherent task intent. In 216

1https://playwright.dev/
2For a 4K subset of trajectories, we instruct GPT-4o to

navigate to the target website by formulating a Google search
query based on the task description.
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Information
View the detailed 7-day weather forecast for Toronto, ON on The Weather Network website.
Convert 100 US Dollars to Euros using the XE currency converter.
Find directions from Seattle, WA to Bellevue, WA using Bing Maps.
Service
Research the French Bulldog breed on the American Kennel Club website, including its popularity and family life traits.
Find the nearest Penske truck rental location in Anaheim, California, and start the reservation process for a truck.
Explore and purchase a subscription for the UpToDate Pro Suite on the Wolters Kluwer website.
Entertainment
Find the Basscon presents: Darren Styles EDM event on Eventbrite, save it, and share it on Twitter.
View the details of the Photography Competition Winners - Season X and share the article on Twitter.
Shopping
Browse through the fall home decor section on the Target website to explore a variety of fall-themed home decor items.
Purchase a three-seat fabric sofa, specifically the UPPLAND Sofa, from IKEA’s website.
Travel
Search for flights from Seattle to New York, select travel dates, and explore various flight options.
Find the weight of baggage allowance for economy class on qatarairways.

Table 2: Example task descriptions from Explorer.

Metric Value

# Total trajectories 175K
# Success trajectories 94K
# Unique URLs 49K
Average steps per trajectory 7.7
Average elements per image 46.3

# Tokens 830M
# Elements 33.3M
# Images 720K

Cost per trajectory $0.15
Cost per successful trajectory $0.28

Table 3: Dataset statistics for Explorer. The number
of unique URLs, average steps per trajectory, average
elements per image, and number of tokens, elements,
and images correspond to the successful trajectories.

the first step, the proposer agent generates an ab-217

stract task, which is refined to a more specific task218

through a refinement process (Figure 1). Since219

the agents execute actions alongside the refinement220

process, the generated tasks respect real-world con-221

straints, such as product availability, available color222

options, and other specifications, ensuring practical223

applicability. Our pipeline consists of the following224

LLM-powered agents3:225

Task Proposer. Given a website homepage, in-226

cluding its screenshot and accessibility tree, the227

task proposer agent generates diverse initial tasks228

that could be performed on that website. The task229

descriptions at this stage are instructed to be high-230

level and abstract versions of the real-world tasks,231

which will be refined into more specific tasks in232

later stages. Along with generating the task pro-233

3We use GPT-4o as the agent backbone throughout the data
generation process.

posal, the agent proposes and executes the first 234

action toward completing that task. Furthermore, 235

the agent is instructed to halt upon encountering 236

robot detection such as CAPTCHA verification, 237

login prompts, or payment requests. 238

Task Refiner. The task refiner agent receives the 239

initial task proposal or the refined task description 240

from the previous step, along with the correspond- 241

ing action history as inputs. It then predicts the next 242

action consistent with the input task description and 243

the updated refined task description while incorpo- 244

rating the complete action history. By iteratively 245

refining the task description after each action, the 246

agent ensures that the updated task remains aligned 247

with the action history. 248

Task Summarizer. This module processes the 249

entire action and screenshot history to predict an 250

overall task description that aligns with the trajec- 251

tory. The task summary is expected to be high level, 252

i.e., it should describe what the task entails while 253

omitting how it is accomplished. 254

Task Verifier. Inspired by Pan et al. (2024a), the 255

task verifier agent receives the task description 256

and action history, serving as a critic to evaluate 257

whether the trajectory successfully completes the 258

specified task. In addition to the screenshots of 259

the trajectory, it also receives a markdown repre- 260

sentation of the last page. This ensures the veri- 261

fier has the full context of the website’s final state, 262

even when the viewport cannot capture all the con- 263

tent. Such automatic evaluation of web trajectories 264

has been widely adopted in prior work (Xu et al., 265

2024a; He et al., 2024a; Koh et al., 2024). Figure 1 266

illustrates the above pipeline. The prompts for the 267
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Figure 2: Data composition for Explorer. Its extensive diversity showcases its potential to train end-to-end generalist
web agents.

above agents are given in Appendix E.268

3.3 Dataset Analysis269

Explorer comprises web trajectories spanning di-270

verse domains, including services, entertainment,271

shopping, travel, and information, ensuring broad272

task diversity. Sample tasks from Explorer are273

presented in Table 2. Figure 2 visualizes the do-274

main and subdomain distribution, highlighting the275

dataset’s rich diversity. To the best of our knowl-276

edge, Explorer with 94K trajectories is the largest277

web trajectory dataset of this scale. Table 1 shows a278

comparison with existing web agent datasets from279

the literature. The detailed statistics are given in280

Table 3. Beyond diversity, Explorer is also highly281

scalable and cost-efficient. Our approach achieves282

a cost of $0.28 per successful trajectory, making it283

approximately 2× more cost-effective than Agent-284

Trek (Xu et al., 2024a) (which incurs $0.55 per tra-285

jectory) and significantly cheaper than human anno-286

tation (Table 4). Unlike human annotation, which287

requires training crowd workers and continuous288

quality monitoring, Explorer’s automated genera-289

tion pipeline eliminates these bottlenecks, ensuring290

scalability with minimal overhead. By combining291

diversity, scalability, and cost efficiency, Explorer292

sets a new benchmark for generating large-scale293

web trajectory datasets, making it an invaluable294

resource for training generalist GUI agents.295

4 Experiments296

We use the synthetic trajectories generated by our297

pipeline to train small multimodal language mod-298

Model Cost per trajectory

Mind2Web (Deng et al., 2023) $0.85
AgentTrek (Xu et al., 2024a) $0.55
Explorer $0.28

Table 4: Cost comparison with other approaches.

els (SLMs) for web agent tasks. To ensure com- 299

putational efficiency, we select 40K trajectories 300

from the full set for training. We further refine 301

this subset by filtering out trajectories that contain 302

more than two scroll actions to mitigate potential 303

model bias toward excessive scrolling behavior. Fi- 304

nally, we use ~30K trajectories obtained after filter- 305

ing to fine-tune multimodal language models like 306

Phi-3.5V (Abdin et al., 2024) and Qwen2-VL-7B 307

(Wang et al., 2024a). For brevity, we denote the 308

models trained on Phi-3.5V and Qwen2-VL-7B as 309

Explorer-4B and Explorer-7B, respectively. To test 310

the effectiveness of our data for web-based agentic 311

tasks, we evaluate Explorer-4B and Explorer-7B on 312

Mind2Web-Live (Pan et al., 2024b), Multimodal- 313

Mind2Web (Deng et al., 2023; Zheng et al., 2024), 314

and MiniWob++ (Liu et al., 2018). 315

Multimodal-Mind2Web. Multimodal- 316

Mind2Web is an offline web agent benchmark 317

comprising 2K open-ended tasks spanning 137 318

websites across 31 domains. Each task comprises 319

a sequence of actions with screenshots, action type, 320

and HTML. We follow the setting in Zheng et al. 321

(2024) and report element accuracy, operation F1, 322

and step success rate (SR) as evaluation metrics. 323
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Model Avg. Step SR (%) Completion Rate (%) Task SR (1) (%) Full Task SR (%)

API-based Models

GPT-4o 58.5 52.8 44.6 25.3
GPT-3.5 – 36.5 – 15.4

Open-source Instructed Models

Mistral-7B-Instr.-0.3 (Jiang et al., 2023) 32.8 29.5 24.1 9.6
Qwen2-72B-Instruct (Bai et al., 2023) – 40.9 – 15.4
Qwen2-VL-7B (Wang et al., 2024a) 40.2 35.4 34.9 14.5
Phi-3.5V (Abdin et al., 2024) 28.5 23.5 20.5 2.4

Supervised Fine-Tuning

Explorer-4B 44.0 39.4 31.3 18.1
Explorer-7B 45.3 40.2 34.9 19.3

Table 5: Results on Mind2Web-Live benchmark. Missing values are denoted by –. The results for GPT-4 and
Mistral-7B have been reproduced on our Linux servers. The results for GPT-3.5 and Qwen2-72B-Instruct have been
taken from Pan et al. (2024b). The full task success rate represents the successful completion of all key nodes for a
given task. The average step success rate represents the proportion of completed key nodes, macro-averaged across
tasks. The completion rate represents the proportion of completed key nodes, micro-averaged across tasks. Task SR
(1) represents task SR with a tolerance of up to one error/key node.

Mind2Web-Live. Mind2Web-Live is a bench-324

mark modified from Mind2Web to test web agents325

on live websites rather than static trajectories. The326

benchmark evaluates performance using a key-327

node-based evaluation approach rather than using328

a golden action sequence, requiring valid trajec-329

tories to reach annotated “key nodes” across 104330

test tasks in Mind2Web. Since Mind2Web-Live331

relies on real-world dynamic websites, it encoun-332

ters robot detection such as reCAPTCHA, which333

hinders testing (Xu et al., 2024c). To address this,334

we select a subset of 83 test set tasks that remain335

consistently accessible throughout our tests. Fol-336

lowing Pan et al. (2024b), we report the average337

step success rate, completion rate, and full task338

success rate on the test set.339

MiniWob++. This benchmark consists of low-340

level tasks on a single webpage. Typical examples341

include clicking a sequence of buttons, selecting342

items from a drop-down list, and filling out a form.343

We use the subset of 46 tasks used for evaluation344

in prior work (Zeng et al., 2024; Ou et al., 2024).345

The final score is obtained by averaging the results346

of four runs per task. We use the zero-shot evalua-347

tion setting, which does not use any environment-348

specific trajectories for training.349

5 Results350

5.1 In-domain Evaluation351

As an intrinsic evaluation of the trajectory collec-352

tion pipeline, we generate 100 test tasks using Ex-353

plorer, disjoint from the train set. The SLM agents354

are tasked with executing the given tasks on live 355

websites while an LLM-as-a-judge verifier (§ 3.2) 356

evaluates the correctness of their actions at the tra- 357

jectory level. Table 7 shows the results. We ob- 358

serve that the fine-tuned agents significantly out- 359

perform their pre-trained counterparts. Thus, using 360

in-domain web trajectory data training helps, which 361

is a valuable sanity check. 362

5.2 Mind2Web-Live Results 363

We evaluate Explorer-4B and Explorer-7B trained 364

on the synthetic trajectory dataset (Table 5). We 365

make the following observations from the results: 366

367

Improvement over base pre-trained models. 368

We observe that Explorer-7B yields improvements 369

of 5.1% and 4.8% in average step success rate 370

(SR) and key node completion rate, respectively, 371

compared to the pre-trained Qwen2-VL-7B model. 372

Similarly, Explorer-4B obtains gains of 15.5% 373

and 15.9% in average step SR and key node 374

completion rate, respectively, over its pre-trained 375

counterpart. In terms of full task success rate, 376

Phi-3.5V improves significantly from 2.4% to 377

18.1%, while Qwen2-VL-7B improves from 14.5% 378

to 19.3%. To the best of our knowledge, this 379

represents the state-of-the-art performance on 380

Mind2Web-Live for models of this size trained 381

exclusively on synthetic data. 382

383

Improvement over higher capacity pre-trained 384

models. Despite having much fewer parame- 385
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Model Train Data Cross-Task Cross-Website Cross-Domain Avg.
Ele. Acc Op. F1 Step SR Ele. Acc Op. F1 Step SR Ele. Acc Op. F1 Step SR

In-Context Learning

GPT-3.5 19.4 59.2 16.8 14.9 56.5 14.1 25.2 57.9 24.1 18.3
GPT-4 40.8 63.1 32.3 30.2 61.0 27.0 35.4 61.9 29.7 29.7
SeeAct (Zheng et al., 2024) 46.4 73.4 40.2 38 67.8 32.4 42.4 69.3 36.8 36.5

Supervised Fine-Tuning

SeeClick-9.6B (Cheng et al., 2024) Syn. + M2W 26.3 86.2 23.7 21.9 82.9 18.8 22.1 84.1 20.2 20.9
EDGE-9.6B (Chen et al., 2024b) Syn. + M2W – – 30.0 – – 21.1 – – 22.4 24.5
MiniCPM-GUI-3.1B (Chen et al., 2024a) Syn. + M2W 23.8 86.8 20.8 20.3 81.7 17.3 17.9 74.5 14.6 17.6
Scribe-Agent-L.-32B (Shen et al., 2024) Syn. traj. 38.0 52.9 35.6 34.1 52.7 32.5 39.4 54.7 37.3 35.1
AgentTrek-7B (Xu et al., 2024a) Syn. + M2W 60.8 88.9 55.7 57.6 88.1 51.4 56.0 87.5 52.6 53.2

Explorer-4B Syn. traj. 36.5 82.9 33.2 44.1 87.7 39.3 42.5 86.3 39.8 37.4
Explorer-4B M2W 48.1 88.0 44.8 49.1 87.2 45.0 46.9 87.7 44.6 44.8
Explorer-4B Syn. + M2W 53.4 88.1 50.7 55.6 89.5 51.4 49.8 88.8 47.2 49.8

Explorer-7B Syn. traj. 43.6 86.6 39.6 48.7 87.7 44.5 47.6 87.2 44.7 43.0
Explorer-7B M2W 51.8 88.0 48.3 56.3 89.7 52.0 50.9 88.9 48.1 49.5
Explorer-7B Syn. + M2W 56.5 90.3 53.2 60.5 90.7 56.7 55.7 90.4 53.0 54.3

Table 6: Multimodal-Mind2Web evaluation results. The baseline numbers have been taken from Zheng et al. (2024);
Cheng et al. (2024); Chen et al. (2024b,a); Shen et al. (2024). The last column denotes the average step success
rates over the three test splits. Explorer significantly outperforms existing GUI agent baselines.

Model Full Task SR (%)

GPT-4o 16.0

Phi-3.5V 1.0
Explorer-4B 17.0

Qwen2-VL-7B 6.0
Explorer-7B 18.0

Table 7: In-domain evaluation results. The fine-tuned
Explorer models achieve significant improvements over
their pre-trained counterparts and surpass closed-source
LLMs, including GPT-4o.

Model Accuracy (%)

API-based Models

GPT-3.5 39.57
GPT-4 53.04

Open-source Instructed Models

Phi-3.5V 35.87
Qwen2-VL-7B 36.96
Llama3-chat-8B 31.74
Llama3-chat-70B 48.70

Open-source Interactive Data Finetuned Models

AgentLM-7B (Zeng et al., 2024) 15.65
CodeActAgent-7B (Wang et al., 2024b) 9.78
AgentFlan-7B (Chen et al., 2024c) 20.87
Lemur-chat-70B (Xu et al., 2024b) 21.30
AgentLM-70B (Zeng et al., 2024) 36.52
Synatra-CodeLlama-7B (Ou et al., 2024) 38.20
AgentTrek-7B (Xu et al., 2024a) 45.28

Explorer-4B 46.74
Explorer-7B 53.26

Table 8: Results on MiniWob++ benchmark (Liu et al.,
2018) in zero-shot evaluation setting. The baseline num-
bers correspond to Ou et al. (2024). Explorer outper-
forms much larger models by a significant margin.

ters, we observe that Explorer-4B outperforms 386

strong baselines such as Mistral-7B-Instruct-0.3 387

and Qwen2-72B-Instruct in full task SR by mar- 388

gins of 8.5% and 2.7%, respectively. The Phi- 389

3.5V model obtains an 18.1% full task success 390

rate, which is better than GPT-3.5 (15.4%), de- 391

spite using orders of magnitude fewer parameters. 392

The corresponding results for the entire set of 104 393

tasks, including unreachable websites, are given in 394

Appendix A. We provide the ablation studies in Ap- 395

pendix A.3 and the error analysis in Appendix A.4. 396

5.3 Multimodal-Mind2Web Results 397

Following Deng et al. (2023), we obtain the top-50 398

elements from a pre-trained DeBERTa (He et al., 399

2021) candidate generation model which are then 400

used to construct the accessibility tree and SoM 401

image inputs. The results are shown in Table 6. 402

Among baselines, we include API-based mod- 403

els for in-context learning – GPT-3.5, GPT-4, and 404

SeeAct (Zheng et al., 2024). SeeAct is a web 405

agent that performs web tasks using a two-step 406

procedure of action generation and grounding us- 407

ing GPT-4V. Additionally, we include baselines 408

that fine-tune small language models using syn- 409

thetic data, followed by further fine-tuning on the 410

Mind2Web training set. SeeClick (Cheng et al., 411

2024) introduces a visual grounding model (Qwen- 412

VL) trained on synthetically-generated grounding 413

data. EDGE (Chen et al., 2024b) synthesizes QA 414

data on webpages to improve the grounded GUI un- 415

derstanding capabilities of MLLMs. ScribeAgent- 416

Large (Shen et al., 2024) and MiniCPM-GUI (Chen 417
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Figure 3: Experiments with data scaling using Explorer-4B on Mind2Web-Live. We experiment with using 100%,
50%, and 25% of the trajectory data. All results are averaged over three runs. All metrics exhibit improvement with
increase in data scale.

et al., 2024a) use human-annotated trajectory data418

to train web agents. AgentTrek (Xu et al., 2024a)419

is a GUI agent baseline that also utilizes synthetic420

trajectory data to fine-tune SLMs for Mind2Web,421

similar to our setting. We observe that Explorer-422

7B fine-tuned on synthetic data from Explorer plus423

Mind2Web outperforms all baselines in average424

step success rate. Notably, it surpasses Agent-425

Trek, which uses the same Qwen2-VL-7B MLLM426

backbone, highlighting the superior quality of our427

dataset. The broad domain coverage and task diver-428

sity in Explorer contribute to its superior general-429

ization across environments.430

5.4 MiniWob++ Results431

Table 8 shows the results on the MiniWob++ bench-432

mark in the zero-shot evaluation setting. Among433

baselines, we have API-based models, in-context434

learning using open-source LMs, and agentic mod-435

els like AgentLM (Zeng et al., 2024), CodeActA-436

gent (Wang et al., 2024b), Lemur-Chat (Xu et al.,437

2024b) and AgentFlan (Chen et al., 2024c) which438

include web-based demonstrations in their instruc-439

tion tuning dataset. Synatra-CodeLlama-7B (Ou440

et al., 2024) and AgentTrek (Xu et al., 2024a)441

also synthesize web-agent trajectories automati-442

cally. We observe that Explorer outperforms GPT-4443

and general-purpose agent baselines. Explorer-4B444

surpasses Synatra-CodeLlama-7B and AgentTrek-445

7B despite using a much smaller model with 4.2B446

params, highlighting our synthetic data’s superior447

quality and potential for out-of-distribution (OOD)448

generalization.449

5.5 Data Scaling Experiments450

We conduct experiments with different data scales451

for Explorer-4B to analyze the impact of training452

data size. Specifically, we subsample the original 453

trajectory dataset to utilize 50% and 25% of its 454

original size. Figure 3 presents the resulting perfor- 455

mance curves. Our results show that, even with just 456

25% of the training data, the model exhibits rapid 457

performance gains over the base pre-trained model. 458

Increasing the dataset size further leads to gradual 459

improvements across all reported metrics. How- 460

ever, the increase in the overall task success rate is 461

more gradual compared to the stepwise metrics, as 462

it is a more coarse-grained metric. 463

6 Conclusion 464

In this work, we introduce Explorer, a scalable 465

framework for synthesizing web trajectories on a 466

large scale. By leveraging thorough web explo- 467

ration, Explorer ensures diversity in both domains 468

and the skills acquired by web agents. Unlike pre- 469

vious approaches, our framework generates con- 470

textually grounded trajectories that adapt to real- 471

world constraints, improving both task relevance 472

and generalization. We instantiate this framework 473

using URLs collected from diverse sources. Ex- 474

plorer outperforms existing web agent baselines 475

by a significant margin on both online and offline 476

web agent benchmarks. Furthermore, our results 477

highlight the critical role of data scale in enhanc- 478

ing web agents’ performance. Future work will 479

focus on extending this framework to encompass a 480

broader range of GUI environments, such as operat- 481

ing systems with diverse applications. GUI agents 482

require specialized skills for different tasks, includ- 483

ing information-seeking, operational, and naviga- 484

tion skills. Efficient exploration of the environment 485

to acquire these skills presents another promising 486

avenue for future research. 487
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Limitations488

Explorer explores the web environment au-489

tonomously, which may occasionally result in inco-490

herent tasks. Synthetic data collection using closed-491

source LLMs can be costly due to associated API492

expenses. While this work serves as a proof of493

concept, future research will focus on developing494

tailor-made open-source LLMs for this task. Addi-495

tionally, some website content remains inaccessible496

due to login requirements, leading to insufficient497

data for those websites.498

Ethical Considerations499

The synthetic data collection pipeline proposed in500

this paper is intended solely for academic research501

on GUI agents, with strict ethical safeguards to pre-502

vent unauthorized website interactions. To ensure503

ethical compliance and mitigate risks, we prompt504

our agents to automatically terminate upon encoun-505

tering CAPTCHA verifications, login prompts, or506

payment requests, ensuring that no actual transac-507

tions or bookings occur. Additionally, we filter508

out websites containing violent or explicit content509

and strictly adhere to privacy regulations, ensuring510

that no personal information is used during action511

execution. To enforce responsible data collection,512

we monitor a subset of automatically generated tra-513

jectories to ensure compliance with website access514

policies. Moreover, we distribute the workload515

across websites to prevent excessive requests and516

minimize the impact on any single domain.517
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Appendices786

This supplementary material provides additional787

details omitted in the main text.788

• Appendix A: Mind2Web Training and Evalua-789

tion Details790

• Appendix B: Trajectory Synthesis Details791

• Appendix C: More Related Work792

• Appendix D: Reasoning Generation Agent793

• Appendix E: Prompt Details794

• Appendix F: Trajectory Examples795

A Mind2Web Training and Evaluation796

Details797

Table A.2 shows the hyperparameters and train-798

ing time for experiments on Mind2Web-Live and799

Multimodal-Mind2Web. All experiments use800

Nvidia H100 GPUs.801

A.1 Mind2Web-Live802

We exclude the following websites - https:803

//www.kbb.com, https://www.sixflags.com,804

https://www.viator.com, https://www.805

menards.com, https://www.amctheatres.com,806

https://www.cargurus.com, https://www.807

gamestop.com, https://www.cabelas.com,808

https://www.rei.com due to denial of access809

faced during our tests. Table 5 shows the results810

on Mind2Web-Live for 83 out of 104 tasks across811

the remaining 37 websites. The results on the812

whole Mind2Web-Live evaluation set are given813

in Table A.1. The results in Table 5 are reported814

as the maximum over three runs, accounting for815

intermittent website access issues that may affect816

evaluation consistency. For Mind2Web-Live,817

the dataloader first samples training instances at818

the trajectory level and then randomly samples819

a step from the trajectory to construct the final820

training instance. Thus, the number of epochs821

is calculated at the trajectory level. We use a822

viewport resolution of 1280×720 during inference.823

The Mind2Web-Live dataset is released under the824

MIT license, which permits its use in academic825

research.826

A.2 Multimodal-Mind2Web827

Following Deng et al. (2023), we obtain the top-50828

elements from a pre-trained DeBERTa (He et al.,829

Figure A.1: Statistics for different error cases in
Mind2Web-Live evaluation. Task deviation is the most
prevalent error type.

2021) candidate generation model, which are then 830

used to construct the accessibility tree and SoM im- 831

age inputs. Following Ou et al. (2024), we always 832

include the ground truth element in the input. We 833

use a viewport resolution of 1280× 720 which in- 834

cludes the GT element during inference. We follow 835

the setting in Zheng et al. (2024) and report ele- 836

ment accuracy, operation F1, and step SR as eval- 837

uation metrics. All experiments on Multimodal- 838

Mind2Web use a single training and evaluation 839

run. The dataloader uniformly samples training 840

instances from the set of action steps across all tra- 841

jectories. The Multimodal-Mind2Web dataset is 842

released under the Responsible AI license, which 843

permits its use in academic research. 844

A.3 Ablation Studies 845

We conduct ablation studies to assess the impact 846

of various design choices on overall performance 847

(Table A.3). To evaluate the importance of visual 848

modality, we experiment with using just the textual 849

modality for the Phi-3.5V model, replacing it with 850

the text-only Phi-3-mini (Abdin et al., 2024). In ad- 851

dition to Qwen2-VL-7B and Phi-3.5V, we also eval- 852

uate LLaVA-Mistral-7B (Liu et al., 2023), a strong 853

MLLM baseline. Our results show that omitting the 854

visual modality leads to a sharp 4.8% drop in per- 855

formance for Phi-3.5V, underscoring its importance 856

for effective GUI grounding. Furthermore, LLaVA- 857

Mistral-7B significantly underperforms compared 858

to both Qwen2-VL-7B and Phi-3.5V, highlighting 859

the necessity of a stronger MLLM backbone for 860

improved GUI agent performance. 861

A.4 Case Studies for Mind2Web-Live 862

We randomly sample 20 error cases for Explorer 863

on Mind2Web-Live to gain insights for future im- 864
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Model Avg. Step SR (%) Completion Rate (%) Task SR (1) (%) Full Task SR (%)

API-based Models

GPT-4o 56.4 50.4 44.2 22.1
GPT-3.5 – 36.5 – 15.4

Open-source Instructed Models

Mistral-7B-Instruct-0.3 (Jiang et al., 2023) 33.0 28.6 25.0 11.5
Qwen2-72B-Instruct (Bai et al., 2023) – 40.9 – 15.4
Qwen2-VL-7B (Wang et al., 2024a) 37.9 33.3 31.7 12.5
Phi-3.5V (Abdin et al., 2024) 27.0 22.3 21.2 1.9

Supervised Fine-Tuning

Explorer-4B 41.6 36.7 30.8 16.4
Explorer-7B 42.0 36.9 32.7 16.4

Table A.1: Results on Mind2Web-Live benchmark. The results for GPT-4, GPT-3.5, and Mistral-7B have been
reproduced on our Linux servers. The full task success rate (SR) represents the successful completion of all key
nodes for a given task. The average step success rate represents the proportion of completed key nodes, macro-
averaged across tasks. The completion rate represents the proportion of completed key nodes, micro-averaged
across tasks. Task SR (1) represents task SR with a tolerance of up to one error/key node. Our Phi-3.5V model,
finetuned on synthetic trajectory data from Explorer, outperforms much larger models, including Mistral-7B and
Qwen2-72B-Instruct, by a significant margin and is comparable to GPT-3.5.

Dataset Model Train Data Hyperparamerters Train time (hours)

M2W-Live
Qwen2-VL-7B Syn. batch_size:64, epoch:2, learning_rate:1× 10−5 15
Qwen2-VL-7B M2W batch_size:64, epoch:2, learning_rate:1× 10−5 1.5
Qwen2-VL-7B Syn. + M2W batch_size:64, epoch:2, learning_rate:1× 10−5 15.5

M2W-Live
Phi-3.5V Syn. batch_size:64, epoch:2, learning_rate:4× 10−5 12.5
Phi-3.5V M2W batch_size:64, epoch:2, learning_rate:1× 10−5 1
Phi-3.5V Syn. + M2W batch_size:64, epoch:2, learning_rate:4× 10−5 12.5

Multi.-M2W Qwen2-VL-7B Syn. batch_size:64, epoch:10, learning_rate:4× 10−5 17
Phi-3.5V Syn. batch_size:64, epoch:10, learning_rate:4× 10−5 12

Table A.2: Hyperparameters used in our experiments.

Model Avg. Step SR (%) Completion Rate (%) Full Task SR (%)

LLaVA-Mistral-7B 32.0 30.3 4.8
Phi-3-mini (text-only) 36.6 34.0 13.3
Phi-3.5V 44.0 39.4 18.1
Qwen2-VL-7B 45.3 40.2 19.3

Table A.3: Ablation studies on language models used for fine-tuning (Mind2Web-Live).
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provement. These errors fall into the following865

categories:866

• Task deviation: The agent executes actions un-867

related to the given task, thus failing to com-868

plete it.869

• Missing key steps: The agent retrieves results870

that partially satisfy the required constraints,871

e.g., the agent finds women’s clothes of the872

correct size but incorrect type or color.873

• Grounding error: The agent fails to interact874

with a valid element on the page.875

• Website unresponsive: The agent executes the876

correct action, but the website does not re-877

spond.878

• Failure to reach the correct website: This hap-879

pens when the agent fails to output the correct880

website URL or use the search engine to arrive881

at the correct website.882

Figure A.1 presents the statistics for these error883

types.884

B Trajectory Synthesis Details885

B.1 Cost Analysis886

We use GPT-4o-turbo, which costs $2.5 per 1M887

tokens for our trajectory synthesis. Each proposal888

or refinement stage uses 3.6K textual tokens on889

average. Each input image costs $0.0028. The890

calculation assumes an average of 7.7 steps per891

trajectory, including the proposal stage. Table B.4892

shows the breakdown for the different stages of893

trajectory generation.894

Total cost = $0.0128 ∗ 7.7 + $0.02581895

+ $0.02381 = $0.148896

The average cost per raw trajectory is $0.15. The897

success rate is estimated as 53.1%. Thus, the aver-898

age cost per successful trajectory is estimated to be899

$0.28.900

Phase Cost per step Total cost

Proposal $0.0128 $0.0128
Refinement $0.0128 $0.0856
Verification $0.02381 $0.02381
Summarization $0.02581 $0.02581

Table B.4: Cost breakdown for different modules in the
pipeline.

Action Type Description Count

click [elem] Click on elem. 415K
type [elem] [text] Type text 62K
select [elem] [text] Select text from dropdown list. 5K
goto [url] Go to url. 26K
search_google [query] Search for query on Google. 4K
scroll [up/down] Scroll up or down. 213K

Table B.5: Action space for web navigation in Explorer.

B.2 Failure Modes of Trajectory Generation 901

We analyze cases where a generated trajectory is 902

ultimately rejected by the task verifier agent. Our 903

goal is to synthesize trajectory data that closely re- 904

sembles human-annotated datasets for training web 905

agents. However, since our pipeline collects tra- 906

jectories through an exploration-driven approach, 907

some trajectories result from random, incoherent 908

action sequences that fail to align with a well- 909

defined task intent. For instance, in shopping tasks, 910

the agent may explore various products without 911

demonstrating an intent to purchase (e.g., by adding 912

items to the cart). Another failure case arises when 913

the agent encounters errors on the final page due to 914

automated browser detection, CAPTCHA verifica- 915

tion, or an unresponsive website. We note that the 916

verifier agent is instructed to judge a trajectory as 917

successful if the task is completed, except for the 918

final login and payment steps. The trajectories in 919

failure modes are still valuable for web agents to 920

learn low-level tasks such as form filling, basic in- 921

teraction with web elements, and visual grounding. 922

C More Related Work 923

C.1 LLM-based Web Agents 924

Recent advances in multimodal language models 925

have facilitated the development of web agents — 926

autonomous systems designed to interact with real- 927

world websites to perform everyday tasks (Deng 928

et al., 2023; Hong et al., 2024; Cheng et al., 2024; 929

Zheng et al., 2024). Web agents have made sig- 930

nificant progress, evolving from simulated envi- 931

ronments (Liu et al., 2018) to complex real-world 932

applications (Deng et al., 2023; Yao et al., 2022; 933

Zhou et al., 2024). Key challenges for web agents 934

include long-term planning, visual grounding, and 935

memory management. To improve long-context 936

understanding, WebAgent (Gur et al., 2024) uti- 937

lizes multiple LLMs - one for planning, summa- 938

rization, and grounded program synthesis. SeeAct 939

(Zheng et al., 2024) adopts a two-step procedure of 940

planning followed by grounding at each step using 941

GPT-4 to accomplish web agent tasks. Another line 942
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of work employs a vision-only approach to train a943

GUI grounding model that directly predicts pixel944

coordinates for executing GUI agent tasks (Cheng945

et al., 2024; Kapoor et al., 2024; Gou et al., 2024).946

However, a significant bottleneck remains — the947

lack of large-scale, high-quality web trajectory data948

for training robust agents. Our work presents a new949

framework for synthesizing large-scale web trajec-950

tory data to train end-to-end web agents.951

C.2 Web Agent Benchmarks and Datasets952

Early benchmarks for web tasks such as Mini-953

Wob++ (Liu et al., 2018) focused on testing low-954

level actions on simulated websites. However,955

these simulated websites fail to capture the com-956

plexity of the real-world web. Mind2Web (Deng957

et al., 2023) introduces a trajectory-level dataset958

with 2K tasks across 137 real-world websites and959

31 domains. However, it employs a static evalu-960

ation method that penalizes alternative valid exe-961

cution paths. To overcome this limitation, follow-962

up work has explored alternative evaluation ap-963

proaches, including functional correctness-based964

evaluation in WebArena (Zhou et al., 2024) and965

key-node-based evaluation in Mind2Web-Live (Pan966

et al., 2024b). Towards the goal of making web967

agents more capable of performing realistic tasks,968

GAIA (Mialon et al., 2024) and AssistantBench969

(Yoran et al., 2024) introduce benchmarks that in-970

clude time-consuming information-seeking tasks.971

In this work, we develop Explorer, a multimodal972

web agent trained on our synthetic dataset, and973

showcase its strong performance across online974

and offline benchmarks, including Mind2Web-Live,975

Multimodal-Mind2Web, and MiniWob++.976

D Reasoning Generation Agent.977

Inspired by Xu et al. (2024c), the reasoning gener-978

ation agent is a pre-trained Qwen2-VL-7B model979

that takes as input the current action, high-level980

task description, screenshot, accessibility tree, and981

action history. It then outputs a post-hoc reasoning982

trace for performing that action. These reasoning983

traces are helpful for training GUI agents in a chain-984

of-thought style.985

E Prompt Details986

The prompts for the task proposer agent, task re-987

finer agent, task summarizer agent, and task verifier988

agent are given in Table E.7, Table E.9, Table E.10,989

and Table E.11, respectively. The training prompt 990

for Explorer is given in Table E.12. 991
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System Role What does this webpage show? Imagine you are a real user on this webpage. Given the webpage
screenshot and parsed HTML/accessibility tree, please provide a single task that a user might
perform on this page and the corresponding first action towards completing that task.
Do the following step by step:
1. Generate a single task that a user might perform on this webpage. Be creative and come up
with diverse tasks
2. Given the webpage screenshot and parsed HTML/accessibility tree, generate the first action
towards completing that task (in natural language form).
3. Given the webpage screenshot, parsed HTML/accessibility tree, and the natural language
action, generate the grounded version of that action.

ACTION SPACE: Your action space is: [‘click [element ID]’, ‘type [element ID] [content]’,
‘select [element ID] [content of option to select]’, ‘scroll [up]’, ‘scroll [down]’, and ‘stop’].
Action output should follow the syntax as given below:
‘click [element ID]’: This action clicks on an element with a specific ID on the webpage.
‘type [element ID] [content]’: Use this to type the content into the field with id. By default, the
"Enter" key is pressed after typing. Both the content and the ID should be within square braces
as per the syntax.
‘select [element ID] [content of option to select]’: Select an option from a dropdown menu. The
content of the option to select should be within square braces. When you get (select an option)
tags from the accessibility tree, you need to select the serial number (element_id) corresponding
to the select tag, not the option, and select the most likely content corresponding to the option as
input.
‘scroll [down]’: Scroll the page down.
‘scroll [up]’: Scroll the page up.

IMPORTANT: To be successful, it is important to STRICTLY follow the below rules:

Action generation rules:
1. You should generate a single atomic action at each step.
2. The action should be an atomic action from the given vocabulary - click, type, select, scroll
(up or down), or stop.
3. The arguments to each action should be within square braces. For example, "click [127]",
"type [43] [content to type]", "scroll [up]", "scroll [down]".
4. The natural language form of action (corresponding to the field "action_in_natural_language")
should be consistent with the grounded version of the action (corresponding to the field "grounded
_action"). Do NOT add any additional information in the grounded action. For example, if a
particular element ID is specified in the grounded action, a description of that element must be
present in the natural language action.
5. If the type action is selected, the natural language form of action ("ac-
tion_in_natural_language") should always specify the actual text to be typed.
6. You should issue a “stop” action if the current webpage asks to log in or for credit card
information.
7. To input text, there is NO need to click the textbox first, directly type content. After typing,
the system automatically hits the ‘ENTER’ key.
8. STRICTLY Avoid repeating the same action (click/type) if the webpage remains unchanged.
You may have selected the wrong web element.
9. Do NOT use quotation marks in the action generation.

Task proposal rules:
1. You should propose tasks that are relevant to the website and can be completed using the
website.
2. You should only propose tasks that do not require login to execute the task.
3. You should propose tasks that are clear and specific.
4. For each task, provide concrete information or constraints, and use mock-up information
(identifier, number, personal information, name, attributes, etc.) to make the task more specific
and realistic.
5. The task description should provide all the necessary information to complete the task.
6. The task should be feasible to complete by a real user and should not require any additional
information that is not available on the website.

The output should be in below format:
Continued on next page
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Continued from previous page
OUTPUT FORMAT: Please give a short analysis of the screenshot, parsed
HTML/accessibility tree, then put your answer within ``` ```, for example,
"In summary, the proposed task and the corresponding action is: ```{"task":
<TASK>:str, "action_in_natural_language":<ACTION_IN_NATURAL_LANGUAGE>:str,
"grounded_action": <ACTION>:str}"```

User Role Website URL: {INIT_URL}
Parsed HTML/Accessibility Tree: {A11Y_TREE}
{SCREENSHOT}

Table E.7: Prompt for Task Proposer Agent.
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System Role What does this webpage show? Imagine you are a real user on this webpage, and your overall
task is {OVERALL_TASK}. This is the list of actions you have performed that lead to the
current page {PREV_ACTION_LIST}. You are also given the webpage screenshot and parsed
HTML/accessibility tree.
Do the following step by step:
1. Please predict what action the user might perform next that is consistent with the previous
action list in natural language.
2. Then based on the parsed HTML/accessibility tree of the webpage and the natural language
action, generate the grounded action.
3. Update the overall task aligned with this set of actions.

ACTION SPACE: Your action space is: [‘click [element ID]’, ‘type [element ID] [content]’,
‘select [element ID] [content of option to select]’, ‘scroll [up]’, ‘scroll [down]’, and ‘stop’].
Action output should follow the syntax as given below:
‘click [element ID]’: This action clicks on an element with a specific id on the webpage.
‘type [element ID] [content]’: Use this to type the content into the field with id. By default, the
"Enter" key is pressed after typing. Both the content and the id should be within square braces as
per the syntax.
‘select [element ID] [content of option to select]’: Select an option from a dropdown menu. The
content of the option to select should be within square braces. When you get (select an option)
tags from the accessibility tree, you need to select the serial number (element_id) corresponding
to the select tag, not the option, and select the most likely content corresponding to the option as
input.
‘scroll [down]’: Scroll the page down.
‘scroll [up]’: Scroll the page up.

IMPORTANT: To be successful, it is important to STRICTLY follow the below rules:

Action generation rules:
1. You should generate a single atomic action at each step.
2. The action should be an atomic action from the given vocabulary - click, type, select, scroll
(up or down), or stop
3. The arguments to each action should be within square braces. For example, "click [127]",
"type [43] [content to type]", "scroll [up]", "scroll [down]".
4. The natural language form of action (corresponding to the field "action_in_natural_language")
should be consistent with the grounded version of the action (corresponding to the field "grounded
_action"). Do NOT add any additional information in the grounded action. For example, if a
particular element ID is specified in the grounded action, a description of that element must be
present in the natural language action.
5. If the type action is selected, the natural language form of action ("ac-
tion_in_natural_language") should always specify the actual text to be typed.
6. You should issue the “stop” action when the given list of input actions is sufficient for a web
task.
7. You should issue a “stop” action if the current webpage asks to log in or for credit card
information.
8. To input text, there is NO need to click the textbox first, directly type content. After typing,
the system automatically hits the ‘ENTER‘ key.
9. STRICTLY Avoid repeating the same action (click/type) if the webpage remains unchanged.
You may have selected the wrong web element.
10. Do NOT use quotation marks in the action generation.

Task proposal rules:
1. You should propose tasks that are relevant to the website and can be completed using the
website itself.
2. The overall task should be well-aligned to the entire set of actions in history plus the current
generated action. It should not be focused just on the current action.
3. You should only propose tasks that do not require login to execute the task.
4. You should propose tasks that are clear and specific.
5. For each task, provide concrete information or constraints, and use mock-up information
(identifier, number, personal information, name, attributes, etc.) to make the task more specific
and realistic.
6. The task description should provide all the necessary information to complete the task.
7. The task should be feasible to complete by a real user and should not require any additional
information that is not available on the website.

The output should be in below format:
Continued on next page
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Continued from previous page
OUTPUT FORMAT: Please give a short analysis of the screenshot, parsed HTM-
L/accessibility tree, and history, then put your answer within ``` ```, for exam-
ple, "In summary, the proposed task and the corresponding action is: ```{"task":
<TASK>:str, "action_in_natural_language":<ACTION_IN_NATURAL_LANGUAGE>:str,
"grounded_action": <ACTION>:str}"```

User Role Website URL: {INIT_URL}
Parsed HTML/Accessibility Tree: {A11Y_TREE}
{SCREENSHOT}

Table E.9: Prompt for Task Refiner Agent.
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System Role Given a list of actions performed on the website {WEBSITE_URL} and the corresponding
screenshots
List of actions: {ACTION_LIST}
Your task is to come up with a single task description that will be accomplished by performing
these actions in the given sequence on the website.

IMPORTANT:
1. The task must contain some actions: “Buy, Book, Find, Check, Choose, show me, search,
browse, get, compare, view, give me, add to cart, ...”, ideally involving transactions/finding
information on a specific product or service.
2. You should propose tasks that are clear and specific.
3. The task description should provide all the necessary information to complete the task.
4. The task description must indicate the domain of the website at the end of the task with
the format: “... on task website”, for instance, “Purchase a laptop on Amazon”, “Book a hair
appointment on Yelp”, etc.
5. The task should be feasible to complete by a real user and should not require any additional
information that is not specified in this input.
6. The task description should specify constraints like given budget, product features, and other
specifications that can narrow down the search to a particular item/product.
7. Do NOT use any quotation marks (either single or double) in the task description.

The output should be in the below format:
OUTPUT FORMAT: Please first give some analysis of the actions and screenshots and then
output the overall task description. put your answer within ``` ```, for example, “In summary,
the answer is: ```<TASK_DESCRIPTION>:str```”.

Table E.10: Prompt for Task Summarizer Agent.

System Role You are an expert in evaluating the performance of a web navigation agent. The agent is designed
to help a human user navigate a website to complete a task. Given the user’s intent, the agent’s
action history, the final state of the webpage, and the agent’s response to the user, your goal is to
decide whether the agent’s execution is successful or not.
There are four types of tasks:

1. Transaction: The user wants to perform a transaction on the webpage, such as booking a
ticket, ordering a product, etc. The bot should at least initiate the add-to-cart or checkout process.
It is still a success if the bot has done actions of ‘add to cart’ or checkout and encounters the
login page. If the bot fails to do so, the task is considered a failure.

2. Information seeking: The user wants to obtain certain information from the webpage,
such as information of a product, reviews, map info, comparison of map routes, etc. The bot’s
response must contain the information the user wants, or explicitly state that the information
is not available. Otherwise, e.g. the bot encounters an exception and responds with the error
content, the task is considered a failure. Besides, be careful about the sufficiency of the agent’s
actions. For example, when asked to list the top-searched items in a shop, the agent should order
the items by the number of searches, and then return the top items. If the ordering action is
missing, the task is likely to fail.

3. Site navigation: The user wants to navigate to a specific page. Carefully examine the bot’s
action history and the final state of the webpage to determine whether the bot successfully
completes the task. No need to consider the bot’s response.

4. Content modification: The user wants to modify the content of a webpage or configuration.
Carefully examine the bot’s action history and the final state of the webpage to determine whether
the bot successfully completes the task. No need to consider the bot’s response.

IMPORTANT
- If a product has been added to the bag/cart in the action list but just the purchase is pending, it
should be counted as a success.
- If you see the checkout page for the product you want to purchase, it should be counted as a
success.
- Format your response into two lines as shown below:

Thoughts: <your thoughts and reasoning process>
Status: "success" or "failure"

Table E.11: Prompt for Task Verifier Agent (adapted from Pan et al. (2024a)).
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System Role You are an expert at completing instructions on webpage screens.
You will be presented with a screenshot image with some numeric tags.
If you decide to click somewhere, you should choose the numeric element index closest to the
location you want to click.
You should decide the action to continue this instruction. You will be given the accessibility tree
of the current screen in the format: [element_idx] [role] [alt text or button name].
Here are the available actions:
{"action": "goto", "action_natural_language": str, "value": <the URL to go
to>}
{"action": "google_search", "action_natural_language": str, "value": <search
query for google>}
{"action": "click", "action_natural_language": str, "idx": <element_idx>}
{"action": "type", "action_natural_language": str, "idx": <element_idx>,
"value": <the text to enter>}
{"action": "select", "action_natural_language": str, "idx": <element_idx>,
"value": <the option to select>}
{"action": "scroll [up]", "action_natural_language": str}
{"action": "scroll [down]", "action_natural_language": str}
Your final answer must be in the above format.

User Role The instruction is to {TASK DESCRIPTION}.
History actions: {PREVIOUS ACTIONS}
Here is the screen information: {ACCESSIBILITY TREE}
Think about what you need to do with the current screen, and output the action in the required
format in the end.

Table E.12: Prompt for Web Agent Training.
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F Trajectory Examples992

Figure F.2 shows a sample trajectory executed on993

the IKEA website. Figure F.3 shows the set-of-994

mark annotations and accessibility tree inputs of995

the model during trajectory generation, training,996

and inference.997
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Click on the 'Go shopping' button to start 
shopping on the IKEA US website (click [161])

Click on the 'Furniture' category to browse 
furniture items (click [86])

Click on the 'Sofas & sectionals' link to 
explore sofas and sectionals (click [435])

Click on the 'Fabric sofas' category to view 
fabric sofas (click [89])

Click on the 'Three-seat sofas' category to 
view three-seat fabric sofas (click [94])

(stop)

Task description: Navigate to the IKEA US website and browse to find three-seat fabric sofas 

1

6

2 3

4 5

Figure F.2: Example synthetic trajectory from Explorer. Each step shows the set-of-mark annotated screenshot
along with the grounded action taken by the GPT-4 agent.

[17] [A] [Amazon]
[18] [A] [Delivering to Redmond 98073 Update location]
[24] [INPUT, TYPE=TEXT] [Search Amazon]
[25] [INPUT, TYPE=SUBMIT] []
[26] [A] [Choose a language for shopping.]
[27] [A] [Hello, sign in Account & Lists]
[28] [A] [Returns & Orders]
[29] [A] [0 items in cart]
[50] [A] [Open Menu]
[52] [A] [Medical Care]
[53] [A] [Best Sellers]
[54] [A] [Amazon Basics]
[55] [A] [Prime]
[56] [A] [New Releases]
…
[289] [A] [36% off Limited time deal  Amazon eero Pro 6E 
mesh Wi-Fi router | 2.5 Gbps Ethernet | Coverage up to 
6,000 sq. ft | Connect 100+ devices | Ideal for streaming, 
working, and gaming | 3-Pack | 2022 release Amazon eero 
Pro 6E mesh Wi-Fi router | 2.5 Gbps Et\u2026]
…
[408] [DIV] [Department]
[409] [DIV] [Customer Reviews]
[410] [DIV] [Price]",
 

(a) Set-of-mark annotated screenshot of webpage (b) Corresponding A11y tree

Figure F.3: Visualization of the model inputs during trajectory generation, model training, and inference. The
example corresponds to step 2 of the trajectory in Figure 1.
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