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ABSTRACT

Large Language Models (LLMs) have revolutionized numerous fields, yet their
adaptation to specialized tasks in privacy-sensitive domains such as healthcare and
finance remains constrained due to the scarcity of accessible training data caused
by stringent privacy requirements. Secure Multi-party Computation (MPC)-based
privacy-preserving machine learning provides theoretical guarantees for the pri-
vacy of model parameters and data. However, its application to LLMs has been
predominantly limited to inference, as fine-tuning introduces significant efficiency
challenges, particularly in backward propagation, optimizer, and self-attention
operations. To address these challenges, we propose SecP-Tuning, the first
MPC-based framework designed for efficient, privacy-preserving prompt tuning of
LLMs. SecP-Tuning innovatively integrates Forward-only Tuning (FoT) through
the “data owner-server interaction” paradigm, effectively removing the need for
privacy-preserving computations in backward propagation and optimization pro-
cesses. Furthermore, it devises an efficient privacy-preserving Random Feature
Attention (RFA), effectively mitigating the computational complexity of softmax-
based self-attention and circumventing MPC-incompatible nonlinear operations.
Experimental results demonstrate that, compared to full-Parameter Supervised
Fine-Tuning (SFT) and gradient-based prompt tuning, SecP-Tuning achieves ap-
proximately 12× and 16× end-to-end acceleration, as well as 18× and 20× reduc-
tions in communication overhead, respectively. Moreover, it delivers performance
comparable to gradient-based methods across multiple few-shot tasks. Addi-
tionally, the “black-box/API-style” privacy-preserving tuning paradigm of SecP-
Tuning effectively avoids memory leakage risks caused by gradient/parameter
transmission, thereby striking an optimal balance between efficiency, accuracy,
deployability, and privacy. The code will be released.

1 INTROCTION

Large Language Models (LLMs) (Vaswani et al., 2017; Liu et al., 2019; Hurst et al., 2024; Dubey
et al., 2024; Guo et al., 2025) have achieved groundbreaking advancements in diverse domains, in-
cluding natural language understanding, generation, reasoning, and cross-modal applications. How-
ever, adapting universally pre-trained LLMs to high-sensitivity fields such as healthcare, finance,
government compliance, and industrial manufacturing remains a significant challenge. This diffi-
culty arises from the fact that such sensitive data is closely tied to the interests of data owners and is
subject to regulations (e.g., GDPR, HIPAA) and corporate compliance requirements, making direct
access impractical. Additionally, model parameters may encapsulate statistical information from
the source domain, posing potential privacy risks. Therefore, the key scientific and engineering
challenge in achieving the implementation of “trustworthy intelligence” lies in efficiently adapting
LLMs to specific domains using effective fine-tuning methods, such as Full-Parameter Supervised
Fine-Tuning (SFT) (Wei et al., 2021; Devlin et al., 2019), Low-Rank Adaptation (LoRA) (Hu et al.,
2022; Dettmers et al., 2023), and Prompt Tuning (Lester et al., 2021; Liu et al., 2022), while ensuring
that neither the fine-tuning data nor the resulting model parameters are exposed.

Privacy-Preserving Machine Learning (PPML) based on Secure Multi-Party Computation
(MPC) (Yao, 1986; Goldreich et al., 1987) offers a promising solution. In this paradigm, model
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Figure 1: The time breakdown for SFT of RoBERTaLARGE (24 layers, 1024 dimensions) using MPC
is analyzed with a sequence length of 512, along with a comparison of communication volumes
across different sequence lengths.

parameters and sensitive data are first secret-shared among participating parties. These parties then
execute MPC protocols through multiple rounds of communication to complete privacy-preserving
computations for forward propagation, backward propagation, and optimization. All computations
are performed on secret-shared inputs and intermediate results, ensuring that parties only learn the
protocol’s explicitly permitted outputs without accessing private data or model parameters. Due to
its compelling privacy guarantees, MPC-based PPML has been successfully applied to the training
of linear models (Mohassel and Zhang, 2017), convolutional neural networks Wagh et al. (2019;
2021), and the inference of Transformer-based LLMs (Hao et al., 2022; Luo et al., 2024; Pang et al.,
2023; Lu et al., 2023).

However, implementing Privacy-Preserving Fine-Tuning (PFT) of LLMs directly using MPC incurs
prohibitive overhead. For instance, performing SFT on RoBERTaLARGE (Liu et al., 2019), consist-
ing of 24 layers and 1024 dimensions, with a sequence length of 512 requires approximately 10
minutes per iteration and incurs a communication overhead of 970GB over a Local-Area Network
(LAN) with 3Gbps bandwidth and 0.8ms latency. As illustrated in Figure 1, two primary factors
contribute to this overhead: a) Backward propagation and optimization, which account for 73% of
the total runtime, far exceeding the cost of forward propagation. This is due to the presence of
numerous MPC-unfriendly nonlinear operations in backward propagation and optimization, such
as Softmax, GELU, and LayerNorm, which must undergo privacy-preserving reverse computation.
These operations cannot be directly executed in MPC environments and must be decomposed into
approximations using addition, multiplication, and comparison, leading to a dramatic increase in
communication rounds and volume. b) Softmax in the self-attention, which contributes 75% of
the total runtime. This is because Softmax involves a large number of MPC-unfriendly nonlinear
operations, including exponentiation, division, and maximum computation. Furthermore, its com-
putational complexity scales quadratically with the input sequence length, causing communication
overhead to grow rapidly as sequence length increases. Gradient-based efficient parameter fine-
tuning methods, such as LoRA and gradient-based prompt tuning, effectively reduce the number of
parameters requiring updates and enhance the efficiency of privacy-preserving optimization. How-
ever, they fail to resolve the fundamental communication overhead caused by backward propagation
and Softmax operations in MPC settings.

In this paper, we take the first step toward addressing the research question: How to perform privacy-
preserving domain adaptation of LLMs in MPC environments efficiently and with high perfor-
mance? Specifically, we propose SecP-Tuning, the first MPC-based privacy-preserving framework
for prompt tuning in LLMs. SecP-Tuning leverages Forward-only Tuning (FoT) (Sun et al., 2022b;a)
to update prompt parameters, fundamentally eliminating the high communication overhead caused
by backward propagation in gradient-based fine-tuning methods, thereby significantly accelerating
the privacy-preserving adaptation process. To address the MPC-unfriendly loss value and Gradient-
Free Optimizer (GFO) (Rios and Sahinidis, 2013) computations in FoT, we introduce an innovative
“Server-Client” architecture. In this architecture, MPC-unfriendly computations for loss values and
GFO are offloaded to the data owner’s local environment for efficient and precise plaintext com-
putation. This approach not only significantly improves speed but also prevents the server from
accessing updated prompt parameters, thereby mitigating the privacy risks of fine-tuning data leak-
age caused by model memorization. Complementing this, we propose privacy-preserving Random
Feature Attention (RFA), which avoids extensive nonlinear operations in softmax while reducing the
complexity of self-attention from quadratic to linear.
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The experimental results systematically validate the comprehensive advantages of SecP-
Tuning across multiple dimensions, including efficiency, performance, deployability, and privacy.
Compared to SFT and gradient-based prompt tuning, SecP-Tuning achieves approximately 12× and
16× end-to-end acceleration, respectively, while reducing communication volume by about 18×
and 20×. Notably, these acceleration advantages are further amplified in bandwidth-constrained
Wide-Area Network (WAN) scenarios. In terms of performance, SecP-Tuning demonstrates supe-
rior results on multiple few-shot fine-tuning tasks (16 samples per class), with an average score
of 82.45, comparable to SFT’s 85.41 and gradient-based cue-based tuning’s 83.84. Deployability
comparison further highlights that SecP-Tuning supports “black-box/API-style” secure tuning, ef-
fectively preventing the potential privacy risks of memory leakage caused by gradient/parameter
transmission back to the server.

2 RELATED WORK

Cryptographic techniques such as MPC and Homomorphic Encryption (HE) (Gentry, 2009; Cheon
et al., 2017) have been widely applied in privacy-preserving machine learning, including early works
on linear networks (Mohassel and Zhang, 2017) and training and inference for convolutional neural
networks (Wagh et al., 2019; 2021; Liu et al., 2017; Riazi et al., 2018; Juvekar et al., 2018). With
the rise of Transformer-based LLMs, researchers have increasingly focused on privacy-preserving
inference for LLMs (Hao et al., 2022; Li et al., 2023; Zeng et al., 2022; Luo et al., 2024; Pang et al.,
2023; Yan et al., 2025), aiming to protect both model parameters and inference data. However,
compared to inference, fine-tuning LLMs involves complex backward propagation and optimizer
computations, which remain underexplored.

Currently, only a few studies perform privacy-preserving domain adaptation of LLMs based on
HE. Specifically, the first HE-based PFT framework, BlindTuner (Panzade et al., 2025), enhances
practicality through pre-trained feature extraction while maintaining accuracy. Subsequently, Med-
BlindTuner (Panzade et al., 2024) extended this approach to biomedical imaging and validated its
effectiveness. To further reduce computational overhead, later works introduced parameter-efficient
methods like LoRA: PrivTuner (Li et al., 2024b), which integrates LoRA with FHE to reduce com-
putation overhead. Rho et al. (2025) replaced self-attention with Gaussian Kernel Attention to miti-
gate the costs of nonlinear operations. In addition, FedShield-LLM (Mia and Amini, 2025) reduced
computational overhead by combining unstructured pruning techniques.

Unlike HE, which relies on intensive unilateral encryption computations and requires costly approx-
imations and re-encryption for nonlinear operations such as Softmax and GELU, making it difficult
to balance efficiency and accuracy, MPC enables complex nonlinear operations through multi-round
communication among participants. This makes MPC more suitable for PFT. However, to the best
of our knowledge, no prior work has explored MPC-based PFT of LLMs.

In addition to cryptographic techniques, Differential Privacy (DP) Dwork and Roth (2014) has also
been applied to privacy-preserving fine-tuning. The primary goal of DP-based privacy-preserving
fine-tuning algorithms (Wang et al., 2024; Li et al., 2024a; Charles et al., 2024) is to ensure
individual-level privacy. This is achieved by introducing mechanisms such as adding random noise
and clipping during the fine-tuning process, which formally limit the influence of any single training
sample on the final model. The privacy guarantee is quantified by the (ϵ, δ) privacy budget. In con-
trast, MPC-based privacy-preserving fine-tuning frameworks provide theoretical privacy guarantees
for privacy parameters and fine-tuning data under a specified threat model, which is fundamentally
different from DP-based privacy-preserving frameworks.

3 PRELIMINARIES

3.1 SOFTMAX-BASED SELF-ATTENTION & RANDOM FEATURE ATTENTION

Softmax-based Self-Attention. The core component of each Transformer layer is the self-
attention mechanism. We omit a detailed discussion of the feed-forward network and other auxiliary
components, as they remain unchanged in our work. Let n and d denote the sequence length and
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embedding dimension, respectively. The self-attention mechanism is computed as follows:

Attention(Q,K,V) = Softmax
(
QK⊤
√
d

)
V ∈ Rn×d . (1)

Here, the rows of Q,K, and V correspond to the query, key, and value vectors. The softmax
function (Bridle, 1989) is applied row-wise, converting the similarity scores between each query
and all key vectors into a probability distribution that weights the contribution of each value vector.

Random Feature Attention. To speed up the softmax operations in attention, Peng et al. (2021)
has employed random feature (Rahimi and Recht, 2007) methods to approximate the dot-then-
exponentiate operation using kernel tricks. The main idea is to approximate the Gaussian kernel
function via its Monte Carlo estimation:

exp
(
− ∥x− x′)∥2/σ2

)
≈

∑M

i=1
φ(x, ωi)φ(x

′, ωi) , (2)

where φ(x, ωi) =
√

2/M cos(ω⊤
i x+ bi), with ωi ∼ N (0, σ2I) and bi ∼ U(0, 2π).

Let ϕ(x) = exp(∥x∥2/(2σ2))
[
φ(x, ω1), ..., φ(x, ωM )

]⊤
, the dot-then-exponentiate function can

be approximated as:

exp
(
x⊤y/σ2

)
= exp

( 1

2σ2
∥x∥2 + 1

2σ2
∥y∥2

)
exp

(
− 1

2σ2
∥x− y∥2

)
≈ ϕ(x)⊤ϕ(y). (3)

Substituting this approximation into the softmax attention, we obtain the RFA:

Softmax(qt, {ki}ni=1, {vi}ni=1) =
∑
i

exp(q⊤
t ki/σ

2)v⊤
i∑

j exp(q
⊤
t kj/σ2)

≈
∑
i

ϕ(qt)
⊤ϕ(ki)v

⊤
i∑

j ϕ(qt)⊤ϕ(kj)

=
ϕ(qt)

⊤ ∑
i ϕ(ki)⊗ vi

ϕ(qt)⊤
∑

j ϕ(kj)
:= RFA(qt, {ki}ni=1, {vi}ni=1) ,

(4)

where Q = {qi}ni=1,K = {ki}ni=1, V = {vi}ni=1, and ⊗ denotes the outer product between
vectors. Leveraging this linearized formulation, RFA achieves linear time and memory complexity
with respect to the sequence length.

3.2 GRADIENT-FREE OPTIMIZATION

Gradient-Free Optimization (GFO) (Rios and Sahinidis, 2013) optimizes an objective using only
function (fitness) evaluations, without gradients; hence, it is also called black-box or zeroth-order
optimization. These methods follow a sample–evaluate–update loop and are well-suited to settings
where derivatives are unavailable or too expensive. Black-Box Tuning (Sun et al., 2022b) applies
GFO to prompt tuning for large language models (LLMs), learning a continuous prompt vector
p ∈ RD that minimizes p∗ = argminp∈P L

(
f(p;X), Y

)
, where f is the LLM inference function, L

the loss, and P the prompt space. Because GFO convergence typically degrades in high dimensions,
BBT exploits the low intrinsic dimensionality of LLM prompts by optimizing a latent variable z ∈
Rd with d≪ D and mapping it via a random projection A ∈ RD×d:

z∗ = argmin
z∈Z
L
(
f(Az;X), Y

)
. (5)

CMA-ES (Hansen, 2016) is used in this paper as the gradient-free optimizer.

3.3 2-OUT-OF-2 ARITHMETIC SECRET SHARING

For an integer ring Zn = {0, 1, . . . , n − 1}, a 2-out-of-2 arithmetic secret sharing scheme involves
the following two algorithms:

• The sharing algorithm Shr(x) → ([x]0, [x]1) is used to generate the shares of x. Specifically, a
value r is chosen uniformly at random from Zn, such that [x]0 = r, and [x]1 = x− r (mod n) is
computed.

4
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• The reconstruction algorithm Rec([x]0, [x]1) → x is used to reconstruct x, i.e., x = [x]0 + [x]1
(mod n).

The randomness and uniformity of the share ensure that any individual share reveals no information
about the secret. We denote the arithmetic secret sharing of x as [x] = ([x]0, [x]1).

In the field of secure MPC, numerous secure protocols have been developed for operating over secret
shares [x], including secure addition, multiplication, comparison, and various nonlinear activation
functions. These cryptographic primitives are summarized in Section 6.3. In this work, we treat
these primitives as black-box components and utilize them without requiring additional assumptions
or modifications.

4 SECP-TUNING

4.1 MPC-BASED PRIVACY-PRESERVING FINE-TUNING

The objective of privacy-preserving fine-tuning based on MPC is to fine-tuning a model while safe-
guarding the privacy of both the developer’s proprietary model parameters and the data owner’s
privacy data, ultimately producing fine-tuned parameters. This process involves two principal par-
ties: the model developer and the data owner. The model developer possesses a proprietary model
FΘ, where Θ represents private parameters, while the data owner holds confidential fine-tuning
data X . In this framework, both parties provide the shares of FΘ and X , namely ([Θ]0, [Θ]1) and
([X]0, [X]1), as inputs. These shares are processed using various two-party MPC protocols, such
as privacy-preserving addition, multiplication, and GeLU activation functions, to perform privacy-
preserving inference and generate the shares of the fine-tuned parameters. Under well-defined threat
models such as semi-honest and malicious models, the theoretical security is guaranteed by MPC
protocols and ensures the following: 1) Confidentiality of the model developer’s parameters; 2) Con-
fidentiality of the data owner’s fine-tuning data; and 3) Confidentiality of the fine-tuned parameters.

For efficiency considerations, we adopt the semi-honest threat model.1 In the semi-honest model,
participants execute each step of the protocol correctly and obtain accurate results but may attempt
to infer unauthorized information during execution. The semi-honest threat model is widely used in
Privacy-Preserving Machine Learning (PPML), including early works on privacy-preserving convo-
lutional neural network training and more recent efforts in privacy-preserving inference for LLMs.

Although MPC-based privacy-preserving fine-tuning provides theoretical assurances for the privacy
of model parameters and fine-tuning data while achieving performance comparable to plaintext com-
putation, directly employing MPC for fine-tuning faces significant efficiency challenges. These chal-
lenges primarily stem from the computational costs associated with executing privacy-preserving
backpropagation, optimizers, and self-attention mechanisms using MPC. To address these issues, we
propose SecP-Tuning, which leverages the intrinsic properties of MPC protocols and incorporates
custom-designed, modular components to significantly enhance the efficiency of privacy-preserving
fine-tuning.

4.2 PRIVACY-PRESERVING FORWARD-ONLY TUNING

During the backpropagation phase, numerous nonlinear operators, such as Softmax, GELU, and
LayerNorm, must undergo privacy-preserving reverse computation. In the MPC environment, these
operations cannot be executed directly and must instead be decomposed into fundamental opera-
tions like addition, multiplication, and comparison for approximate computation. This decomposi-
tion significantly amplifies both the number of communication rounds and the overall communica-
tion volume. Furthermore, the deeply stacked architecture of Transformers exacerbates these costs.
Additionally, frequent tensor transpositions, dimension rearrangements, and mask handling during
gradient computation, which are mere memory operations in plaintext, require explicit arithmetic-
to-Boolean domain conversions and additional synchronization in MPC environments, further in-
creasing communication overhead.

1While the malicious threat model better aligns with real-world scenarios, its computational overhead is
significantly higher than that of the semi-honest model. Typically, additional cryptographic techniques such as
zero-knowledge proofs are required to enhance the semi-honest model.
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Figure 2: Workflow of SecP-Tuning. SecP-Tuning leverages secure MPC to protect both training
data and model parameters during fine-tuning. It addresses two key bottlenecks in PFT. First, it
eliminates the computational overhead of backward and optimizer by adopting a FoT paradigm.
Second, it improves the efficiency of privacy-preserving self attention by employing RFA.

During the optimization phase, widely used optimizers like Adam (Kingma and Ba, 2015) require
numerous element-wise operations, including multiplication, division, square root computation, and
bias correction, to perform parameter updates. Among these, division and square root computations
are particularly costly in MPC environments. Moreover, weight decay, learning rate scheduling (e.g.,
cosine, multi-stage, or adaptive scheduling), and gradient scaling (used in mixed-precision simu-
lations) introduce additional nonlinear operations and conditional branching. These complexities
compel frequent domain conversions between arithmetic and boolean fields in MPC environments,
resulting in substantial communication overhead.

Forward-only Tuning (FoT) updates parameters via GFO, fundamentally circumventing the high
communication overhead caused by privacy-preserving backpropagation in gradient-based fine-
tuning methods. This presents a promising avenue for enhancing the efficiency of privacy-preserving
fine-tuning. However, unlike gradient-based optimizers such as Adam, GFO methods, such as CMA-
ES, often involve complex operations that are unable to support in MPC-based PPML frameworks,
such as CrypTen. These operations include ranked index order, outer product of vectors, and matrix
eigendecomposition. This hinder the development of an MPC-based privacy-preserving FoT.

To address this issue, SecP-Tuning integrates the features of MPC and FoT to design a “Server-
Client” architecture that ensures privacy while offloading GFO and loss computation to the client
for plaintext processing. This approach not only significantly enhances efficiency but also prevents
the server from accessing the updated prompt embeddings, thereby mitigating the risk of fine-tuning
data privacy leakage caused by model memorization.

As shown in Fig. 2, SecP-Tuning consists of the following seven steps: 1) The data owner locally
initializes the prompt embedding p and concatenates it with the private fine-tuning token embedding
to obtain the private input embedding X; 2) The data owner locally generates secret shares of X ,
denoted as ([X]0, [X]1), and distributes them to the corresponding servers; 3) Two non-colluding
servers take ([X]0, [X]1) and the secret shares of the private model parameters, ([Θ]0, [Θ]1), as
inputs. They interactively execute privacy-preserving inference using MPC protocols, producing
secret shares of the inference result ([Y ]0, [Y ]1); 4) The servers send ([Y ]0, [Y ]1) back to the data
owner; 5) The data owner reconstructs the inference result Y using ([Y ]0, [Y ]1); 6) The data owner
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takes the inference result Y and the fine-tuning data labels Ỹ as inputs and calculates the loss value
L locally in plaintext; 7) The data owner inputs the loss value L into the GFO to update the prompt
embedding. By iterating this process multiple times, the data owner ultimately obtains the fine-tuned
prompt embedding for privacy-preserving downstream task inference.

SecP-Tuning leverages the FoT framework from (Sun et al., 2022b) to implement privacy-preserving
fine-tuning. To guarantee fairness and reproducibility of results, it adopts the same GFO, CMA-ES.
However, readers are free to select other gradient-free optimizers, such as random search, Natural
Evolution Strategies, or Bayesian optimization, based on the specific requirements of their scenarios,
thereby further enhancing the flexibility and adaptability of SecP-Tuning.

4.3 PRIVACY-PRESERVING RANDOM FEATURE ATTENTION

Although privacy-preserving FoT based on “Server-Client” architecture addresses the overhead of
privacy-preserving computation in backpropagation and optimizers, SecP-Tuning still faces severe
efficiency challenges stemming from the privacy-preserving implementation of softmax-based self-
attention mechanisms. Specifically, for a vector x = (x1, x2, . . . , xn), Softmax in Transformer
converts it to an n-dimensional probability distribution with

Softmax(x)[i] =
exi−τ∑n

h=1 e
xh−τ

, (6)

where τ = max
(
{xh}nh=1

)
is used to ensure stable numerical computations.

There are the following challenges in performing privacy-preserving computation on softmax-based
self-attention:

• Quadratic complexity with respect to sequence length. Given (Q,K,V) ∈ Rn×d, where n
denotes the sequence length and d the embedding dimension, the complexity of Softmax-based
attention scales as O(n2d). This quadratic dependence becomes prohibitively expensive for long
input sequences.

• Numerous nonlinear operations incompatible with MPC. As shown in Eq. (6), computing the
Softmax function involves three nonlinear operations—exponentiation, division, and maximiza-
tion—all of which are costly to implement under MPC. These operations significantly inflate the
overhead of privacy-preserving attention computation (see Section 6.3.2 for details).

To tackle these challenges, SecP-Tuning employs Random Feature Attention (RFA) to enhance the
efficiency of privacy-preserving Softmax-based self-attention mechanisms. Specifically, compared
to existing softmax approximation methods (Kitaev et al., 2020; Wang et al., 2020; Roy et al., 2021),
RFA offers the following advantages:

• Theoretical Guarantee on Approximation Error. The approximation error is formally bounded,
ensuring reliable accuracy.

• Reduction in Computational Complexity of Softmax. RFA reduces the complexity of softmax
attention from O(n2d) to O(ndr), where r represents the number of random features used.

• Avoidance of Exponentiation and Maximum Operations in Softmax. By bypassing these
costly nonlinear operations, RFA significantly improves efficiency in privacy-preserving settings.

According to Eq. (4), the computation of RFA involves multiplication, division, and cosine function
operations. This implies that although RFA bypasses the exponential and maximum operations in
softmax-based attention, it introduces cosine operations that are not friendly to MPC.

To address this challenge, SecP-Tuning design an efficient MPC-based privacy-preserving cosine
function protocol (Πcosine) by leveraging the periodicity of trigonometric functions and the sum-to-
product formulas. By executing Πcosine, MPC participants can compute the shares of the result
y = cos(x) while preserving the privacy of the input data x. Specifically, Πcosine consists of
two phases: an offline phase and an online phase. In the offline phase, the computation servers
Sj , j = 0, 1, pre-generate random numbers t ∈ ZL and shares of sin(t), cos(t), and t, denoted
as ([t]j , [sin(t)]j , [cos(t)]j). During the online phase, server Sj initially computes [δ]j = [x]j +
[t]j . Subsequently, δ = (x + t) mod τ , where τ represents the periodicity of the trigonometric

7
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function, is reconstructed through a single round of bidirectional communication. Finally, each
server Sj computes the shares of cos(x) using the trigonometric addition identity formulas, cos(x) =
sin(δ) sin(t) + cos(δ) cos(t).

By executing Πcosine, the privacy-preserving computation of the cosine function can be accomplished
with only a single round of communication, transmitting 2ℓ-bit elements. Building upon this result,
we further develop an efficient MPC-based privacy-preserving RFA protocol, which reduces the
computational complexity of the Softmax-based attention mechanism while circumventing the need
for expensive exponentiation and maximum operations. Detailed algorithmic descriptions are pro-
vided in Section 6.4.

5 EXPERIMENTS

5.1 SETUP

MPC-Backend & Testbeds. Our implementation is based on the PPML framework CrypTen 2,
while the execution of FoT and RFA relies on the open-source libraries provided in (Sun et al.,
2022b) and (Peng et al., 2021). We conduct our experimental evaluations on three servers, each
equipped with an A100 GPU. To enable a comprehensive efficiency comparison, we utilize Linux
Traffic Control (TC) to simulate various network conditions. Specifically: In the LAN scenario, we
set the bandwidth to 3 Gbps with a round-trip latency of 0.8 ms. For the WAN setting, we consider
two different configurations: {100 Mbps, 80 ms} and {200 Mbps, 40 ms}.

Model and Dataset. We select RoBERTaLARGE as the backbone model to validate the effective-
ness of SecP-Tuning across five representative datasets: SST-2 (Socher et al., 2013), MRPC (Dolan
and Brockett, 2005), RTE Wang et al. (2018), Yelp Polarity (Zhang et al., 2015), and AG’s
News (Zhang et al., 2015). To ensure the reproducibility of experimental results, we adopt the
same hyperparameter settings as (Sun et al., 2022b) for FoT execution. For RFA, we follow the ini-
tialization settings from (Peng et al., 2021) and set the number of random features r to 128. Detailed
configurations are provided in Section 6.6.2 of the appendix.

Baselines. To demonstrate the effectiveness of SecP-Tuning, we established the following base-
lines: 1) SFT: Supervised fine-tuning of all model parameters of pre-trained model. 2) Prompt
Tuning: Training only the prompt embeddings added to the input text while keeping the pre-trained
model parameters frozen. For a fair comparison, we used the same prompt length, manual templates,
label words, and pre-trained prompt embeddings as SecP-Tuning during initialization. We explored
a wide range of learning rates and implemented an early stopping mechanism to prevent overfitting
of gradient-based methods in few-shot scenarios. Specifically, for SFT, the learning rates were set to
[1e-6, 3e-6, 5e-6, 1e-5, 3e-5, 5e-5, 1e-4], with a maximum of 200 epochs and an early stopping pa-
tience of 30 steps. For gradient-based Prompt Tuning, the learning rates were set to [1e-5, 3e-5, 5e-5,
1e-4, 3e-4, 5e-5, 1e-3], with a maximum of 1000 epochs and an early stopping patience of 50 steps.
See Section 6.6.1 of the appendix for specific hyperparameter and corresponding configurations.

Table 1: Efficiency Comparison of RoBERTaLARGE in LAN Setting (3Gbps, 0.8ms). The input
sequence length is set to 512, and the number of prompt tokens is set to 50. The results are the
average of ten runs.

Methods Forward Backward Optimizer Total
Times(s) Comm(GB) Times(s) Comm(GB) Times(s) Comm(GB) Times(s) Comm(GB)

SFT 216.184 260.411 554.512 691.150 20.902 19.159 651.598 970.720

Prompt Tuning 273.313 306.711 605.212 804.900 3.550 4.594 882.075 1116.205

SecP-Tuning (FoT) 173.999 205.358 0.000 0.000 0.138 0.000 174.138 205.359
SecP-Tuning (FoT+RFA) 54.17 56.545 0.000 0.000 0.103 0.000 55.172 56.545

2https://github.com/facebookresearch/CrypTen
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5.2 EFFICIENCY COMPARISON

We perform an end-to-end execution of SecP-Tuning on CrypTen and compare it against baseline
methods. To ensure fairness, all executions use CrypTen’s privacy-preserving operations and de-
fault settings3. Table 1 shows the time and communication overhead of different methods in a
LAN environment, with additional results in a WAN environment provided in Section 6.2. Com-
pared to SFT and gradient-based prompt tuning, SecP-Tuning delivers substantial advancements in
both fine-tuning speed and communication efficiency. Specifically, in a LAN environment, SecP-
Tuning achieves a 12 times speedup over SFT and a 16 times speedup over gradient-based prompt
tuning. Additionally, it reduces communication overhead by 18 times and 20 times, respectively.
This is primarily attributed to SecP-Tuning ’s innovative integration of FoT through the ”data owner-
server interaction” paradigm, which eliminates privacy-preserving computations for backward prop-
agation and optimization. Additionally, the privacy-preserving protocol ΠRFA proposed in this paper
significantly enhances the efficiency of self-attention computations in privacy-preserving settings.

We further observed that, under MPC settings, gradient-based prompt tuning fails to bring efficiency
improvements, and results in slower execution and higher communication overhead. This is because,
while it reduces the number of parameters requiring updates and thereby lowers the computational
overhead of privacy-preserving optimization, it fails to avoid the privacy-preserving computations
for backward propagation and self-attention mechanisms. Furthermore, compared to model tuning,
it incurs additional privacy-preserving forward and backward computations for prompt tokens.

Table 2: Comprehensive performance comparison of SecP-Tuning across various language under-
standing tasks. The results in the table report the mean and standard deviation over three runs. All
experiments are conducted using the pretrained RoBERTaLARGE model with 16 samples per class.

Method SST-2 Yelp P. AG’s News MRPC RTE Avg.Acc Acc Acc F1 Acc

SFT 89.86± 1.23 93.25± 0.64 88.94± 1.12 82.15± 3.76 72.84± 4.52 85.41

Prompt Tuning 85.23± 1.82 88.47± 2.15 85.34± 1.32 68.52± 4.18 62.53± 2.47 78.02
+ Pre-trained prompt / / / 80.35± 3.52 79.80± 1.83 83.84

FoT 89.56± 0.25 91.50± 0.16 81.51± 0.79 61.56± 4.34 52.59± 2.21 75.34
+ Pre-trained prompt / / / 75.51± 5.54 77.62± 1.30 83.14

SecP-Tuning 89.23± 0.12 85.30± 3.71 79.55± 1.32 75.12± 3.32 77.32± 1.52 82.45

5.3 PERFORMANCE COMPARISON

We evaluated the performance of SecP-Tuning on multiple datasets and compared it with baselines
to verify its effectiveness. As shown in Table 2, after utilizing pre-trained prompt embeddings (Gu
et al., 2022), SecP-Tuning achieves performance comparable to gradient-based methods, such as
SFT and gradient-based prompt tuning. Notably, in simpler sentiment classification tasks, such
as SST-2 and Yelp P., SecP-Tuning even outperforms gradient-based prompt tuning. Although the
average performance of SecP-Tuning is slightly inferior to gradient-based methods, it offers superior
efficiency and deployability, enabling the MPC-based privacy-preserving fine-tuning framework to
achieve an optimal balance between privacy, efficiency, and performance.

Table 3: We evaluate the feasibility of As-A-Service (AAS), Accuracy, end-to-end time, commu-
nication overhead, and the total amount of data uploaded/downloaded for completing PFT on the
SST-2 and AG’s News datasets.

AAS Acc Fine-tuning Time Communication Volume Upload (per query) Download (per query)

SST-2 (Sequence Length: 47)
SFT × 87.8 65.86 (h) 67.36 (TB) - -
Prompt Tuning × 72.6 86.15 (h) 149.37 (TB) - -
SecP-Tuning ✓ 89.2 8.81 (h) 14.22 (TB) 12 KB 0.5 KB

AG’s News (Sequence Length: 107)
SFT × 88.4 75.37 (h) 121.27 (TB) - -
Prompt Tuning × 84.0 80.57 (h) 153.45 (TB) - -
SecP-Tuning ✓ 82.1 10.43 (h) 19.68 (TB) 44 KB 2 KB

3More advanced MPC operators can further reduce communication overhead and improve fine-tuning speed.
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5.4 DEPLOYABILITY COMPARISON

Beyond efficiency and performance, many other factors must be considered in practical scenarios.
As shown in Table 3, we comprehensively compare SecP-Tuning with baseline methods across var-
ious dimensions, including serviceability, accuracy, fine-tuning time, communication volume, and
the amount of uploaded and downloaded data. To ensure a fair comparison of fine-tuning time, we
employ early stopping for all methods: if no improvement in validation accuracy is observed after
1000 steps, the training process is terminated. We find that only SecP-Tuning offers serviceabil-
ity, allowing data owners to perform PFT directly via APIs provided by the model developer. This
ensures that the model developer does not receive any information about the updated parameters.
In contrast, gradient-based methods such as SFT and prompt tuning inherently require the model
developer to obtain shares of the updated parameters. This introduces the risk of the model de-
veloper inferring private fine-tuning data from the updated model parameters. Thus, among all the
methods considered, only SecP-Tuning achieves the best balance in terms of privacy, efficiency, and
performance.
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Figure 3: Comparison of Time and Communication Overhead Between Privacy-Preserving RFA and
Softmax-Based Privacy-Preserving Self-Attention.

5.5 COMPARISON OF RFA AND SELF-ATTENTION

We evaluated the privacy-preserving RFA protocol (ΠRFA) under varying sequence lengths and
compared it with both the MPC-based privacy-preserving self-attention mechanism and the privacy-
preserving RFA protocol without the efficient privacy-preserving cosine algorithm proposed in this
study (ΠRFA without Πcosine

). As illustrated in Figure 3: 1) For the MPC-based privacy-preserving
self-attention, ΠRFA demonstrates significant improvements in execution speed and communica-
tion efficiency. Moreover, as the input length increases, these advantages become increasingly pro-
nounced. This is attributed to the computational complexity of the MPC-based privacy-preserving
self-attention mechanism being quadratic with respect to sequence length, whereas the RFA protocol
exhibits linear complexity. 2) For ΠRFA without Πcosine , the presence of cosine operations, which
are not MPC-friendly, results in relatively limited efficiency gains compared to the MPC-based
privacy-preserving self-attention. In fact, for shorter sequence lengths, such as L = 64 and L = 128,
its time and communication overheads even exceed those of the MPC-based privacy-preserving self-
attention. This directly highlights that the Πcosine algorithm proposed in SecP-Tuning is the critical
factor in enhancing the computational efficiency of privacy-preserving self-attention mechanisms.

6 CONCLUSION

This paper presents SecP-Tuning, the pioneering MPC-based framework designed for efficient and
privacy-preserving prompt tuning of LLMs. By leveraging FoT, it eliminates secure backpropaga-
tion and optimizer computations, while introducing a privacy-preserving random feature attention to
substitute softmax-based self-attention, thereby circumventing MPC-unfriendly nonlinearities and
reducing the computational complexity. Experimental results demonstrate that SecP-Tuning seam-
lessly integrates efficiency, performance, deployability, and privacy.
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ETHICS STATEMENT

This study focuses on privacy-efficient fine-tuning mechanisms and does not involve ethical or moral
concerns. It does not directly collect, generate, or interfere with any personally identifiable infor-
mation (PII), relying solely on publicly available benchmark datasets (SST-2, MRPC, RTE, Yelp
Polarity, AG’s News). These datasets are widely used within the research community for English
text classification and matching tasks, with licensing terms permitting their use for research pur-
poses. Furthermore, no redistribution of the original data was conducted during the study, and only
model performance and efficiency metrics were reported.

REPRODUCIBILITY STATEMENT

This paper provides comprehensive resources to ensure the reproducibility of the experimental re-
sults of the proposed SecP-Tuning algorithm. Specifically, a thorough description of the theoretical
foundations used in this study, along with relevant references, is included in Section 3. Detailed
steps of the proposed methodology are presented in Section 4, and pseudocode for the privacy-
preserving algorithms proposed in this paper are provided in Section 6.4. In Section 5.1, we present
the experimental setup of SecP-Tuning, including the models, datasets, baseline configurations, de-
pendency libraries, and network environment details. Detailed hyperparameter information is pro-
vided in Section 6.6. These elements ensure the reproducibility of the results in this paper. Further-
more, we plan to release the source code upon publication.
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APPENDICES

The appendix is organized as follows.

• In Section 6.1, we report the use of large language models.
• In Section 6.2, We report additional experimental results for SecP-Tuning , including execution

time overhead in a wide area network (WAN) environment, performance comparison under dif-
ferent sample sizes, comparison with plaintext performance, and performance on other types of
LLMs.

• In Section 6.3, we present the underlying MPC protocols upon which SecP-Tuning is built.
• In Section 6.4, we detail the privacy-preserving algorithms designed for SecP-Tuning, including

privacy-preserving cosine similarity and Random Feature Attention (RFA).
• In Section 6.5, we provide a comprehensive security proof of SecP-Tuning.
• In Section 6.6, we report all the hyperparameter settings used in this paper.

6.1 THE USE OF LARGE LANGUAGE MODELS

This work primarily utilized LLMs for academic English translation and refinement. The use of
LLMs does not pertain to the significance, innovation, or technical soundness of the core aspects of
this work.

Table 4: Efficiency Comparison of RoBERTaLARGE in WAN Setting. The input sequence length is
set to 512, and the number of prompt tokens is set to 50. The results are the average of ten runs.

Bandwidth & Latency Methods Forward (s) Backward (s) Optimizer (s) Total (s)

200Mbps/40ms

SFT 605.315 1, 718.987 48.036 2, 372.338
Prompt Tuning 847.270 1, 997.662 7.810 2, 852.742

SecP-Tuning (FoT) 399.361 0.000 0.133 399.494
SecP-Tuning (FoT+RFA) 102.923 0.000 0.125 103.048

100Mbps/80ms

SFT 1, 502.213 3, 893.772 98.822 5, 494.807
Prompt Tuning 2, 582.691 4, 692.951 10.975 7, 286.617

SecP-Tuning (FoT) 833.448 0.000 0.136 833.584
SecP-Tuning (FoT+RFA) 211.185 0.000 0.122 211.307

6.2 MORE RESULTS

6.2.1 ADDITIONAL EFFICIENCY RESULTS OF SECP-TUNING

This section presents additional efficiency results of SecP-Tuning. As shown in the data from Ta-
ble 4, under a WAN setting of 100Mbps/80ms, SecP-Tuning reduces the update time per iteration
from 7286.6 seconds in gradient-based Prompt Tuning to 211.3 seconds, achieving approximately
34× acceleration, which significantly surpasses the 16× acceleration observed in a 3Gbps/0.8ms
LAN environment. This remarkable improvement stems from its substantial reduction in commu-
nication rounds and volume, enabling structural amplification advantages in bandwidth-constrained
and high-latency WAN scenarios.

Table 5: Performance comparison under varying number of sample. The results in the table report
the mean and standard deviation over three runs. All experiments are conducted using the pretrained
RoBERTaLARGE model.

Mumber of Samples SFT Prompt Tuning FoT

16 85.39± 2.84 68.23± 3.72 89.56± 0.25

32 90.21± 2.32 79.32± 2.63 90.23± 0.31

64 92.17± 2.13 87.65± 2.55 91.06± 0.24

128 93.26± 2.28 92.18± 3.57 91.15± 0.38
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6.2.2 PERFORMANCE COMPARISON ACROSS DIFFERENT MUMBER OF SAMPLES

In the performance comparison experiments presented in Table 2, FoT demonstrated superior results
across multiple tasks compared to gradient-based SFT and Prompt Tuning. Reference [1] hypothe-
sizes that FoT’s performance advantage stems from the susceptibility of gradient-based optimization
methods to overfitting when dealing with limited training data, whereas FoT, through its exploratory
mechanism, often identifies more optimal solutions.

To further investigate performance under larger sample sizes, we conducted additional experiments
on the SST-2 dataset, setting the number of samples per class to 16, 32, 64, and 128. As shown in the
data from Table 3, when the sample size increases, gradient-based SFT and Prompt Tuning exhibit
more robust performance than FoT.

6.2.3 PERFORMANCE COMPARISON ACROSS DIFFERENT MUMBER OF SAMPLES

In the performance comparison experiments presented in Table 2, FoT demonstrated superior results
across multiple tasks compared to gradient-based SFT and Prompt Tuning. Reference [1] hypothe-
sizes that FoT’s performance advantage stems from the susceptibility of gradient-based optimization
methods to overfitting when dealing with limited training data, whereas FoT, through its exploratory
mechanism, often identifies more optimal solutions.

To further investigate performance under larger sample sizes, we conducted additional experiments
on the SST-2 dataset, setting the number of samples per class to 16, 32, 64, and 128. As shown in the
data from Table 3, when the sample size increases, gradient-based SFT and Prompt Tuning exhibit
more robust performance than FoT.

6.2.4 PERFORMANCE COMPARISON WITH PLAINTEXT

In this section, we supplement the comparison experiments between SecP-Tuning and plaintext
prompt tuning to analyze the differences in efficiency and performance between the two approaches.

Table 6: Performance comparison with plaintext. The results in the table report the mean and stan-
dard deviation over three runs. All experiments are conducted using the pretrained RoBERTaLARGE
model.

Dataset Method Fine-Tuning Time Communication Accuracy

SST-2 Plaintext 10.1 mins 6.25 KB 89.4
SecP-Tuning 8.8 hours 14.22 TB 89.2

AG’s News Plaintext 21.0 mins 23 KB 82.6
SecP-Tuning 10.43 hours 19.68 TB 82.1

The experimental results reveal that SecP-Tuning incurs almost no loss in model utility. This can be
attributed to its construction based on cryptographic MPC techniques. As analyzed in Section 6.3 re-
garding the correctness of MPC protocols, MPC ensures accurate computation results while preserv-
ing the privacy of input data. The slight performance degradation may stem from the approximations
introduced by MPC for nonlinear activation functions, such as GeLU and LayerNorm. This repre-
sents a significant advantage of MPC over other privacy-enhancing methods, such as Differential
Privacy (DP) and Federated Learning (FL). However, the drawback lies in the substantial computa-
tional and communication overhead it introduces, making it currently challenging to generalize to
larger-scale models.

6.2.5 PERFORMANCE ON OTHER TYPES OF LLMS

In this section, we include the performance results of SecP-Tuning on other types of LLMs, namely
GPT2-LARGE (Radford et al., 2019) and T5-LARGE (Raffel et al., 2020). Experimental results
demonstrate that SecP-Tuning is applicable to various architectures of LLMs, including the decoder-
only autoregressive model GPT-2 and the encoder-decoder model T5.
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Table 7: Performance on other types of LLMs.
Model DataSet Accuracy

RoBERTa SST-2 89.2
AG’s News 82.1

GPT-2 SST-2 75.3
AG’s News 77.7

T5 SST-2 89.1
AG’s News 83.8

6.3 UNDERLYING MPC PROTOCOLS

In this section, we provide a brief overview of the underlying protocols used and refer to the works of
Knott et al. (2021) and Zheng et al. (2023) for details. Let Sj with j ∈ {0, 1} be two parties that are
used to execute the MPC protocol. Each party Sj will be given one additive share ([u]j , [v]j) ∈ ZL

of the operation inputs u and v for j ∈ {0, 1}.

6.3.1 PRIVACY-PRESERVING ADDITION, MULTIPLICATION AND COMPARISON PROTOCOLS

In this section, we provide a detailed description of the execution processes for MPC-based addition,
multiplication, and comparison protocols, along with a theoretical analysis of their correctness and
privacy guarantees. Other nonlinear privacy-preserving protocols in Section 6.3.2 and Section 6.4.2
can be constructed by invoking these three protocols, and thus their correctness and security can be
directly proven based on the aforementioned protocols.

Privacy-preserving addition. Suppose two participants, Alice and Bob, each possess secrets u
and v. By executing the addition protocol based on 2-out-of-2 arithmetic secret-sharing ((2, 2)-SS),
they can compute shares of the output w = u + v while preserving the privacy of inputs u and
v. Specifically, the addition protocol based on (2, 2)-SS consists of two phases: the secret sharing
phase and the computation phase.

In the secret sharing phase:

• Alice locally generates shares of her secret u, i.e., Shr(u)→ ([u]0, [u]1), and sends [u]1 to
Bob.

• Bob locally generates shares of his secret v, i.e., Shr(v) → ([v]0, [v]1), and sends [v]1 to
Alice.

In the computation phase:

• Alice computes [w]0 = [u]0 + [v]0.
• Bob computes [w]1 = [u]1 + [v]1.

Correctness Verification: [z]0+[z]1 = [u]0+[v]0+[u]1+[v]1 = ([u]0+[u]1)+([v]0+[v]1) = u+v.

Privacy Guarantee: During computation, Alice and Bob each possess only one random share of
the secrets, ensuring that no information about the original secrets can be inferred.

Privacy-preserving multiplication. Suppose two participants, Alice and Bob, each possess se-
crets u and v. By executing the multiplication protocol based on 2-out-of-2 arithmetic secret-sharing
((2, 2)-SS), they can compute shares of the output w = u+ v while preserving the privacy of inputs
u and v. Specifically, the addition protocol based on (2, 2)-SS consists of two phases: the secret
sharing phase and the computation phase.

In the secret sharing phase:

• Alice locally generates shares of her secret x, i.e., Shr(x)→ ([x]0, [x]1), and sends [x]1 to
Bob.

17



918
919
920
921
922
923
924
925
926
927
928
929
930
931
932
933
934
935
936
937
938
939
940
941
942
943
944
945
946
947
948
949
950
951
952
953
954
955
956
957
958
959
960
961
962
963
964
965
966
967
968
969
970
971

Under review as a conference paper at ICLR 2026

• Bob locally generates shares of his secret y, i.e., Shr(y) → ([y]0, [y]1), and sends [y]1 to
Alice.

• Alice possesses the first random shares of the Beaver triple (a, b, c), i.e., ([a]0, [b]0, [c]0).
• Bob possesses the second random shares of the Beaver triple (a, b, c), i.e., ([a]1, [b]1, [c]1).

• Alice computes [d]0 = [x]0 − [a]0 and [e]0 = [y]0 − [b]0.
• Bob computes [d]1 = [x]1 − [a]1 and [e]1 = [y]1 − [b]1.

In the communication phase:

• Alice sends [d]0 and [e]0 to Bob.
• Bob sends [d]1 and [e]1 to Alice.

In the computation phase:

• Alice reconstructs d = [d]0 + [d]1 = x− a and e = [e]0 + [e]1 = y − b.
• Bob reconstructs d and e similarly.
• Alice computes [z]0 = [x]0e+ d[y]0 + [c]0.
• Bob computes [z]1 = −de+ [x]1e+ d[y]1 + [c]1.

Correctness Verification:
[z]0 + [z]1 = [x]0e+ d[y]0 + [c]0 − de+ [x]1e+ d[y]1 + [c]1

= ([x]0 + [x]1)e+ ([y]0 + [y]1)d− de+ c

= x(y − b) + y(x− a)− (x− a)(y − b) + c

= xy − xb+ xy − ay − xy + ay + xb− ab+ c

= xy.

Privacy Guarantee: During computation, Alice and Bob possess only one random share each of a
and b. Since a and b are randomly generated and independent of the inputs x and y, no information
about x or y is revealed.

Privacy-preserving comparison. Similarly, Alice holds secret u and Bob holds secret v, and the
comparison can be implemented as follows:

• Alice and Bob first generate the shares of their respective private inputs, a.k.a., [u] and [v],
as privacy-preserving addition.

• Two parties locally compute [w] = [u]− [v].
• Two parties jointly invoke the Arithmetic-to-Boolean conversion (Knott et al., 2021) to

convert [w] from Arithmetic sharing to Boolean sharing ⟨z⟩ = A2B([w]).
• Two parties locally extract the most significant bit of Boolean sharing ⟨z⟩ as ⟨b⟩ = ⟨w⟩ ≫
(ℓ− 1)4.

• Finally, the additive shares of [u < v] can be derived by converting Boolean sharing ⟨b⟩
to Arithmetic sharing [b] using Boolean-to-Arithmetic conversion protocol (Knott et al.,
2021).

Correctness & Privacy. Except for sharing the inputs, the computation phase consists of log2 ℓ+1
rounds of communication and transmits 3456 bits. The correctness is easy to follow, and the privacy
guarantee is inherent from well-established 2PC basic primitives.

6.3.2 PRIVACY-PRESERVING NON-LINEAR PROTOCOLS

Privacy-preserving maximum. The maximum of the n-element vector x is implemented by call-
ing log2 n privacy-preserving comparisons using the tree reduction algorithm (Knott et al., 2021).

4≫ ℓ denotes shift ℓ bits to the right.
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Privacy-preserving exponential. The exponential function is complex and usually implemented
using the repeated-squaring approximation method

ex = limx→∞
(
1 +

x

2n
)2n

, (7)

which converts exponential calculations into addition and square operations. By fault, iterations are
set n = 8 in (Knott et al., 2021).

Privacy-preserving reciprocal. Function reciprocal 1
x is implemented by the Newton-Raphson

method, which converts reciprocal calculations into addition and multiplication operations. The
iterative formula is

yn+1 = yn(2− xyn). (8)
The initial value of the iteration is

y0 = 3e
1
2−x + 0.003. (9)

The number of iterations is set to 10 in (Knott et al., 2021) by default.

Privacy-preserving square root.
√
x is approximated by the Newton-Raphson method in MPC,

which converts exponential calculations into addition and multiplication operations. The iterative
formula is

yn+1 =
1

2
yn(3− xy2n). (10)

The initial value of the iteration is
y0 = e−2.2( x

2+0.2) + 0.198046875. (11)
The number of iterations is set to 3 in (Knott et al., 2021) by default.

6.4 PRIVACY-PRESERVING PROTOCOLS

6.4.1 PRIVACY-PRESERVING COSINE

We propose an efficient privacy-preserving cosine protocol Πcosine by exploiting the periodicity
of the cosine function and trigonometric addition identity formulas. Here’s a detailed description
of the algorithm steps: In the offline phase, the protocol initiates by generating pseudo-random
values. Specifically, S0 and the trusted third party T jointly produce [t]0, [u]0, [v]0 by evaluating a
pseudo-random function (PRF) with a specific key k0. Similarly, S1 and T generate [t]1 using a
different key k1. Then, the trusted third party T recover the actual value t = [t]0 + [t]1, calculates
[u]1 = sin(t)−[u]0 and [v]1 = cos(t)−[v]0. This phase is crucial for preparing necessary correlated
randomness that will be used in the online phase.

In the online phase, the parties compute the [sin(x)] securely. First, each party Sj computes [δ]j =
[x]j + [t]j (mod τ), where τ represents the periodicity of the trigonometric function, such as 20.
Then, through one round of communication, the parties reconstruct δ by exchanging [δ]0 and [δ]1.
Subsequently, we get p = sin(δ) and q = cos(δ). Finally, each party calculates [y]j = p[u]j +
q[v]j . This effectively leverages the precomputed correlated randomness with the current input [x]
to produce the [sin(x)] in a privacy-preserving manner. The Πcosine requires only one round of
communication during the online phase, with a communication cost of transmitting 2ℓ elements.

Correctness Verification:
[y]0 + [y]1 = p[u]0 + q[v]0 + p[u]1 + q[v]1

= p([u]0 + [u]1) + q([v]0 + [v]1)

= sin(δ) sin(t) + cos(δ) cos(t)

= cos(δ − t)

= cos(x+ t− t)

= cos(x).

Privacy Guarantee: During the computation process, the server Sj only obtains the information of
[x]j , [t]j , [δ]j , and δ. Since δ = x+ t ( mod τ) and t is independent of x, δ is also independent of
x. Therefore, Sj cannot gain any information about the private input x during execution.
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Algorithm 1: Protocol for Privacy-preserving Cosine Πcosine

Input: For j ∈ {0, 1}, Sj holds the shares [x]j ; Pseudo-Random Function (PRF), and key kj .
Output: For j ∈ {0, 1}, Sj returns the shares [y]j , where y = cos(x).
/* Offline Phase */

1 S0, T : [t]0, [u]0, [v]0 ← PRF (k0)
2 S1, T : [t]1 ← PRF (k1)
3 T : t = [t]0 + [t]1, [u]1 = sin(t)− [u]0, [v]1 = cos(t)− [v]0
/* Online Phase */

4 [δ]j = [x]j + [t]j (mod τ)
5 δ = [δ]0 + [δ]1 // reconstruct δ by 1 round of communication
6 p = sin(δ), q = cos(δ)
7 [y]j = p[u]j + q[v]j

6.4.2 PRIVACY-PRESERVING FEATURE ATTENTION

The Privacy-preserving RFA Protocol (ΠRFA) is designed to enable computation of RFA with pri-
vacy preservation. The algorithm involves two parties, S0 and S1, and a trusted third party T , to
collaboratively compute the RFA while keeping the input data secure. In the offline phase, the pro-
tocol begins with the generation of pseudo-random values. Specifically, S0 and the trusted third
party T jointly produce [t]0, [u]0, [v]0 by evaluating a PRF with a random seed r0, and also generate
matrix W using another random seed r. On the other hand, S1 and the trusted third party T generate
[t]1 by evaluating the PRF with a different random seed r1, and use the same matrix W generated
earlier. Then, the trusted third party T recovers the actual value t = [t]0 + [t]1. Based on t, T
computes [u]1 = sin(t)− [u]0 and [v]1 = cos(t)− [v]0. This offline phase essentially prepares some
necessary random values and parameters, which will be used in the online phase. Although these
values are related to trigonometric functions, they are computed in a way that preserves privacy as
the actual values are hidden within the shares.

In the online phase, the algorithm focuses on computing the attention mechanism. First, for each
query qt at time step t and key ki, the corresponding feature mappings are computed. This is done
by taking the shares of qt and ki (i.e., [q]t and [k]i) and applying a cosine-based transformation
denoted as Πcosine, scaled by a factor of

√
2/r. The scaling factor is important to ensure proper

normalization of the feature mappings.

Next, for each key-value pair (ki, vi), the share [z]j is computed as the element-wise product (de-
noted by ⊗) between the feature - mapped key [ϕ(ki)]j and the value vi. This effectively combines
the key’s feature representation with its associated value.

Then, the attention score [s]j is calculated as the dot product between the feature-mapped query
[ϕ(qt)]j and the feature-mapped key [ϕ(ki)]j . This dot product represents the similarity between the
query and the key in the transformed feature space.

Finally, the output share [y]j is obtained by dividing [z]j by [s]j . This step normalizes the combined
key-value representation by the attention score, resulting in the weighted value that will be used as
the output of the attention mechanism. The division here is crucial as it implements the attention-
weighting process, where the value is scaled according to how relevant the corresponding key is to
the query.

6.5 SECURITY ANALYSIS

SecP-Tuningadheres to a semi-honest (also known as honest-but-curious) assumption similar to the
works of Li et al. (2023) and Dong et al. (2023), where honest participants constitute the majority.
Under this assumption, the security of SecP-Tuningcan be formally proved against static semi-
honest adversaries denoted as A, which can potentially corrupt no more than one of the servers in
the hybrid model.

SecP-Tuningis constructed from the well-established sub-protocols of Knott et al. (2021); Zheng
et al. (2023), and we invoke these protocols in a black-box manner. Leveraging the concept of
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Algorithm 2: Privacy-preserving RFA Protocol (ΠRFA)
Input: For j ∈ {0, 1}, Sj holds the shares {[q]t, [k]i, [v]i};
Output: For j ∈ {0, 1}, Sj returns the shares [y]j , where y = RFA([q]t, [k]i, [v]i).
/* Offline Phase */

1 S0, T : [t]0, [u]0, [v]0 ← PRF (r0);W ← PRF (r)
2 S1, T : [t]1 ← PRF (r1);W ← PRF (r)
3 T : t = [t]0 + [t]1, [u]1 = sin(t)− [u]0, [v]1 = cos(t)− [v]0
/* Online Phase */

4 [ϕ(qt)]j =
√

2
rΠcosine(W [qt]j); [ϕ(ki)]j =

√
2
rΠcosine(W [ki]j)

5 [z]j = [ϕ(ki)]j ⊗ vi
6 [s]j = [ϕ(qt)]j · [ϕ(ki)]j
7 [y]j = [z]j/[s]j

composable security established by Canetti (2001), it is easy to see that the security of SecP-Tuningis
guaranteed in the sub-protocols hybrid model.

Table 8: Core and auxiliary hyper-parameters for Feedforward-only Tuning (FoT) and Random
Feature Attention (RFA).

Name Symbol Default Description

Batch size - 16 -
Optimizer - CMA-ES Derivative-free evolutionary strategy

(no backward propagation required).
Prompt length L 50 Number of continuous prompt tokens

(controls raw dimension D = L ×
demb).

Initial prompt p0 NLI-pretrained Pretrained prompt (e.g., on MNLI) for
sentence-pair tasks.

Subspace dimension d 500 Dimension of the low-dimensional
search subspace; trade-off between cov-
erage and GFO efficiency.

Population size λ 20 Number of CMA-ES offspring per gen-
eration (heuristic: 4 + 3 log d).

Random projection A Uniform Projection matrix A ∈ RD×d sampled
from a uniform distribution (found su-
perior to Gaussian).

Loss function L(·) Cross-Entropy Provides dense supervisory signal un-
der few-shot regime.

API call budget - 8000 Maximum number of model inference
calls (evaluation points).

Early stopping - 1000 Stop if dev accuracy shows no improve-
ment for 1000 evaluations.

Kernel type - Gaussian Shift-invariant kernel approximated by
random features.

Number of Random fea-
tures

D 128 Number of random features per head.

Random feature vectors {wi} wi ∼ N (0, I) Base Gaussian samples; drawn once
(fixed) for reproducibility.

6.6 HYPERPARAMETERS

6.6.1 HYPERPARAMETERS OF GRADIENT-BASED FINE-TUNING

For gradient-based fine-tuning methods, including SFT and gradient-based Prompt Tuning, we uti-
lized the standard Adam optimizer with a batch size of 16. Additionally, we explored a wider range
of learning rates and implemented an early stopping mechanism to mitigate overfitting. Specifi-
cally, for SFT, the learning rates were selected from the range [1e-6, 3e-6, 5e-6, 1e-5, 3e-5, 5e-5,

21



1134
1135
1136
1137
1138
1139
1140
1141
1142
1143
1144
1145
1146
1147
1148
1149
1150
1151
1152
1153
1154
1155
1156
1157
1158
1159
1160
1161
1162
1163
1164
1165
1166
1167
1168
1169
1170
1171
1172
1173
1174
1175
1176
1177
1178
1179
1180
1181
1182
1183
1184
1185
1186
1187

Under review as a conference paper at ICLR 2026

1e-4], with a maximum of 200 epochs and an early stopping patience of 30 steps, meaning training
would terminate if no improvement was observed on the validation set for 30 consecutive steps.
For gradient-based Prompt Tuning, the learning rates were chosen from the range [1e-5, 3e-5, 5e-
5, 1e-4, 3e-4, 5e-5, 1e-3], with a maximum of 1000 epochs and an early stopping patience of 50
steps, indicating that training would halt if no improvement was observed on the validation set for
50 consecutive steps.

6.6.2 HYPERPARAMETERS OF FEEDFORWARD-ONLY TUNING AND RANDOM FEATURE
ATTENTION

To ensure the reproducibility of the experimental results, SecP-Tuning adopted the same hyperpa-
rameter settings as those used by its forward propagation plugin and random feature attention mech-
anism plugin. The specific hyperparameter names, symbols, values, and descriptions are detailed in
Table 8.
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