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Abstract

Text rewriting is a task that is related to, but001
different from, general text generation. While002
LLMs have been extensively studied on general003
text generation tasks, there is less research on004
text rewriting, and particularly on the behavior005
of models on this task. In this paper we analyze006
what changes LLMs in a text rewriting setting.007
We focus specifically on argumentative texts008
and their improvement, a task named Argument009
Improvement (ArgImp). We present an eval-010
uation pipeline consisting of metrics on four011
linguistic levels. This pipeline is used to score012
improved arguments on diverse corpora and an-013
alyze the behavior of different LLMs on this014
task in terms of linguistic levels. By taking all015
four linguistic levels into consideration, we find016
that the models perform this task by shortening017
the vocabulary while simultaneously increas-018
ing average word length and merging sentences.019
Overall we note an increase in the persuasion020
and coherence dimensions. Our findings were021
made possible by splitting the analysis on the022
four linguistic levels in our evaluation pipeline.023

1 Introduction024

Text rewriting is an important task in Natural Lan-025

guage Processing, with applications in style trans-026

fer (Fu et al., 2018; Hu et al., 2022; Reif et al.,027

2022; Riley et al., 2021), paraphrase generation028

(Zhou and Bhat, 2021; Li et al., 2018), and text029

simplification (Shardlow, 2014; Saggion and Hirst,030

2017; Alva-Manchego et al., 2020), among other031

things. It can be seen as a form of controllable text032

generation (Zhang et al., 2023b), where a given text033

is modified based on specific user requirements,034

such as improving its readability, accuracy, or suit-035

ability for a particular context (Dou et al., 2024).036

Recent advancements in large language models037

(LLMs) have shown promising performance on a038

wide range of text generation tasks, allowing them039

to refine text based on natural language instructions040

to produce high-quality rewrites (Shu et al., 2024).041

A relevant but underexplored application of text 042

rewriting is the task of ArgImp, i.e. rephrasing an 043

argument or argumentative text, respectively, with 044

the objective of enhancing its overall quality. Ar- 045

guments can be refined through various linguistic 046

modifications, including lexical, syntactic, seman- 047

tic, and pragmatic changes. LLMs have been in- 048

creasingly studied in the domain of Computational 049

Argumentation, with recent works showcasing their 050

capabilities in the tasks of Argument Mining (Chen 051

et al., 2024b; Abkenar et al., 2024), Argument Gen- 052

eration (Chen et al., 2024b; Eskandari Miandoab 053

and Sarathy, 2024; Kao and Yen, 2024), and Argu- 054

ment Quality Assessment (Wachsmuth et al., 2024; 055

Mirzakhmedova et al., 2024). However, the task of 056

ArgImp remains largely unexamined. 057

This work aims to bridge this gap by investi- 058

gating the linguistic transformations performed by 059

LLMs when prompted to improve a given argu- 060

mentative text. Specifically, we analyze how these 061

models alter argumentative texts at four distinct 062

linguistic levels: We examine word choice (lexical 063

level), sentence structure (syntactic level), meaning 064

shifts (semantic level), and rhetorical effectiveness 065

(pragmatic level). By systematically categorizing 066

and evaluating these modifications, we aim to bet- 067

ter understand the role of LLMs in ArgImp and 068

their potential for enhancing argumentative writing 069

(see Figure 1). 070

LLMs are known to exhibit biases in text gen- 071

eration settings (Oketunji et al., 2023). Due to a 072

lack of research investigating LLMs in an ArgImp 073

scenario, it is not clear what, if any, biases they 074

exhibit in this setting. We include an investigation 075

into known biases in this setting. 076

To tackle this problem, we have created an eval- 077

uation pipeline consisting of 57 metrics used in 078

natural language generation (NLG). These include 079

scores that measure lexical, syntactic, semantic 080

and pragmatic aspects of the texts. The focus of 081

our work is on analyzing what changes the models 082
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Figure 1: Overview of our experimental setup for the task of ArgImp. We evaluate the quality of argumentative
texts rewritten by LLMs prompted for improvement. We apply six models across five datasets (each revision of the
ArgRewrite corpus is treated as a distinct dataset). The evaluation spans four linguistic levels, examines two types
of biases, and compares the argumentative discourse structure of the original and improved texts.

make exactly when used in an ArgImp setting. We083

applied five different prompting techniques to make084

LLMs write improved versions of arguments from085

the Microtexts (Peldszus and Stede, 2015) (both086

English and German), Argument Annotated Essays087

2.0 (Stab and Gurevych, 2017) and ArgRewrite088

V.2 (Kashefi et al., 2022) corpora. To assess the089

effectiveness of these revisions, we evaluate the090

linguistic quality of the rewritten argumentative091

texts.092

Our contributions are as follows: (i) a compre-093

hensive pipeline for evaluating the output quality of094

text rewriting tasks, consisting of 57 different met-095

rics1; (ii) an analysis of LLM behavior on four dif-096

ferent linguistic levels for the task of ArgImp; and097

(iii) an investigation of LLM biases in an ArgImp098

setting.099

2 Related Work100

The capabilities of LLMs in the field of Compu-101

tational Argumentation have been previously ex-102

plored, particularly in the areas of Argument Min-103

ing (Chen et al., 2024b; Abkenar et al., 2024)104

and Argument Quality Assessment (Wachsmuth105

et al., 2024; Mirzakhmedova et al., 2024). Recent106

work has also made use of LLMs to generate and107

rephrase arguments and their components. For in-108

stance, Wang et al. (2025) and Skitalinskaya et al.109

(2023) have used LLMs in the context of claim110

optimization. Moreover, Ziegenbein et al. (2024)111

1The code is available at anonymized for review.

present a reinforcement learning-based approach 112

for rewriting inappropriate argumentation in online 113

discussions. With the objective of generating com- 114

plete and balanced arguments, Zhang et al. (2025) 115

use LLM agents to simulate a discussion among 116

them and consolidate it into diverse and holistic 117

arguments. Furthermore, Hu et al. (2024) intro- 118

duce AMERICANO, a framework with agent in- 119

teraction for argument generation. It incorporates 120

an argument refinement module that evaluates and 121

improves argument drafts based on feedback re- 122

garding their quality. 123

There is a growing line of research that focuses 124

on developing argumentative writing support tools 125

that provide users with feedback on the quality 126

of their argumentative texts with the objective of 127

guiding them in generating high-quality persua- 128

sive texts (Sinikallio et al., 2025). For instance, 129

AL, an adaptive learning support system for argu- 130

mentation skills, offers formative feedback through 131

in-text highlighting of argumentative components, 132

qualitative scores and graph-based visualizations of 133

argument discourse structures (Wambsganss et al., 134

2020a). More recently, Gubelmann et al. (2024) in- 135

troduced Artist, a framework that integrates LLM- 136

based improvement suggestions. They conducted 137

a user study with students to evaluate the effec- 138

tiveness of such feedback. The results indicate 139

that the students generally find the feedback pro- 140

vided by the LLMs to be helpful and of high qual- 141

ity. These frameworks primarily adopt a reader- 142
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oriented perspective, as their goal is to provide143

feedback that helps students develop the skills to144

refine their texts manually. Our work, in contrast,145

takes a text-centric approach, focusing on the lin-146

guistic quality of LLM-generated improvements in147

argumentative texts.148

3 Argument Improvement with LLMs149

We aim to evaluate the quality of argumentative150

texts rewritten by LLMs prompted for improve-151

ment. Argumentation occurs in various contexts;152

our work centers on the following setting: (i) We153

focus on global argumentation rather than local154

arguments. (ii) Our analysis is limited to monolog-155

ical texts, excluding dialogical debates. (iii) We156

primarily assess intrinsic, i.e. text-focused, quality157

rather than extrinsic reader-focused text effective-158

ness (Schriver, 1989). With our analysis we aim to159

answer the following research questions: (i) What160

changes on linguistic levels do LLMs make in an161

ArgImp setting? (ii) What biases do LLMs exhibit162

in an ArgImp setting? (iii) Do models of differ-163

ent sizes behave differently from one another in an164

ArgImp setting?165

3.1 Model Selection166

We aim to provide a broad overview over LLM be-167

havior. For that reason we selected multiple models168

of different families, and varying sizes. We consid-169

ered adaption rate of the models in our selection170

process. The models we used for our experiments171

are bloomz-560m and bloomz-3b (Muennighoff172

et al., 2022), Phi-3-mini-4k-instruct and Phi-3-173

medium-4k-instruct (Abdin et al., 2024), OLMo-174

7B-0724-Instruct (Groeneveld et al., 2024) and175

Llama-3.1-Nemotron-70B-Instruct (Wang et al.,176

2024)2.177

3.2 Datasets178

Our aim is to present results on a diverse set of179

datasets representing different argumentative set-180

tings. We use the well-known Argument Annotated181

Essays 2.0 corpus by Stab and Gurevych (2017).182

The texts in this corpus are student-generated es-183

says. We further include the Microtexts corpus184

(Peldszus and Stede, 2015). In contrast to the es-185

says, the texts in this corpus consist of very short186

argumentative texts. These texts are closer to how187

argumentation occurs in informal settings. The188

corpus consists of both English and German texts,189

2All models are from the HuggingFace repository.

which allows us to show results in two different lan- 190

guages. Lastly we make use of the ArgRewrite V.2 191

corpus by Kashefi et al. (2022). This corpus con- 192

sists of three revisions of argumentative essays. Stu- 193

dents wrote the initial version, received feedback 194

to revise their texts to produce a second version, 195

and lastly refined their texts further in different 196

settings. We treat each individual set of revisions 197

(original/revision 1, revision 2 and revision 3) as 198

separate datasets to analyze model behavior across 199

different versions of the original texts. 200

3.3 Prompting Techniques 201

Prompts have a large impact on the output of LLMs 202

(Cheng et al., 2024; Long et al., 2024). There is 203

currently, to our knowledge, no research investigat- 204

ing how to efficiently prompt LLMs in an ArgImp 205

setting. Our selection is as follows. 206

3-shot In k-shot prompting settings the model is 207

given k examples in the prompt that demonstrate 208

the task that it should solve. Performance generally 209

increases with larger k (Peng et al., 2024; Zhang 210

et al., 2023a). We use demonstrations from the 211

Argument Revision Corpus. We make use of the 212

annotated alignment of the first and second revi- 213

sions. Sentences for pairs of revisions are aligned 214

and marked with the purpose. We use the first five 215

aligned sentences that have a purpose other than 216

‘identical’, for three of the essays. 217

Branch-Solve-Merge Branch-Solve-Merge is a 218

prompting technique proposed by Saha et al. 219

(2024). In a first step the LLM is asked to split the 220

problem into separate sub-problems (Branch). The 221

sub-problems are then solved individually (Solve) 222

and combined together into a full solution for the 223

original problem (Merge). In our approach we 224

ask the LLMs to come up with individual aspects 225

that can be improved in the original argumentation 226

(Branch). The same LLM is then prompted to im- 227

prove those individual aspects (Solve) and lastly 228

it is prompted to combine the separate generated 229

texts into one finished argumentative text (Merge). 230

Self-Discover Self-Discover is a technique pro- 231

posed by Zhou et al. (2024). The LLM is first 232

prompted to select suitable reasoning modules, 233

from a pre-defined list, that are useful for solv- 234

ing the task. We use the same reasoning modules 235

that Zhou et al. (2024) describe in their work. The 236

model is then prompted to come up with a plan in 237

JSON format using the modules. Finally, the plan 238
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is used to prompt the model to generate a solution.239

Genetic Algorithm A recent work by Guo et al.240

(2024) makes use of the principles of evolution-241

ary algorithms to optimize prompts. We include242

an approach based on the proposed Genetic Algo-243

rithm variant. An initial prompt is used to solve the244

task, performance is assessed and combined with245

other high-performing prompts to find an optimized246

prompt.247

Little Brother How feedback is phrased can248

have a large impact on how well it is received249

(Shute, 2008). We came up with the idea to ex-250

periment with gentle feedback. The models first251

solve the task in the 3-shot setting, in the role of a252

‘little brother’. Next, a ‘big brother’ model, is asked253

to solve the same task, but provided the solution by254

the little brother model. The model is then asked255

to provide feedback to its ‘little brother’. We used256

Llama 3.1 as the big brother model, and the others257

as the solvers in the little brother role.258

4 Evaluation259

4.1 Linguistic Analysis260

We employ a wide range of NLG evaluation met-261

rics. Our selection aims to cover a broad spec-262

trum of linguistic aspects to enable a comprehen-263

sive analysis of the modifications introduced by264

the models in our improvement setting. Follow-265

ing Akmajian et al. (2010), we manually mapped266

the metrics to their corresponding linguistic levels.267

While most scores are related to the form and struc-268

ture of the texts, we also include metrics that are269

account for the meaning.270

Lexical Analysis We analyze changes on the271

word level as well as word distribution. We use272

metrics such as the number of n-syllable words and273

readability scores. Our aim is to provide insight274

into how the vocabulary the models use changes in275

comparison to the original texts.276

Syntactic Analysis We expect the models to277

change the structure of the argumentative texts.278

To investigate these modifications, we analyze the279

syntax of the sentences using dependency parse280

tags generated by spaCy (Honnibal et al., 2020).281

Moreover, we make use of BERTAlign (Liu and282

Zhu, 2022), a sentence alignment method origi-283

nally developed for the task of machine translation.284

It is designed to align comparable sentences from285

source and target languages. In our work, we ap- 286

plied this technique to align sentences from the 287

original texts with their corresponding improved 288

versions. This allowed us to categorize sentence 289

transformations into several types and count their 290

number: (i) rephrase and copy (1:1); (ii) split of an 291

original sentence (1:m); (iii) merge of original sen- 292

tences (n:1); (iv) fusion of original and improved 293

sentences (n:m, where n and m > 1); (v) deletion 294

of an original sentence (1:0), and; (vi) addition of 295

a sentence in the improved text (0:1). 296

Semantic Analysis To capture changes in mean- 297

ing between the original and improved texts, we 298

include a sentiment classifier, GRUEN score met- 299

rics (Zhu and Bhat, 2020), and a discourse analysis 300

using an RST parser. In that way, we aim to capture 301

both changes in the general tone and more nuanced 302

shifts in meaning resulting from the models’ im- 303

provements. 304

Pragmatic Analysis We adopt the approach by 305

Hu et al. (2024) to evaluate the texts’ persuasive- 306

ness and coherence as key aspects of pragmatics. 307

These metrics allow us to assess whether the im- 308

provements were successful or not, considering not 309

only the individual changes but also the overall 310

context of the argumentative texts. In that way, we 311

measure the effectiveness of the communication in 312

terms of both the texts’ ability to persuade and their 313

internal coherence within the given context. 314

4.2 Bias Analysis 315

It has been discussed that LLMs, particularly in 316

an evaluation setting, have both a length3 (Chen 317

et al., 2024a; Zheng et al., 2023) and a positivity 318

bias (Palmer and Spirling, 2023; Buhnila et al., 319

2025; Markowitz et al., 2024). It is unclear whether 320

this can be observed in a rewriting setting such as 321

ArgImp as well. We investigate this by correlating 322

the magnitude of changes made with the change in 323

length as well as the sentiment of the original text. 324

4.3 Analysis of the Argumentative Discourse 325

Structure 326

We analyze the argument discourse structure of the 327

texts by comparing the original and improved ver- 328

sions in terms of their argument components. More 329

specifically, we classify each sentence into one of 330

the following four types of argument components: 331

3Also referred to as ‘verbosity bias’.
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claim, premise, major claim, or none. For the En-332

glish datasets, we make use of an implementation333

of the best-performing approach proposed in Stab334

and Gurevych (2014b), which is based on an SVM335

classifier trained on the argument annotated essay336

corpus (Stab and Gurevych, 2014a) and achieving337

an accuracy of 0.77. For the German Microtext338

dataset, we apply the same classification method,339

trained on the corpus introduced by Wambsganss340

et al. (2020b), achieving an accuracy of 0.65 as341

reported by Wambsganss et al. (2020a). We then342

compare the distribution of argument component343

types between the original and revised texts to as-344

sess structural modifications.345

5 Results346

Due to the large number of possible combinations4347

we focus our in-depth analysis. The performance348

of Llama 3.1 is expected to be highest, both due349

to its comparatively high performance on various350

benchmarks (Chiang et al., 2024) and its parameter351

size. As few-shot prompting is the most widely352

used of our approaches we use the combination of353

both Llama 3.1 as well as the few-shot prompting354

approach for a deeper analysis. We include an355

analysis of the remaining results in a more general356

form due to the sheer size of the experimental setup.357

Detailed scores in tabular form can be found in358

Appendix B. The heatmaps used in this section are359

based on the scores of Llama 3.1 and the 3-shot360

prompting approach. Blue indicates a decrease,361

red an increase. All scores indicate a percentage362

change relative to the scores of the original human-363

written texts. The heatmaps scale from -200 to364

+200. We describe outliers in the analysis of each365

level. Both Bloomz models generated very short366

texts that are not full argumentative texts. We omit367

them from the analysis for this reason.368

5.1 Lexical Analysis369

Figure 2 provides an overview of the scores on370

the lexical level. Levenshtein edit distances are371

included in Table 1. We note that Llama 3.1 short-372

ened the texts on all datasets but Microtexts, where373

length increased on average by about 40%. This374

behavior is consistent with OLMo and the two375

Phi-3 models. The models generally increased the376

average word lengths but made sentences shorter.377

We observe that the larger models decreased the378

4Six models, five datasets (each revision of the ArgRewrite
corpus is treated as its own dataset), five prompting techniques
and four linguistic levels for a total of 6 ∗ 5 ∗ 5 ∗ 4 = 600.

Figure 2: Changes on the lexical level

reading ease metrics, whereas the smaller ones in- 379

creased it. This increase is not linear with the num- 380

ber of parameters of the models however. Llama 381

3.1 in particular shows a strong increase in the num- 382

ber of 4 to 6 syllable words and decrease in words 383

with less syllables. This could be related to the 384

length bias as discussed in Section 5.5. It is possi- 385

ble that the larger models inherently prefer longer 386

words, which could be connected to their autore- 387

gressive training and general generation mechanics. 388

Tokens in LLMs do not correspond with syllables, 389

but it holds that in text the majority of characters 390

are not whitespace. The lack of whitespace in the 391

training data could lead to the models generating 392

lengthier words, which in turn have more syllables. 393

This fits with the observed increase in average sen- 394

tence length as well as the decrease of the average 395

number of words per sentence, particularly in the 396

case of the Llama 3.1 model.

Rev1 Rev2 Rev3 Essays MT

levenshtein 2045.71 2265.07 2687.08 1287.39 407.94

Table 1: Changes for Levenshtein distance metric

397

5.2 Syntactic Analysis 398

As the classification of the sentence transforma- 399

tions operations is reference-based, we provide an 400

overview of the changes in Table 2. The values 401

in Figure 3 are reference-free and show the per- 402

centage increase/decrease in metrics. Llama 3.1 403

deleted parts of the text rarely, but also added new 404

ones rarely. Instead it opted to modify the sen- 405

tences in some way, with merge being its most 406

popular type of transformation operation. This is 407

in line with the findings of the lexical analysis in 408

the previous section, that the texts are generally 409

shortened. This hints towards the model making an 410

attempt to make the text more focused by cutting 411

out existing parts, but not deleting large sections 412

of the text. If the model deleted entire sentences 413
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Figure 3: Changes on the syntactic level

or paragraphs then the delete value would be high,414

but it is its least used action on average. OLMo415

on the other hand was more aggressive. Its delete416

score is high (≈ 273− 357) with the exception of417

the Microtexts corpus. Just like Llama 3.1 it often418

copied existing chunks. Its most frequent action,419

outside of copy, is merge, which is in line with the420

Llama 3.1 model. The two Phi-3 models behave421

similarly to OLMo. Both Phi-3 models delete more422

than Llama 3.1, with the the medium model being423

more moderate. Figure 3 shows the percentage424

changes of counts of selected dependency parse425

tags in the improved texts relative to the original426

human-written ones. We note that Llama 3.1 is the427

only model that increases the number of coordinat-428

ing noun phrases, for all datasets, whereas OLMo429

commonly decreases them, or only increase them430

marginally on some of the datasets (Phi-3 models).431

It also quite significantly increases the number of432

appositional modifiers (‘The largest model, Llama433

3.1, performs best.’, here ‘Llama 3.1 is in appo-434

sition to ‘model’). This hints towards the model435

making modifications that aim to make the text436

more understandable. This is at first contrary to the437

previous findings that the texts are shortened. We438

discuss the implications of this further in Section 6.439

Rev1 Rev2 Rev3 Essays MT

add 46.51 44.19 30.23 36.32 5.06
copy 186.05 134.88 179.07 237.56 200.00
delete 31.40 38.37 74.42 17.91 2.81
fusion 102.33 77.91 81.40 71.89 26.40
merge 551.16 675.58 777.91 311.44 47.19

Table 2: Types of sentence transformations

440

5.3 Semantic Analysis 441

We provide an overview of the percentage changes 442

in the scores on this level in Figure 4. The most 443

notable finding is that all models consistently de- 444

creased the depth of the RST parse tree on all 445

datasets, but increased it for the Microtexts dataset. 446

The Microtexts are all very short arguments, and 447

it appears as though the models consider them, or 448

at least the overall rhetorical structure, to be too 449

short. We refer back to Section 5.1 where we find 450

that the models shorten all texts, with the excep- 451

tion of the Microtexts, and 5.2, where we found 452

that often the models merge or split the original 453

sentences in some way. We discuss this further in 454

Section 6. For Llama 3.1 we note an outlier for 455

the polarity score on the Essays dataset. Without 456

it, the average change is -11%. The value for one 457

human-written text is almost, but not quite, zero. 458

Overall the models perform very similarly in terms 459

of sentiment changes. On the German Microtexts 460

there is a large increase in sentiment, whereas for 461

all English texts the polarity is decreased. This 462

means the models make the texts more negative, 463

but not necessarily negative over all. We also note 464

an increase in terms of subjectivity. We also in- 465

clude GRUEN score in our analysis, which has an 466

increase across all datasets and models, but has the 467

strongest increase on the Essays dataset. Similar 468

to the other levels, the changes on the other met- 469

rics are largest on the Microtexts corpus texts. We 470

discuss this further in Section 6. 471

5.4 Pragmatic Analysis 472

For the persuasion and coherence scores we note 473

an increase for all models on all datasets, except 474

for OLMo on Revision 1 of the Revisions and Mi- 475

crotexts datasets, where there was a small decrease 476

for persuasion (≈ −2.4 and ≈ −1.8, respectively). 477

Interestingly the increase in score is largest for 478

Revision 2 for both Llama 3.1 and OLMo. Hu- 479

mans wrote the original text (Revision 1) and then 480

improved that using expert feedback to produce 481

Revision 2. In our setting the models were asked 482

to improve Revision 1, Revision 2 and Revision 3 483

separately, without this feedback. Revision 1 can 484

be expected to be comparatively unrefined, relative 485

to the other revisions, and as such has the most 486

room for improvement, and Revision 3 the least. 487

We expected the scores to decrease as revisions 488

increase, as the texts improve with increasing re- 489

vision as well. As for both dimensions, coherence 490
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Figure 4: Changes on the semantic level

Figure 5: Changes on the pragmatic level

and persuasion, there is a positive increase, we can491

say that overall the improvement process was a492

success.493

5.5 Length Bias494

We describe findings on each level. For the correla-495

tion, we use Pearson’s standard correlation coeffi-496

cient. We aim to analyze whether models behave497

differently on texts of different lengths, by means498

of using correlations.499

Lexical We note a correlation between the length500

and the average word length (≈ 0.3) and a strong501

negative correlation for the 1 to 3 syllable word502

count (≈ −0.55), sentence length (≈ −0.40) and503

average words per sentence (≈ −0.45). The results504

also show a strong correlation for the token-to-type505

ratio (≈ 0.58) and a negative correlation for the506

Flesch-Kincaid grade (≈ −0.25).507

Syntactic There is a strong correlation for fusion508

(≈ 0.57), a weak correlation for add and copy and509

a weak negative correlation for delete and merge510

(≈ −0.17 and ≈ −0.23).511

Semantic We note no interesting correlations.512

Pragmatic There is a weak correlation (≈ 0.13) 513

between the length of the argumentative texts and 514

the persuasion scores. There is no correlation be- 515

tween length and coherence. 516

Behavior for the other prompts For the other 517

prompts we note largely the same behavior as for 518

the few-shot approach. The overall values differ, 519

but the general trends are the same: the models 520

shorten the texts and sentences, but increase par- 521

ticularly the number of 4 to 6 syllable words. In 522

terms of argument quality we note interesting dif- 523

ferences on the pragmatic level (scores are Co- 524

herence/Persuasion, for Llama 3.1): few-shot has 525

+18/+55%, Genetic Algorithm +45/+59%, SelfDis- 526

cover +40/+74%, Branch-Solve-Merge +58/+84% 527

and Little Brother the largest increase in persua- 528

sion, with scores of +34/+101%. For Branch-Solve- 529

Merge we note that OLMo performs a lot of merge 530

operations, the overall changes it makes seem to 531

be less pronounced in this case than in the case of 532

few-shot prompting. 533

Summary Outside of a weak correlation on the 534

persuasion score we do not find any indications that 535

the models prefer texts of a certain length when 536

rating scores. We find a strong negative correlation 537

for the number of 1 to 3 syllable words, as well as 538

words per sentence and sentence length, which is 539

similar to the findings discussed in Section 5.2. The 540

models decrease the overall length of the texts, but 541

do so by increasing the length of the words. The 542

Flesch-Kincaid reading grade score decreases with 543

both average sentence length and average syllables 544

per word, so the correlation there follows from the 545

discussed behavior. The token-to-type ratio also 546

has a strong correlation as previously discussed. 547

This supports our hypothesis that the texts become 548

shorter, as the words become longer: longer words 549

are less likely to be re-used, thus increasing the 550

types present, and a shorter text has less tokens. 551

Both are factors leading to a higher ratio. 552

5.6 Positivity Bias 553

We looked at the magnitude of shifts in sentiment, 554

specifically Polarity, for the Llama 3.1 model and 555

the few-shot approach on all datasets. We measure 556

the strength of the sentiment shifts: 557

shift percentage =

(
∆

|Polarity Human|

)
∗ 100 (1) 558

Using this formula, we find that 335 negative shifts 559

(46.16%), 203 neutral shifts (26.40%) and 211 pos- 560
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Rev1 Rev2 Rev3 Essays MT

MajorClaim -0.53 -0.50 -0.41 0.26 -0.11
Claim 0.06 -0.16 -0.14 -0.42 1.13
Premise -4.88 -6.55 -8.90 -2.54 -0.11
None -1.65 -2.01 -3.26 -0.12 -0.89

Table 3: Changes in values of argument components

itive shifts (27.44%) occur. We consider a shift of561

above +20% positive, below −20% negative and562

between neutral. The mean is quite high with a563

value of 628.55%, but the median is negative with564

a value of −14.59%. The mean polarity in the565

original texts is +13.18% and that of the model566

is +11.39%. This indicates that while positive567

changes are done rarely, they are strong in mag-568

nitude when they occur. The model appears to569

move the improved texts towards a more neutral570

sentiment.571

5.7 Argument Component Classification572

We present the changes in values of argument com-573

ponents in Table 3. Components are identified574

on a sentence level. We note a large decrease in575

both non-argumentative components, as well as576

premises. As discussed in previous sections we577

observe an increase in sentence length, as well578

as an overall merging of sentences. Due to the579

texts becoming shorter on average there can be less580

argument components. Despite this, we observe581

large decreases for the non-argumentative compo-582

nents, which indicates that the texts become more583

focused. We further hypothesize that the claims584

and premises are merged, as suggested by the be-585

havior on the syntactic level, which leads to the586

strong decrease in premises.587

6 Discussion588

Our analysis indicates that the models aim to589

shorten the overall texts in the ArgImp setting. Re-590

sults on the lexical level show that overall text591

length decreases, as well as an increase in 4 to592

6 syllable words and a strong decrease in shorter593

words. On the syntactic level we note many merge594

and fuse actions, which means that the original595

text is shortened or remixed into existing sentences.596

Then, on the semantic level, we note a decrease in597

the depth of the RST parse trees. Finally, on the598

pragmatic level, we observe an increase in terms599

of coherence and persuasion, which indicates that600

the argument quality, in general, improved. These601

results together suggest that the models perform602

the improvement by focusing the texts: 603

• Lexical level: Overall text length decreases, 604

longer words are more common. These indi- 605

cate shorter sentences, with longer words. 606

• Syntactic level: Original sentences are merged. 607

This again suggests both shorter texts, as well 608

as more focused sentences. 609

• Semantic level: Depth of the RST trees de- 610

creases. 611

• Pragmatic level: Argumentative quality in- 612

creases, which suggests the changes made are 613

effective, the models did not destroy the texts. 614

In summary, it appears as though the models elim- 615

inate fluff and make the text more efficient. This 616

is supported by our analysis of both the length 617

and sentiment bias. To investigate the length bias 618

we considered the token-to-type ratio as well as 619

the lengths of the texts and sentences. The senti- 620

ment bias analyses revealed that the text shifts are 621

towards the negative, but the original texts were 622

positive in sentiment on average, and the improved 623

texts are still positive, but more neutral. 624

7 Conclusion 625

By categorizing commonly used text generation 626

metrics into linguistic levels and performing an 627

analysis on the individual linguistic levels we have 628

found that LLMs make the texts more focused in an 629

ArgImp setting. Additionally, our results suggest 630

that the improvement process is a task that LLMs 631

can perform well. We note two positive factors: (i) 632

the length of the texts decreases, but notably not in 633

the case of the Microtexts corpus, where the input 634

texts are already quite short, and (ii) the quality 635

increases. We note small differences in model be- 636

havior in this task. The larger models performed 637

better in both quality of the texts and appear to 638

make the texts more focused than the small models. 639

A positivity bias could not be identified, instead 640

the models appear to aim to make the texts more 641

neutral, instead of shifting the tone consistently to 642

positive or negative levels. Lastly, we could not 643

identify a length bias in terms of quality assess- 644

ment by the LLMs. We note the tendency of Llama 645

3.1 in particular to use longer words, which could 646

be a form of bias. Our results suggest that this is 647

done to make the texts more focused and increase 648

information density, while not having an adverse 649

affect on readability as evident by the scores on the 650

lexical level of our analysis. 651
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8 Limitations652

Our analysis focuses on textual characteristics and653

linguistic qualities, while disregarding more pro-654

nounced content-based aspects, overall argument655

quality, and reader-focused effectiveness. In partic-656

ular, we do not incorporate user studies to evaluate657

the perceived impact of the improvements.658

In the context of Automatic Essay Scoring659

(AES), a wide range of essay traits is typically660

assessed, including content, organization, word661

choice, sentence fluency, conventions, prompt ad-662

herence, language, narrativity, style, and voice (Ku-663

mar et al., 2022; Do et al., 2023; Ridley et al.,664

2021). However, our study is limited to a narrow665

subset of these traits, namely text-focused linguis-666

tic qualities. Higher-order traits such as prompt667

adherence, content and overall organization require668

a more complex evaluation incorporating a detailed669

discourse analysis and external knowledge, which670

is beyond the scope of this work. By focusing671

on linguistic qualities, we establish a baseline for672

future work that may easily extend our approach673

to include higher-order cognitive aspects of essay674

quality.675

Furthermore, our evaluation does not incorporate676

detailed argument quality assessments grounded in677

argumentation theory (Van Eemeren et al., 2013;678

Walton, 2009; Mercier and Sperber, 2011). In par-679

ticular, we do not account for argument quality as-680

pects as defined by taxonomies such as the one pro-681

posed by Wachsmuth et al. (2017), which extend682

beyond linguistic structure to include criteria such683

as logical soundness or dialectical reasonableness.684

A recent survey by Ivanova et al. (2024) shows685

that there is no consensus regarding the different686

quality aspects of arguments. Varying contexts and687

settings make use of different metrics. Due to the688

large number of existing argumentation datasets689

and settings in which argumentation occurs, it is690

not feasible to evaluate all possible metrics. This is691

further hindered by the fact that a majority of the692

metrics are not automated, lack publicly available693

models to score outputs automatically, do not have694

a sufficient amount of annotated data for model695

training available, or the datasets not being pub-696

licly available to begin with.697

Finally, we rely on automatic scoring for the698

evaluation due to the extensive scale of our experi-699

ments. Our analysis involves five distinct datasets,700

six models, and five prompting techniques, each ap-701

plied across four linguistic levels using 57 different702

metrics. This results in a total of 5∗6∗5∗4∗57 = 703

34′200 combinations, thus making manual evalua- 704

tion impractical. 705
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You are given an argument about the topic "{topic}". Your task is to improve it. Respond only
with the improved argument wrapped in @ symbols and nothing else. Here are some examples of
improvements:
Demonstration1
Demonstration2
Demonstration3

Figure 6: Few-shot prompt

You are given an argument about the topic >topic<. Your task is to improve it. In order to do so,
your task is to first propose certain aspects of the argument that can be improved, and then divide
the aspects into two groups such that the argument can be improved individually for all aspects in
the groups. Your output should be in the format:
Group 1: <aspects here>
Group 2: <aspects here>

Figure 7: BSM Branch prompt

Improve the following argument by focussing on the specific aspects. Respond with the improved
argument wrapped in @ symbols. Try to keep the length of the improved argument similar to the
original one.
Argument: >task<
Aspects: >group<

Figure 8: BSM Solve prompt

Given two arguments about the topic >topic<, your task is to merge them into a single argument.
Respond with the merged argument wrapped in @ symbols.

Figure 9: BSM Merge prompt

You are given two arguments. Your task is to choose the better one. Respond with @First@ if you
prefer the first one, and with @Second@ if you prefer the second one.

Figure 10: Genetic Algorithm population scoring prompt

B Scores1093

The following tables show the scores of the Llama1094

3.1 model with the 3-shot prompting approach. We1095

omit the other tables due to the large amount of1096

data. Scores for all models and approaches are1097

included in the Github repository.1098
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Solve this task: task. Your little brother has solved this task like this previously:
[PREVIOUS]
{previous}
[/PREVIOUS]
Check if your little brother’s solution is correct. If it is not, teach them where they made a mistake,
and correct it. If it is correct, state the solution and explain it. Put the corrected solution into @
symbols.

Figure 11: Little Brother prompt

index Rev1 Rev2 Rev3 Essays MT

add 46.51 44.19 30.23 36.32 5.06
copy 186.05 134.88 179.07 237.56 200.00
delete 31.40 38.37 74.42 17.91 2.81
fusion 102.33 77.91 81.40 71.89 26.40
merge 551.16 675.58 777.91 311.44 47.19
other 0.00 0.00 0.00 0.00 0.00

Table 4: BERTAlign changes

score_name Rev1 Rev2 Rev3 Essays MT

linguaf_avg_word_length 26.26 25.43 25.01 23.58 17.77
linguaf_char_count -20.51 -23.48 -33.29 -0.28 47.54
linguaf_digit_count 2.53 22.66 3.43 -8.09 -7.05
linguaf_letter_count -21.74 -24.76 -34.45 -1.06 47.46
linguaf_avg_sentence_length 5.30 8.67 7.30 16.99 52.27
linguaf_avg_words_per_sentence -16.59 -13.43 -14.11 -5.24 30.39
lexical_ttr 35.32 35.55 40.82 25.40 1.73
linguaf_flesch_kincaid_grade 31.07 32.12 29.37 42.29 57.07
linguaf_flesch_reading_ease -40.96 -41.29 -40.62 -43.37 -44.43
original_length 312839.53 346422.09 407455.81 191951.49 47249.44
count1to3 -18.61 -22.22 -32.49 7.86 61.73
count4to6 64.32 65.80 36.06 96.24 58.65
count7to10 0.00 -0.41 -0.40 -0.21 -0.39
count10plus 0.00 0.00 -0.39 0.00 0.00
length_change -24.95 -27.48 -37.39 -4.66 40.18
levenshtein_levenshtein 2045.71 2265.07 2687.08 1287.39 407.94

Table 5: Lexical Level

score_name Rev1 Rev2 Rev3 Essays MT

add 46.51 44.19 30.23 36.32 5.06
copy 186.05 134.88 179.07 237.56 200.00
delete 31.40 38.37 74.42 17.91 2.81
fusion 102.33 77.91 81.40 71.89 26.40
merge 551.16 675.58 777.91 311.44 47.19
other 0.00 0.00 0.00 0.00 0.00
num_adv_mod -45.75 -47.55 -56.07 -18.38 29.56
num_advcl -12.24 -15.63 -23.12 28.10 70.23
num_appos 132.15 137.54 151.76 -6.37 39.52
num_coordNP 35.08 28.10 14.49 46.06 13.69
num_coordVP -45.84 -38.28 -47.45 -23.03 -9.93
num_coord_cl -72.38 -67.23 -77.94 -81.12 -84.47
num_part -17.53 -25.56 -35.03 33.06 27.43
num_prep -29.26 -33.67 -42.91 -6.82 62.17
num_relcl -65.74 -72.16 -72.42 -38.11 -53.40
num_speech -59.85 -55.08 -56.76 -39.01 14.29
improved_length 2347.79 2512.23 2550.88 1830.12 662.37
original_length 3128.40 3464.22 4074.56 1919.51 472.49

Table 6: Syntactic Level
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score_name Rev1 Rev2 Rev3 Essays MT

feng_hirst_depth -21.17 -22.09 -33.26 -19.39 17.15
Attribution -31.49 -32.23 -39.57 -23.15 -26.27
Background -27.05 -28.40 -33.39 -29.81 -70.00
Cause -53.88 -51.09 -57.85 -59.51 -91.67
Comparison -100.00 -100.00 -100.00 -94.12 -100.00
Condition -86.60 -84.09 -77.82 -86.11 -100.00
Contrast -19.13 -11.90 -25.84 -0.24 -22.45
Elaboration -26.43 -26.56 -35.18 2.19 54.79
Enablement -61.29 -53.89 -56.55 -55.63 -53.85
Evaluation -60.98 -72.97 -79.81 -79.78 -100.00
Explanation -54.65 -68.97 -69.29 -70.40 -83.33
Joint -18.71 -34.98 -38.28 -24.17 -55.02
Manner-Means -22.55 -29.05 -38.89 -59.72 -100.00
Summary -100.00 -100.00 -100.00 -92.31 -100.00
Temporal -78.33 -90.74 -77.35 -76.77 -80.00
Topic-Change -100.00 -100.00 -100.00 -100.00 0.00
Topic-Comment -90.22 -78.57 -78.57 -100.00 -50.00
same-unit 5.10 2.01 -8.18 7.97 -16.89
gruen_scores 4.02 2.28 1.94 15.11 3.38
polarity -10.53 0.54 40.92 -1157.79 -35.83
subjectivity 3.60 4.50 4.90 -3.29 13.20
german_proba_positive nan nan nan nan 162.27
german_proba_negative nan nan nan nan 107.08
german_proba_neutral nan nan nan nan 146.89

Table 7: Semantic Table

score_name Rev1 Rev2 Rev3 Essays MT

americano_coherence_avgs 18.13 32.60 8.35 6.45 23.11
americano_persuasion_avgs 76.18 91.32 44.00 32.52 31.31

Table 8: Pragmatic Level

dataset Rev1 Rev2 Rev3 Essays MT

Claim 0.06 -0.16 -0.14 -0.42 1.13
MajorClaim -0.53 -0.50 -0.41 0.26 -0.11
None -1.65 -2.01 -3.26 -0.12 -0.89
Premise -4.88 -6.55 -8.90 -2.54 -0.11

Table 9: Argument Mining Components
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C License terms of used datasets1099

We used the Argument Annotated Essays 2.0 (Stab1100

and Gurevych, 2017) in our research. This dataset1101

may only be used for academic and research pur-1102

poses.1103

The ArgRewrite V.2 (Kashefi et al., 2022) corpus1104

is available under the GNU General Public license.1105

The Microtexts corpus (Peldszus and Stede,1106

2015) is available under a Creative Commons1107

Attribution-NonCommercial-ShareAlike 4.0 Inter-1108

national License.1109

D Computational details1110

We used the following models for our experiments:1111

• bigscience/bloomz-3b1112

• bigscience/bloomz-5601113

• allenai/OLMo-7B-0724-Instruct-hf1114

• microsoft/Phi-3-medium-4k-instruct (14B pa-1115

rameters)1116

• microsoft/Phi-3-mini-4k-instruct (3.8B pa-1117

rameters)1118

• nvidia/Llama-3.1-Nemotron-70B-Instruct1119

All models are from the HuggingFace repository.1120

Our texts were generated on up to 8 V100 GPUs1121

on a DGX2 machine over the course of four weeks.1122

Experiments were performed consecutively and did1123

not run the full four weeks. Llama 3.1 is the only1124

model that needed eight GPUs, the other models1125

ran on up to four GPUs if resources were available,1126

but can be run on two. Total GPU hours for both1127

text generation and scoring are around ≈ 20.1128

E Use of AI assistants1129

We used ChatGPT to generate the title of the paper.1130
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