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ABSTRACT

We present an efficient transfer-learning framework that reparameterizes a state-of-
the-art detector backbone—instantiated with a YOLO-family model—for polygon-
based instance segmentation. Our key idea is a Receptive-Field Prior: the largest-
receptive-field block (P5) of the backbone, pretrained for detection, is kept fixed
to preserve global object context, while intermediate low-level blocks (P3—P4)
are fine-tuned for boundary precision. We formalize this with a block-diagonal
Gaussian prior on backbone weights, yielding a MAP objective that acts as implicit
adaptation. Multi-scale features from P3-P5 are fused in a attentive decoder to
predict per-instance polygons. Experiments show strong and stable performance
compared with scratch training or naive tuning strategy. This approac highlights
that carefully constrained reuse of high-level detector features—guided by an
explicit inductive bias—can yield strong segmentation.

1 INTRODUCTION

Inductive bias—architectural constraints that shape the hypothesis space—is a principal driver of
generalization in vision models. Classic CNNs hard—code translation equivariance and locality,
while recent hybrids interleave convolution and attention to couple fine detail with global scene
context (Liu et al.| 2021} |Wang et al., 2018} |Liu et al.,[2022; Woo et al.,2023)). Such designs yield
pyramidal hierarchies whose high—resolution stages capture boundaries and textures, and whose
low-resolution stages aggregate semantics over large receptive fields. These hierarchies transfer well
across tasks: detector backbones provide geometry—aware mid-level cues and dense heads refine
them into pixel-accurate segmentations (Kirillov et al.,[2019;|Cheng et al.,[2022). Yet how to preserve
useful priors during fine—tuning remains open. Full freezing curbs adaptation under domain shift; full
fine—tuning expands the search space, slows convergence, and can overwrite global context (Xuhong
et al.l[2018)).

Premise. We observe that the largest receptive—field block (P5) of modern detectors—already
enhanced with efficient attention in YOLOv12 (Tian et al., [2025)—encodes stable scene—level
structure that is especially valuable for polygonal instance segmentation. We therefore anchor
global semantics by freezing P5 and adapt only P3-P4, multi—scale decoder that performs a single
area—restricted fusion at the P5—P4 interface. This early—adaptive, context—aware recipe sharpens
boundaries, reduces texture overfitting, and accelerates convergence.

Contributions.

* Receptive-Field Prior. We cast transfer as MAP with a block—diagonal Gaussian over
backbone weights (Sec.[3.2)), unifying a d—prior on P5 (hard freezing) with zero—mean decay
on adaptable blocks in a single objective Eq.[2}

» Targeted Global-to-Local Fusion. We introduce a multi—scale decoder that concentrate
s area—restricted attention once at the P5-to-P4 fusion, while keeping the context-aligned
fusion; this focuses long—range cues exactly where mid—level features benefit most.

* Automatic BBox-to-Polygon Mining for Transfer. To leverage box—only corpora under
background/label shift, we propose a simple mining module that converts detector boxes

' Our framework (code & dataset) will be released upon acceptance as Ultralytics-compatible pipeline.
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into polygon pseudo—masks via candidate segmentation, multi—-metric ranking, and contour
simplification (Sec. [3.3)); integrating these pseudo—polygons into our RF—prior pipeline
yields further gains in boundary metrics with little to no inference overhead.

2 RELATED WORK
2.1 INDUCTIVE BIAS AND TRANSFER REGULARIZATION

Pyramidal backbones encode complementary scales by design; preserving their semantics during
fine—tuning is key for generalization. L?~SP contracts parameters toward source weights and mitigates
catastrophic drift (Xuhong et al.|, 2018} |Chen & Liu, [2022), while subnetwork freezing is used to
retain global attention patterns in large—vision models (e.g., ViT-R (Zhai et al., [2022))). Our work
adopts a MAP view in which a block—diagonal prior fixes the top semantic block (P5) via a j—prior
and regularizes adaptable blocks with zero-mean decay, balancing stability and capacity (Sec.[3.2))
More information of cross-task representation reuse are included in Appendix§A.T]

2.2 GLOBAL CONTEXT FOR DENSE PREDICTION

Non-local operators (Wang et al., 2018)), criss—cross attention (Huang et al.,|2019), and transformer
(SETR (Zheng et al., 2021)), SegFormer (Xie et al.,2021), DETR-like methods (Li et al.|[2023))) inject
global context but can be costly at high resolution. Area—restricted attention from the YOLOv12
family (Tian et al., 2025) offers a compute—aware alternative. Placing a single attention site at the
stride—32 to 16 fusion is a targeted compromise that preserves long—range cues while keeping the
highest-resolution stage lightweight (Sec. [3.3). We introduce, in Sec. a prediction framework
that leverages a prior structure and decoder to enable context-aligned interactions and implicit (model
+> latent space) optimization using decoder-coupled weight decay &.

2.3 AUTOMATIC BOX-TO-POLYGON PRIORS

Weakly and box—supervised segmentation has long converted coarse boxes into usable mask supervi-
sion via proposal mining and regularization, with BoxSup (Dai et al.,2015) and the “Simple Does It”
line (Khoreva et al.|2017) as early milestones, and instance—level formulations such as BoxInst (Tian
et al., 2021). Promptable segmenters like SAM (Kirillov et al., [2023)) enable mask proposals from
box prompts, while vision—language models such as CLIP (Radford et al.,[2021)) provide semantic
filtering to favor class—consistent candidates. We situate our approach within this literature by using
automatically mined polygons—obtained through proposal selection and contour simplification—as
additional priors during transfer. Unlike heavy multi—stage pipelines, our integration couples mined
polygons with an RF PRIOR and a Attentive Decoder, emphasizing boundary quality while retaining
throughput.

3 METHODOLOGY

3.1 PRELIMINARIES

Notation. Given x € R3*H*W the backbone By, produces a feature pyramid { F3, Fy, F5} at strides
{8,16,32}. We decompose Oy, = [0p; 05] and freeze 05 to preserve large-receptive—field semantics
inherited from detection; 8y, (P3/P4) and the decoder Hp_,, are optimized for segmentation. The head
upsamples and fuses { Fs, Fy, F5} to logits M € RE*H*W with masks M = o(M). Intuition. Fy
supplies global layout/category priors, while lower stages sharpen boundaries and local geometry.

3.2 RECEPTIVE-FIELD PRIOR

Let Oy1, = [03; 04; 05] denote backbone blocks (P3-P5) producing F; = By, (Fy—1) with receptive-
field radii 3 < R4 < Rs. We freeze P5 to the detector initialization 8 5 and fine-tune P3/P4 with
SGD (with momentum; L2 weight decay). From a MAP perspective, this induces a block—diagonal

prior (Fig. [T}a): .
p(Op,) eXp( -3 [zﬂ diag(&sl, E41) [zﬂ ) 5(05 — 6o5), )

where {3 4 coincide with the L2 weight—decay coefficients on P3/P4, and the delta factor encodes the
hard freeze of P5 at 0 5.
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Figure 1: Overview of the proposed transfer-learning scheme. A YOLOv12-x backbone produces
multi-scale features P3—P5, where P5 (blue) is attention-augmented with the largest receptive field and
is frozen as the RF PRIOR. During segmentation fine-tuning, only P3/P4 (gray) and the segmentation
head receive V Ly, updates. The segmentation head fuses P3, P4, and the fixed P5 context to predict
instance masks.

Objective. On Dyep = {(7i,y:)} Y, we minimize

Lec(0 Z&eg He,.,© Bo,, (i), yi) + %3 165]15 + %4”94”%, st. 05 =005 (2)

Unified loss in Sec.3.6]

Update dynamics. For block ¢ € {3, 4} with step size 7y, we employ SGD with momentum coefficient
u € [0, 1) and maintain a velocity vy:
v = v+ gl + &0 3)
BE—H = 0@ e U§+17 get = Vﬂeeseg(et)a )

while the hard constraint yields 0;“ = 0 5. Writing 8, = 0y ¢ + A, (detector init + change) makes
the forgetting bias explicit:

A2+1 = (1 — ’f]gfg) Az — Ny (M ’Uz + get + ff 00,@) . (5)

Thus, standard L2 weight decay does not preserve 6y ¢; it shrinks both the initialization and the
task-driven change toward 0, whereas the P5 freeze preserves global semantics exactly (A5 =0). (If
Nesterov momentum is used, replace g} in the first line with Vg, {ses (0" — nopv}); the rest remains
analogous.)

Receptive-field locality and polygon adaptation. Backpropagated gradients into block ¢ aggregate
supervision from a spatial neighborhood Ny, (z):

Olse
gét ~ Z Jf €, U/T aFt(g) (6)
uGNR[(

with J, the feature Jacobian. Since R3 < R4 < Rj5 and 05 is frozen, updates concentrate on P3/P4
near polygon boundaries where 9¢/JF) is large. Eq. then yields compact yet plastic adjustments in
P3/P4 (via the factor (1 — 1¢&¢)).

Context modulation under a frozen P5. Although 05 is frozen, the P5 block applies intra-scale area
attention in an input-conditioned manner. Let

Fs(x) = By (Fu(z)),  A(z) = Aserr(F5(2);0.4) € [0,1]7/32xW/32,
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and define the P5 backbone output as

Fs5(z) = A(x) © F5(x),
with @5 and 0 4 held fixed during training (no parameter updates). Because both A and ﬁ5 depend on
the input = (and on F, which adapts via 3 4),

OFs(z)  OA OF; - OF;
— QA = = F A -~ 0 .
ox OFy Ox Ofs + 40 Oox 7
Moreover, across training steps ¢, the evolving lower blocks imply
Fl(2) — Fl(x) # 0 even though 05, 0 4 remain fixed.

The decoder then consumes (F5, Fy, F3); cross-scale fusion therein aligns the PS5 context with the
evolving lower stages and the head.

3.3 MULTI-SCALE ATTENTIVE DECODER

We propose a decoder that adapts the global context encoded by our RF PRIOR to local evidence.
This design strengthens cross-scale interaction, enabling more effective fusion of prior-driven global
cues with local features (see Figure b,c).

Near-global context via SPPF. We adopt the expansion a stride—preserving SPPF (Jocher, 2023))
on Fs yields S = [P{” (F5) | PV (F5)IIPL (F5) [Py (Fs)). with P =1d and P =Propy ~;
F5 = ¢1x1(S) reprojects to the decoder width. Stacking stride~1 pooling enlarges the effective RF
additively, Ry, = 1+ L(k—1) (e.g., k=5, L=3 = Ry=13 at stride 32).

C2£/A2C2f parametric form. For X € RBXCinxHxW
C2A(Xs e7,5,9,¢) = PIA(Cat[X, vV(X),..., " (X)]),

where each ¥(%) is a bottleneck with expansion e, groups g, and internal shortcut flag s € {0, 1}; c is
the output width and r the repeat count. Let U = C2{(X; ¢, 1, s, g, €). Area-restricted attention is
then defined by

Q=UWqy, K=UWg, V=UWy, Wo, Wi, Wy € RE*4,
and a partition {4, }?_, of the spatial grid, with

Y = (@softmax(QA:/gI”) V_AT>WO, Wo € R¥*C,
r=1

We write A, (U) = Y and define the gated variant
A2C2((X; ¢,r,8,g,e, a,y) = U + vAL(U), v € RC.
Top—down fusion with a single attention site. Attention is enabled at the Fi & F) fusion; the

subsequent high-resolution stage uses C2f (Jocher, |2023)). With channel widths and repeats fixed to
(ca,74,84) = (512,2,0) at stride 16 and (c3, 3, s3) = (256, 2, 0) at stride 8, we write

Cy = Cat| 12 (F5), Fyl, Cy = P1(i41)(04)’ Gy = AQCQf(C'4; 4,74, 84, g=1, e=1, a=4, v),
C3 = Cat| 12 (Ga), F3], Cy = P1(§31)(Cs)7 Gs = CQf(é3; cs,73, 53, g9=1, e=1). @)

Complexity. For Y = A,(Z) with N=HW, area partitioning gives O(N?/a) time/memory; we use
a=4 at stride 16 to concentrate attention where global—local alignment is most beneficial.

3.4 GLOBAL-TO-LOCAL GRADIENT FLOW

Let W;_’4 denote the query projection drawing from F5 when attending into Fy. Although 65 is
frozen, the attention path is trainable and yields

e _ (7T Oeey
e = (W, (Ao %)) R,
with attention map A and reshape R. Interpretation. The decoder aligns shallow features to the global

template in F by implicitly reducing £ = ", ||F57k. — ¢(F47k)|’2 + HF5k — ¢(F37k)|
learned projection into the query-aligned space (see Figure[T}c).

2 .
, Where ¢ is

4
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3.5 AUTOMATIC BBOX-TO-POLYGON GENERATION

We verify the applicability of our transfer-learning framework to real-shifted (background, label)
proposed data by polygonizing bbox-only annotations and using them in the transfer stage (Fig.[I}d.e).

From a YOLO box [ = (¢, é;, &y, W, h), we denormalize to B = [z, yl, Z2,Y2] and prompt SAM to

. . K |]V1k |MkﬁB‘
obtain candidates {Mk}k 1- For each M}, we compute IoU, = DAY UBl , Covery, = AT and an

optional CLIP score s, P — cos (flmg(I OMy), fiex(t )) After per-metric min—max scaling, we rank

with S;, = Ion + 85, 3Py ol Coverk, if any IoU}, > 7 we take the pixelwise union \/, toU >+ Mk
else we choose arg maxy, Si. The selected mask is polygonized via Douglas—Peucker with tolerance
¢ (Ramer, |1972; Douglas & Peucker, |1973)), vertices are clipped to B, re-normalized by (W, H), and
emitted as [¢, £1, Y1, - - - » T, Un)-

Design rationale. (1) Multi-mask union. SAM can partition a single object; an IoU gate (IoU >7)
with pixelwise union consolidates parts while suppressing off-box regions. (2) Scoring. IoU enforces
geometric consistency with the box, Cover penalizes off-box leakage, and CLIP helps disambiguate
candidates without altering the given class c. Per-metric min—-max normalization calibrates scales

o (a, 8,7) are comparable. (3) Polygonization & clipping. Douglas—Peucker simplifies boundaries;
clipping to B guarantees consistency with the source box; degenerate cases (< 3 vertices) fall back to
the rectangle. (4) Compatibility. The emitted YOLO-Polygon preserves c and is directly usable in
second stage transfer. Our bbox2poly generation can be found in Algorithm|[I]

3.6 UNIFIED OPTIMIZATION

We use SGD with momentum and L2 weight decay, together with a short warm-up followed by
a linear learning-rate decay (from an initial rate 7y to a final rate ngna over 30 epochs), and a
YOLO-style multi-task loss:

L= >\b0x ClIoU +)\cls BCE +Aan DFL +/\mask£/mask7 (8)
Acmdsk Z Z Z BCE mz ’L( )) (9)
pEQ(bY)

S objectness score, A; box area, p pixel, b; GT box, m;, m; GT/pred. masks.

Objectness-/area-normalized mask loss balances small/large instances. Freezing P5 reduces memory (enabling
larger batch and stability), while the RF PRIOR (Eq.[2) preserves detector semantics during transfer.

4 EXPERIMENTS

4.1 DATASETS AND EXPERIMENT SETUP

Datasets. Three splits are derived from the SIDEGUIDE traffic-scene corpus (Park et al.,2020), all sharing the
same 35 object categories. (i) BBox—DS is a randomly sampled, down-scaled version of the original bounding-box
annotations (max side 512 px); it provides high-level context priors for the detector. (ii) PolySeg contains pixel-
accurate polygon labels converted to YOLO-style masks. (iii) SurfaceMask consists of coarse surface masks
for road-layout understanding, integrated with the class indices as PolySeg so results are directly comparable
for Instance Segmentation. We additionally introduce the Fixed Objects dataset and categorize all four datasets
along two axes—Background (BG) and Label-Space (LS) shift—relative to BBox—DS, our prior source. (1)
Background (BG) shift—changes in scene/background statistics or capture context; (2) Label-Space (LS)
shift—changes in the category vocabulary or mask type of label.

PolySeg keeps the same 35 classes as BBox—DS but switches from boxes to polygons; the mask—space supervision
and per-image region differences induce a moderate LS and mild BG shift. SurfaceMask is polygon-based with

Table 1: Summary of Datasets. We define datasets as Background (BG) and Label-Space (LS) shift.

‘ Custom of SIDEGUIDE & New Dataset

Datasets (#images) Dataset Type | cls | train set val set  total

BBox-DS (Park et al., 2020) Prior Source 29 | 20,097 2,233 22,330
PolySeg (Park et al.,|2020) BG shift A, LS shift 29 | 66,082 7,342 73,424
SurfaceMask (Park et al.[[2020) | BG shift v/, LS shiftv | 6 41,759 4,640 46,399

Fixed Objects (Proposed) | BG shift A, LS shiftv | 15 | 13,577 1,543 15,120
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Figure 2: Attention map visualization (Selvaraju| Figure 3: Attention map visualization (Selvarajul
2017) of PolySeg sample for each model’s of SurfaceMask for each model’s
trained backbone, Oy,. The mismatch energy £ = trained backbone, 6y,,. The mismatch energy £ =
S 1Fs e — ¢(Fayz i) || (Eq., is minimized ", || Fs . — (Fa/z4) | (Eq., is minimized
when attention collapses to the frozen PS5 context, when attention collapses to the frozen P5 context,
as visualized. as visualized.

surface-centric labels that differ from BBox—DS; although the domain is traffic scenes, images emphasize road
surfaces, yielding strong LS and noticeable BG shift. Fixed Objects (Proposed) shares the pedestrian/crosswalk
background with BBox—DS/PolySeg but uses a different label set focused on fixed infrastructure, thus showing a
clear LS and small BG shift (Table[T|summarizes these relations and Appendix§A-2]formalizes it).
Implementation details. A YOLOv12-x backbone with an information-separated design is used: Models are
pre-trained for 500 epochs with image size 640 x 640, batch size 8, using an RTX Quadro A6000 (24 GB &
fine-tuning for SIDEGUIDE). and A100 (40GB & fine-tuning for Fixed Objects) in mixed precision. All other
hyper-parameters follow Ultralytics defaults.

Evaluation protocol. We report precision, recall, COCO-style mAP5o and mAP50.90 for boxes, and mask mAP
for polygons. We report the final-epoch score and the per-epoch mean =+ std.dev. to track early-stage adaptation
within 30, 50 epochs and additional adaptation steps.

4.2 ABULATION STUDIES AND PRIOR VISUALIZATION

Experiments are organized as follows:

(1) No Pretraining: Segmentation training from scratch. (2) Full Fine-tuning: No parameters frozen
in {5 learning, with transferring pretrained BBox-DS, Ogct 1. (3) PS5 Frozen: P1-P4 adaptive,
P5 fixed in {sc, learning, with transferring pretrained BBox-DS, @4c¢.bb. (4) Proposed Method
(RF PRIOR): Decoupled backbone, with Multi-Scale Attentive Decoder in L¢c. Task is to transfer
the non-overlapping, fine-grained polygon cues provided by SIDEGUIDE—namely PolySeg and
SurfaceMask—and Fixed Objects into the BBox-DS backbone, so that pedestrian-related objects can

Table 2: Performance comparison in Instance Segmentation

#Efficiency fw(.) POLYSEG SURFACEMASK mean,,,,, gain over BASE*

Models FPS/GFLOPs SRI* | mAP)" mAP. | mAP." mAP)" | overall' mAP"

YOLOV9-E (Wang et al|[2024 19.6/124 058 | 4656 27.62 | 7559  59.68 2.90 2.13

YOLOVII-X meyfﬂE!ﬂ | 361/1.60 138 4601 2741 | 7464 5922 L15 139
YOLOvI2-X Backbone (Tian et al.| NeurIPS 2025)

NO PRETRAINING (BASE)* 258/1.62  1.00] 4392 2604 | 7473  59.61 - -

FULL FINE-TUNING 25.8/1.62  1.00| 4425 2622 | 7407  59.31 -1.27 -0.72

P5 FROZEN 259/1.62 101 | 4295 2532 | 7414  59.58 ~0.60 -0.60

RF PRIOR (OURS) 252/393 234 | 4842 2825 | 7515  60.15 352 319
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Table 3: Performance comparison of box (B) and mask (M) metrics on val. set; last-epoch and
second-best results.

SIDEGUIDE FOR DETECTION AND INSTANCE SEGMENTATION (Park et al.|[2020)
Models P (B) R(B) mAP)" (B) mAP}" (B) \ PM) RM) mAPX (M) mAP}% (M)

5

v9-E (Wang et al.|[2024) | 71.097020 49855000 55.175107 41914170 | 69.6950.00 46974661 51155130 33253315
v11-X (Khanam et al.|[2024) | 66.08 4550 47.89 4765 53935347 40.97 055 | 67.646505 45.394550 50.585015  33.033053
NO PRETRAINING 66.61 6505 47154565 52305201 39.51s051 | 6541 ¢ums 44704061 49.084s56  32.083105

L (50 epochs) 6795660 49.61 1905 5472515 418407 |69.54¢007 45.664555 5125510  33.5335u7

FULL FINE-TUNING | 69.38gs01 44.97 55 51535115 38783540 | 67726655 43.114501 48.304700  31.48310
P5 FROZEN 63.586110 46774500 S1.61s196  38.99ss7 | 63380656 44.04u5.s 4841415 31.573146

RF PRIOR 70-2269.*18 51.5551_,19 56'9556.63 42'0911.81 68~08(i7.95 48'9118.()8 52~8652.56 33'8133.71

_ (50 epochs) 7584715 56.69570s 63.61g301 48264705 | 75017505 52.99505r 58985566 37.87s761

Table 4: Performance comparison of box (B) and mask (M) metrics on val. set; mean + standard
deviation (percentage points) over all epochs.

SIDEGUIDE FOR DETECTION AND INSTANCE SEGMENTATION (Park et al.|[2020)
Models P (B) R(B) mAP}" (B) mAP)Y (B)| P(M) R(M) mAP!" (M) mAP) (M)

v9-E (Wang et al.|[2024) 65.53i7>2() 42-09i8.54 46.725)}95 34.52ig,3| 64.59ig‘7;} 40.15ig>()4 43.94:9‘19 28.05ig‘31
vl1-X (Khanam et al.|[2024) 64‘67i7_05 40‘13L7.84 45.08L9_(,2 33.15lg_03 63.95l0_31 3824i7 41 423878 93 27.19lﬁ_24

NO PRETRAINING 64.934650 3901730 43861001 32164771 | 63.882600 37.29:00 4138sg5r  26.51ig01

L (50 epochs) 64.431798 39.3411085 48.0311419 32.0841295 |65.081717 37.064963 44.45:11326  25.30110.60
FULL FINE-TUNING 62.6817620 35.71i767  40.531971 29441506 | 61.59:731 34.224734 38164901 24344633
P5 FROZEN 63.33.614 38.821747 43114908 31.534757 [63.03:611 36.98.170s 40.52.g40 25975,

RF PRIOR 64.86.1644 42.68.519 47.60. 955 34.19.780 |64.2315090 40.16.75 44.27.571 27.9946.00

L (50 epochs) 68.20.550 4713546 52581965 38.51ig12 |67.16.59) 44.34. 75 48.89.557  31.08.44

be segmented and detected with higher fidelity. Earlier studies on task transfer focused on COCO-
scale pre-training, progressive fine-tuning, or freezing all layers before a chosen stage (Vazquez et al.|
2025; \Gandhi & Gandhi, [2025). In contrast, we examine a subtler, label-level shift: how performance
changes within a similar domain when annotation granularities and object types differ, rather than
when the entire visual domain changes. To this end, we design alignment-aware learning schemes that
explicitly account for spatial mis-alignment and category mismatches between the two label spaces.

4.3 RESULTS

Table |2| reports performance for each segmentation sub-task. To show that a small architectural
tweak can still transfer well, we introduce the Speed-Retention Index (SRI). We define SRI; =
(F; x Gi) /(" Foase X Ghase). Our custom head raises GFLOPs (G; We report GFLOPs scaled by
10~2) by 2.4 x yet reaches an SRI of 2.34, holding FPS (F') loss below 3 % thanks to the memory-
bound regime and higher TensorCore utilization. Thus, it improves accuracy while maintaining
real-time inference (25 FPS) on an NVIDIA A100 system. RF PRIOR achieves the top mAP
on both PolySeg and SurfaceMask. Compared with a 50-epoch, target-focused fine-tune, it raises
mAP(50-90), confirming that our Maximum-A-Posteriori formulation boosts accuracy without cross-
dataset bottlenecks. Figures Bl [6illustrate why: in PolySeg, class-specific polygon cues emerge
coherently across P3—P5, while in SurfaceMask the model attends to separable polygon lines within
the difficult road-surface class over the same feature levels, aligning low- and high-level evidence for
stronger segmentation. Details under varying training conditions are provided in Figures gk

4.3.1 DETECTION AND SEGMENTATION ON SIDEGUIDE

On SIDEGUIDE (Tables [3H4), all rows except those explicitly marked “(50 epochs)’” are trained
for 30 epochs. Under this budget, RF PRIOR delivers the strongest last-epoch performance across
detection and instance segmentation, reaching mAPY4'=56.95 / 52.86 and mAPY3., =42.09 / 33.81
for B/M, respectively, which clearly exceeds No Pretraining (52.30/49.08 and 39.51/32.08) and Full
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Table 5: Performance comparison of box (B) and mask (M) metrics on val. set; Top three rows show
last-epoch and second-best results. Second rows show mean + standard deviation over all epochs.

FIXED OBJECTS FOR DETECTION AND INSTANCE SEGMENTATION
Models P (B) R (B) mAP)" (B) mAP)" (B) \ P (M) RM)  mAP!" (M) mAPY (M)
Adaptation steps=16.98k, A2C2f scale=1.2 (Tianet al..72025]
NO PRETRAINING 79.77 76.98 64.28 62.06 72.00 68.26 52.54 49.32 69.54 66.48 55.0154.47 59.14 57 76 40.45 38 38
T (w/o AreaAtten.) | 79.387514 66.72 64.60 73.44 71 72 53.57 50.83 73.4670.32 55.78 55.60 62.27 60.51 42.98 40.48
RF PRIOR 80267555 66506702  75.6273.07 55.2153.16 69.7066.00 57235556  63.5860.45 43.71 41 36

NO PRETRAINING 62.85115.04 48.50416.10 S1.6410084 352411637 | 584711026 41.61i1401 43.72116.73 28.174+11.06
T (w/o AreaAtten.) | 619811671 49.5441743 524040181 349511676 | 57.1041405 42.9611489 449041508 28.85112.81
RF PRIOR 641911606 512311720 548010151  37.0611685 | 57.9611290 444711435 46.6411733 301911260

Adaptation steps=50.94k
NO PRETRAINING 87.41 g6 49 73.8374.14 83.3683.57 67.01 66.70 76.53 77,66 63.6464.19 70.3071.33 51.2351.48
" (wloAreantten.) | 83.72g140 8129g100  86.64gs0s 69556861 | 73547001 70847095  T35lrans 53865377
RF PRIOR 83.9984.94 80.13 79 59 86.48 56 08 69.84 9 35 72.96 72 81 69.5869.19 73.05 72 64 53.68 53 47

NO PRETRAINING 770611368 634411418 701311785  52.98116.03 68.721952 547011250 591241470  41.06411.67
T (w/o AreaAtten.) | 758811380 65.8411566 72.0311886 541711705 | 67.55411.07 57.0941350 613141575 427511058
RF PRIOR 76.00415.05 66.0511531 723411835 545441675 | 67.0201030 571511300 612311510 2 42.82412.05

Fine-Tuning (51.53/48.30 and 38.78/31.48). Notably, P5 Frozen already matches or slightly surpasses
full fine-tuning at the early stage (51.61/48.41 vs. 51.53/48.30 in mAPj5( for B/M; 38.99/31.57 vs.
38.78/31.48 in mAPs50.99), supporting the view that preserving large-RF semantics while adapting
lower stages accelerates alignment under BG/LS shift. Averaged over epochs (Table[d), RF PRIOR
again shows the highest means with moderate variance: for B it attains 47.60 4 9.54 (mAP5() and
34.1947.80 (mAP5¢.90); for M, 44.27+8.71 and 27.99£6.00. Both No Pretraining (43.86+9.21/
32.16+7.71 for B; 41.384+8.57 / 26.51£6.10 for M) and Full Fine-Tuning (40.451+9.71 / 29.44£8.06;
38.161+9.01 / 24.34+6.33) lag behind. Extending only RF PRIOR to 50 epochs further lifts the means
to 52.58 +9.60/38.51 & 8.12 (B) and 48.89 4 8.87/31.08 £ 6.04 (M), indicating faster and more
stable convergence than training from scratch—even when the latter is given a longer schedule (cf.
No Pretraining at 50 epochs: 54.72/41.84 for B and 51.25/33.53 for M). Finally, while YOLOv9-E
exhibits strong precision (P(B) = 71.09, P(M) = 69.69) consistent with its gradient-concentration
design, its attention adaptation under shift remains limited; with the same budget, RF PRIOR attains
higher mask mAP5q (52.86 vs. 51.15) without relying on additional throughput-oriented tweaks.

5 DISCUSSION

Fixed Objects (Table[5| & Figure[d). Because
the FIXED OBJECTS is substantially smaller than
SIDEGUIDE, we down-scaled the A2C2f back-
bone by a factor of 1.2 to avoid overfitting. Even
under this tighter capacity budget, RF PRIOR
adapts more effectively than the No Pretraining
and is more stable than RF PRIOR w/0 AreaAt-
ten. throughout the early adaptation window.

Early budget (16.98k steps, A2C2f scale=1.2).
At the same compute budget shown at the top
of Table 5] RF PRIOR achieves P(B)=80.267s ss,
R(B)=66.5047.02, mAP" 5, (B)=75.627347,
mAP"?5.00(B)=55.215316, and on masks
P(M)=69.7066_90, R(M)=57.2355.56, mAPval50(M)=63.5860.45, mAPval50;90(M)=43.714L36. These
numbers improve upon No Pretraining (e.g., 72.0068.26 mAP"¥5,(B) and 59.1457.76 mAP"¥55(M) ) by
+3.62 B-mAPs, and +4.44 M-mAPs, and over RF PRIOR W/O AREAATTEN. (73.447172 / 62.270.51)
by +2.18 (B) and +1.31 (M) absolute mAPs points. Figure i corroborates this: both the training and
validation seg_loss curves for RF PRIOR sit below the others from the earliest steps onward, and
the corresponding mAP rises sooner in the adaptation trajectory.

Figure 4: Left: Target Adaptation loss (train) and
Right: Target validation risk in FIXED OBJECTS.
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Table 6: Training and validation loss deltas between RF PRIOR and RF PRIOR (w/o AreaAtten.) across
299.6k adatptation steps in SIDEGUIDE. We use A = RF PRIOR — RF PRIOR (w/0 AreaAtten.).
“Last step” is 299.6k. “Global”, “Early” (0-149.8k), and “Late” (149.8k—299.6k) report the mean =+
standard deviation of step-wise deltas over those ranges. “Best step” marks where the most negative A
occurs. 14,978 steps ~ one full pass over the training set. Additionally, we report the mean log-delta
(mean Aoz tstd) and the geometric-mean ratio (%) across 0—299.6k steps; positive | % indicates
average percentage reduction in loss for RF PRIOR.

Loss Laststep Last A Global meantstd Early meantstd Late meantstd Beststep Best A Mean A, +std GM ratio (1 %)

train/box_loss  299.6k  -0.10968 —0.25817 4 0.17441 —0.37392 4+ 0.18366 —0.14241 +0.02662  15.0k  -0.76653 —0.19280 =+ 0.06036 17.54%
train/seg_loss  299.6k  -0.27932 —0.37709 & 0.08485 —0.44165 %+ 0.07239 —0.31253 +£0.02643  15.0k  -0.60440 —0.17359 £ 0.01635 15.94%

train/cls_loss  299.6k  -0.22018 —0.48829 £ 0.31038 —0.69579 £ 0.32502 —0.28080 & 0.04546  15.0k  -1.37547 —0.31002 % 0.06431 26.66 %

train/dflloss ~ 299.6k  -0.19145 —0.36693 & 0.21945 —0.50646 + 0.24016 —0.22741 +0.02700  15.0k ~ -0.99273 —0.24601 & 0.07340 21.81%
val/box_loss 299.6k  -0.03425 —0.23336 £ 0.25246 —0.40081 £ 0.26650 —0.06591 + 0.03500  15.0k ~ -0.97990 —0.19155 + 0.14490 17.43%
val/seg_loss 299.6k  -0.00963 —0.19094 £ 0.20008 —0.34185 4 0.17992 —0.04003 +0.03913  15.0k  -0.61513 —0.09980 =+ 0.08731 9.50%

val/cls_loss 299.6k  -0.02323 —0.37914 £ 0.48071 —0.67547 £ 0.53793 —0.08282 + 0.05776  15.0k  -1.92284 —0.25264 + 0.20725 22.33%

val/dfl_loss 299.6k  -0.08400 —0.24929 £ 0.22282 —0.39044 £ 0.24463 —0.10815 %+ 0.02653  15.0k  -0.93564 —0.18350 % 0.11495 16.76 %

Larger budget (50.94k steps). The gains persist when we triple the adaptation steps (bottom half of
Table5). RF PRIOR reaches about 86.5 B-mAPs, and 73.1 M-mAPs, with strong precision/recall
(e.g., = 84/80 on boxes and ~ 73/70 on masks). The second rows in each block report the epoch with
the second-best checkpoint, and the bottom rows report the mean=std over all checkpoints; in both
summaries RF PRIOR remains at least competitive on boxes and consistently better on masks. We
attribute the slightly larger variance on FIXED OBJECTS to genuine domain shift: while BBox-DS
and outdoor backgrounds overlap with the training distribution, indoor backgrounds appear in the
validation set only. This out-of-distribution shift inflates variance relative to SIDEGUIDE, yet RF
PRIOR still secures higher mAP early and maintains a safe margin over No Pretraining (Table [5}
Figure[d). Compared to RF PRIOR W/O AREAATTEN., the loss traces show a more consistent gap to
No Pretraining, suggesting that AreaAtten. dampens oscillations from the indoor/outdoor mixture.

SideGuide (Table [6). We summarizes stepwise loss deltas at equal budgets, using A =
RF PRIOR — RF PRIOR (w/o AreaAtten.). Across the full 0-299.6k steps, RF PRIOR reduces
losses relative to its ablation: train—box_loss (Ajpg = —0.192840.0604, GM ratio | 17.54%),
seg_loss (—0.1736+0.0163, | 15.94%), c1s_loss (—0.3100+£0.0643, | 26.66%), df1_loss
(—0.2460£0.0734, | 21.81%); validation—box_loss (—0.1916£0.1449, | 17.43%), seg_loss
(—0.0998+0.0873, 1 9.50%), c1ls_loss (—0.2526+0.2073, | 22.33%), df1_loss (—0.1835+
0.1150, | 16.76%). The most negative deltas (“best step”) consistently occur around 15.0k steps, indi-
cating that AreaAtten. not only lowers the average risk but also accelerates early adaptation—precisely
the regime of interest for rapid deployment.

Takeaways. (i) With a smaller backbone on FIXED OBJECTS, RF PRIOR already yields better
mAP at low budgets while keeping losses lower and steadier (Figure [); (ii) variance is higher than
SIDEGUIDE due to indoor backgrounds unique to validation, yet the method preserves its early-step
advantage; (iii) on SIDEGUIDE, the quantitative loss analysis shows clear, systematic reductions over
the ablation across all four losses, confirming that RF PRIOR is both sample-efficient and robust to
target shift. Accordingly, we will extend this line of work across a broader spectrum of real-world
datasets, toward a more stable and sustainable source—target framework.

6 CONCLUSION

We proposed a simple, effective strategy for efficient instance segmentation transfer by explicitly pre-
serving global receptive-field priors derived from detection tasks. Our method significantly enhances
segmentation performance and training efficiency by freezing the deepest, globally-contextualized
block (P5) with alining decoder. This approach bridges detection and segmentation tasks effectively,
presenting a practical transfer learning strategy adaptable to various multi-task vision frameworks.
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ETHICS STATEMENT

Scope and intended use. Our work studies representation reuse and weakly supervised instance
segmentation. The method is designed for research and benchmarking with generating real-domain
polygon; but it is not safety-certified for safety-critical systems (e.g., autonomous driving) in paper.
Any deployment must include additional hazard analyses, on-road testing, and compliance audits.

Data provenance and consent. All experiments use publicly available traffic-scene images and labels
(or our own annotations) that do not intentionally include personally identifiable information (PII).
We do not attempt to infer sensitive attributes (e.g., identity, race, health). If any image incidentally
contains PII (faces, license plates), we apply standard obfuscation or omit such samples from release.
We respect the original dataset licenses and terms of use; any redistributed annotations follow those
licenses.

Weak-label mining risks. Our BBox—Polygon conversion may propagate dataset or foundation-model
biases (e.g., class vocabulary biases from CLIP, proposal biases from SAM). To reduce this risk,
our pipeline (i) gates masks by detector-aligned geometry (IoU/coverage), (ii) limits the class set to
non-sensitive, utilitarian object categories, and (iii) clips polygons to the annotated box to discourage
off-target leakage. We recommend auditing pseudo-labels before downstream use and avoiding
sensitive categories.

Annotator welfare and credit. If new annotations (e.g., Fixed Objects) are released, annotators are to be
trained with clear guidelines, credited in documentation, and compensated according to institutional
policies. We avoid collecting harmful content and provide a takedown contact for data subjects.

Reproducibility and transparency. We plan to release full training code, configuration files,
bbox2polygon.py, and scripts to regenerate all figures/tables, along with documentation of
dataset splits and any post-processing. This aims to facilitate independent verification, error reporting,
and responsible reuse by the community.

REPRODUCIBILITY STATEMENT

The code implementing our method should be released upon publication. We provide all the necessary
details to reproduce our experiments in the Section[dand in the Appendix§A]
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A APPENDIX

A.1 BACKGROUND AND RELATED WORK

Representation reuse and anchored adaptation. A central problem in transfer learning is how
to adapt a pretrained representation without erasing its invariances. Early evidence established that
low/mid-level conv features transfer broadly while high-level features become task-specific (Yosinski
et al.,[2014). From an optimization view, existing approaches can be organized by what is allowed to
move relative to the source solution @y:
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(A) min Lz (6) + 3 16 — 6ol3 (10)
(B) m(gn Ligi (60, ¢) (1D
(C) min Etgt(etrainv efrozenzze(),frozen) (12)

train

Notes. (A) Anchored regularization / L2-SP. (B) PEFT with a frozen backbone and small trainables
(adapters/LoRA/BitFit/VPT(Houlsby et al., 2019; Hu et al.,|2022; Ben Zaken et al., 2022 Jia et al.,
2022)). (C) Hard-freeze subsets used in practice for stability and efficiency.

(A) keeps the whole model plastic but contracts it toward 6, mitigating destructive drift and improving
stability/conditioning (Xuhong et al., 2018). (B) makes the contraction implicit by clamping the
backbone and only learning a small set of parameters; this is parameter-efficient and often robust
when target data are scarce (Houlsby et al.l 2019} [Hu et al.| 2022). (C) is widely used in large
vision models (e.g., freezing deepest blocks or early ViT stages) to preserve global attention patterns
while specializing shallower components. Our method sits at the intersection: we impose a receptive-
field—aware prior that freezes the largest-RF block and applies Gaussian shrinkage to the remaining
blocks, yielding a precise MAP objective

min  Lig(83,64,05=00,5) + 56313 + 5043, (13)
03,04,05¢

which is equivalent to a block-diagonal Gaussian prior on trainable blocks and a delta prior on the
frozen block (Sec.[3.2). This scale-coupled view differs from generic PEFT/anchoring in two ways.
First, the prior is aligned with the architecture’s multi-scale semantics: the deepest block (stride-32,
largest RF) encodes global scene structure and is preserved exactly, while mid/low-RF blocks are
regularized but plastic. Second, we prove that this choice induces a global-to-local gradient pathway:
error signals traverse the frozen high-RF features and concentrate updates onto small-RF parameters
where boundary and texture cues matter most (Appendix§A.3).

Dense prediction pipelines already exploit representation reuse across scales. FPN and Mask R-CNN
propagate high-level semantics downward (Lin et al., 2017;|[He et al.,2017), while modern backbones
(Swin/ConvNeXt) improve the quality of these multiscale features (Liu et al.| [2021; 2022). Decoder
designs such as DETR/Mask2Former inject global reasoning but do so at limited fusion sites to control
cost (Carion et al.||2020; |Cheng et al., [2022)). We adopt the same philosophy: a single global-to-local
attention site couples the frozen global template to adaptable mid/low-resolution maps (Sec. [;32])
Analytically, restricting global attention to one site reduces complexity from O(N?) to O(N

with area partitioning while retaining long-range cues where they have the hlghest leverage (I’Illd
scales). Empirically, this design prevents wholesale retuning of global semantics and focuses capacity
on spatial details, matching the theoretical picture given by our gradient-flow analysis.

Weak supervision from boxes and automatic polygon mining. When dense masks are limited,
bounding boxes provide a strong but coarse prior. Classic methods refine boxes into masks via
proposal mining and consistency regularization (Dai et al., 2015 Khoreva et al., 2017); BoxInst
shows that instance segmentation is learnable from boxes alone with alignment losses (Tian et al.,
2021). Large pretrained models further strengthen this conversion pipeline: CLIP supplies class-
consistency scores from text—image alignment (Radford et al.||2021)), and SAM yields high-quality,
box-prompted proposals at scale (Kirillov et al.,|2023)). We leverage these capabilities but enforce
detector consistency end-to-end: (i) generate multiple SAM masks per box; (ii) gate by loU/coverage
to reject off-box leakage; (iii) optionally re-rank by CLIP to prefer semantically on-class candidates;
(iv) simplify contours with Douglas—Peucker and clip polygons to the original box (Sec. [3.5)). This
choice is not merely heuristic—under our MAP objective, the weak labels and the adaptation bias
are mutually reinforcing. The frozen deepest block provides a stable global template; polygon priors
sharpen local residuals; and the single attention site transmits these residuals as targeted updates to
P3/P4. In contrast to PEFT that introduces extra trainables or to box-supervised pipelines that treat
label mining as a separate pre-processing step, our conversion is tied to the detector’s geometry and
to the RF-aware prior, closing the loop between what the model preserves, where it learns, and how
weak labels are shaped.

Contrast to prior art. Prior work typically (i) regularizes toward 8y, (ii) freezes most weights and
learns small adapters, or (iii) mines masks from boxes. We combine all three perspectives coherently:
a scale-aware MAP prior (freeze largest-RF block, shrink others), a single global-to-local attention
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site for efficient context injection, and a detector-aligned SAM+CLIP polygon miner whose outputs
are geometrically constrained. Our analysis (Appendix§A.3)) explains why this combination yields
localized, boundary-focused updates while preserving global semantics, aligning theory with practice.

A.2 DATASET TAXONOMY AND SHIFT FORMALIZATION

Setup. Let the prior source be S with joint Ps(x,y), label set C's, and supervision type 7s €
{box,polygon, surface}. Any target dataset D has Pp(x,y), Cp, Tp.

BG shift (covariate/context). We measure background change by any nonnegative divergence
between marginals:

dgc(D | S) = D(Pp(z) | Ps(z)), D € {KL, x?, IPM, Wy,...}. (14)

LS shift (label space / supervision granularity). Let the vocabulary distance be the Jaccard
complement and the supervision mismatch be a simple indicator:

|CD n CS|
des(D =1- = dsup (D =1 . 1
W(D18) =1 o2 o(D|S) = 1[rp # 7] (15)
Combine them as a single score
dis(D|S) == dus(D | S) + kdsup(D | S), k € [0,1]. (16)

Dataset type (decision rule). For thresholds dgq, dr.s > 0,
PRIOR SOURCE, dpg < dg A dis < dLs,
BG SHIFT, dg > dpa N dis < s,
LS SHIFT, dpg < dpa A dis > s,
BG + LS SHIFT, dgg > da A drs > Ors.

It depends only on the underlying distributions and simple set relations. In our experiments we treat
S=BBox—DS and choose (dpc, dLs, ) on a validation split; the qualitative assignments in Table
follow directly from the definitions in equation[T4}-equation

Type(D | S) =

A.3 WHY FREEZING HIGH-RF FEATURES YIELDS GLOBAL-TO-LOCAL GRADIENT FLOW

Let the backbone produce Fj, Fy, Fs at strides (8, 16, 32) with radii R3 < Ry < R, and decoder
Y = Hy,,, (F5, Fy, F5). We train
N
1 1 % i i 0
gsféfgseg N ;E(Heseg (F37F4vF5)ayi) s.t. 05 =05, (17)

with F5 = B5(F4; Bg), F4 = B4(F3; 04), Fg = B3(l‘; 03)
Assumption 1 (Locality and regularity). B, are CNN blocks with finite RF radii Ry, piecewise C" in
their arguments; Hg_,, is C Lin its inputs.

seg

Gradients still pass through the frozen block. By chain rule, for any sample (drop the index i),

or 0¢ O0Fs \ OF} 0¢ OF;
= \or, © o oF, ) 98, %"= OF; 00, (18)
—_——

via frozen Bs

where g—ﬁ = Js54(Fy;0?) is a fixed Jacobian. Thus, although Vg_¢ = 0 (frozen), gradients

propagate through By to F; and then to 0.

Assumption 2 (Non-degenerate coupling). There exists omin > 0 such that the smallest singular
value of J5«4 at training points is > omin (i.e., By does not collapse F) to a constant along training
trajectories).

Proposition 1 (Lower bound on update signal). Under Assumptions HVGJH >

Omin || 575 7o -

Proof. From equation ;TZJ5474 is a nonzero linear form unless ;Te = 0; its operator norm is
5 5

bounded below by opyin || 8% ||. Multiply by ‘g—% and take norms. O

14
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(a) PRETRAINING (b) FULL FT (c) P5 FROZEN (d) RF PRIOR

Figure 5: Attention map (overlaid on the origi-

nal image) visualization (Selvaraju et al.} 2017)

of PolySeg sample for each model’s trained

(a) PRETRAINING (b) FULL FT (c) P5S FROZEN (d) RF PRIOR

Figure 6: Attention map (overlaid on the original

image) visualization (Selvaraju et al, 2017) of

SurfaceMask for each model’s trained backbone,

Oup. The mismatch energy £ = >, ||[F5r —

d(Fyy3,)|1* (Eq. , is minimized when atten-
tion collapses to the frozen P5 context.

backbone, 6y;,. The mismatch energy &

Sk 1Fsg — (Fayzp)||? (Eq., is minimized

when attention collapses to the frozen P5 context.

Why updates are spatially localized. Let w(©) be a convolutional kernel in By, shared over spatial
sites. Denote by Q) (w) the set of output locations whose computation involves w® . Then

4 ol
= 2

i LA (Y|
el = ECTm (u+ Ay, v+A,),
(u,v)€Q® (w) ’

19)

where () is the pre-activation and (Ay, A,) is within the kernel’s spatial support. By locality,
Q) (w) covers many small RF footprints in the image; Q) (w) covers fewer but larger footprints;
and Q) (w) spans coarse, near-global footprints. When 5 is frozen, % = 0, eliminating global,
coarse-grained adjustments. Error reduction must therefore occur via w®) and w®, whose sup-
ports correspond to local neighborhoods. Consequently, parameter updates affect the prediction
predominantly within unions of N, and N, around high-loss sites, yielding boundary-focused
corrections.

Assumption 3 (Decoder coupling). Heg_,, fuses (F3,Fy, Fs5) with a locally Lipschitz atten-
tion/projection ¢ into the Fy5 space (query/key-value), and the training loss is [3-smooth in the
fused features.

Define the alignment energy

E(®) = ZHFSk — ¢(Fup; @)HZ + || Fsr — ¢(F3,k;q))||§, (20)
%

where k indexes spatial locations and ® collects the decoder’s projection/attention parameters.

Lemma 1 (Descent of alignment energy). If E is L-smooth in ®, then with step size n € (0,1/L],
E(2%) < E(®) - 3|V E(2)|3.

Proof. Standard smoothness (Descent Lemma). |
Theorem 1 (Global-to-local gradient flow). Under Assumptions[IH3) freezing 05 yields: (i) non-
vanishing gradient signals to 0. (Prop.[l); (ii) updates that are confined to unions of RF neighbor-
hoods determined by Rs, Ry; (iii) monotone reduction of the alignment mismatch equation [20)for

suitable steps on decoder parameters, which in turn induces localized corrections in Fy, Fs that
better agree with the fixed global template F.

15
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Proof. (i) follows from Prop. [} (ii) follows from convolutional locality and the fact that 85 cannot
change. (iii) follows from Lemma [T} the gradient V¢ E backpropagates to 84, 85 through ¢ and
By, Bs, but the target Fj stays fixed, so corrections occur at sites & with large residuals Fr r, — ¢ (Fp k),
i.e., near boundaries/high-error regions.

P3 Feat

ure.
-

P4 Feat

wre.

PS5 Feature P5 Feature P5 Feature

- -
(a) TARGETED IMAGE (b) NO PRETRAINING (c) RF PRIOR W/0 AA (d) RF PRIOR
Figure 7: Attention map (overlaid on the original image) visualization (Selvaraju et al. 2017)
of Fixed Objects sample for each model’s trained backbone, O;,. The mismatch energy £ =
>k 1Fs ke — &(Fuass..)|1* (Eq.[3.4), is minimized when attention collapses to the frozen P5 context.
RF Prior steers global prior knowledge toward local objects through attention; with AREAATTENTION

in our MULTI-SCALE ATTENTIVE DECODER, the global-local mismatch decreases and the backbone
outputs become more compact compared to w/o AREAATTENTION.

P3 Feature P3 Feature P3 Feature P3 Feature P3 Feature

reature pe reature

Ps reature Ps reature Ps reature Ps reature

(a) SCRATCH  (b) RF PRIOR W/0 AA  (c) RF PRIOR (a) SCRATCH  (b) RF PRIOR W/0 AA  (c) RF PRIOR

Figure 8: Attention map (overlaid on the original Figure 9: Attention map (overlaid on the origi-
image) visualization (Selvaraju et all, 2017) of nal image) visualization (Selvaraju et al., 2017)
PolySeg sample for each model’s tuned (Fixed of SurfaceMask for each model’s tuned (Fixed
Objects) backbone, 0y,,. We define these phe- Objects) backbone, 0},;,. We define these phe-
nomenon as smooth modulation of LS shift. nomenon as smooth modulation of BS + LS shift.
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Algorithm 1 Automatic BBox-to-Polygon Conversion

Require: Detector-trained image sets with box labels; SAM predictor P; optional CLIP scorer C'; merge
strategy m € {best,union} with IoU threshold 7; weights «, 3, 7; polygon tolerance ¢; visualization
limit Nyiy.

Ensure: For each image, a polygon label file (YOLO-polygon format).

1: for all dataset directory d in train_dirs do

2: images < all files in d/images
3: create folder d/polygon_labels if it does not exist
4: for all image I in images with size H x W do
5: load I and its YOLO label file L; continue if L missing
6: P.set_image(I)
7: polys + []
8: for all label line [ € L do > = (class,cs,cy, w,h) in YOLO format
9: (¢, B) « YOLOTOXYXY(I,W, H)
10: {My} | < Ppredict(box = B,multiMask = True)
11: if m = union then
12: M* \/k:(Mk,B)ZT M, > pixelwise OR
13: if no k satisfies (M, B) > 7 then
14: M* « argmax, (M, B)
15: end if
16: else
17: forkzljt\j)lf%dé)| My Bl
k k
18: k4 My U B[’ Covery, <+ My ]
19: v {C’.score(]7 My, class_name(c)), if C exists
0, otherwise
20: end for o
21: normalize g, szhp, Covery, to [0, 1], Ezhp, Covery,
22: k* < argmax, (a% + 8 521“’ + 7 Covery,)
23: M* My~
24: end if
25: poly < MASKTOPOLYGON(M™, ¢)
26: if poly is empty or |poly| < 3 then
27: poly < rectangle corners of B
28: end if
29: poly < CLIPPOLYGON(poly, B)
30: coords <— NORMALIZEPOLYGON (poly, W, H)
31: append string “c coords” to polys
32: if viz_dir specified and #debug_images < Nyi, then
33: draw poly on a copy of I and push to debug list
34:
35: write polys to d/polygon_labels (file name matches I)
36:
37:
38: if viz_dir specified and debug list not empty then
39: save montage to viz._dir/montage.jpg
40: end if
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