
IEEE TRANSACTIONS ON MULTIMEDIA 1

A Decomposable Causal View of
Compositional Zero-Shot Learning

Muli Yang, Chenghao Xu, Aming Wu, and Cheng Deng, Senior Member, IEEE

Abstract—Composing and recognizing novel concepts that are
combinations of known concepts, i.e., compositional generaliza-
tion, is one of the greatest power of human intelligence. With
the development of artificial intelligence, it becomes increasingly
appealing to build a vision system that can generalize to unknown
compositions based on restricted known knowledge, which has
so far remained a great challenge to our community. In fact, ma-
chines can be easily misled by superficial correlations in the data,
disregarding the causal patterns that are crucial to generalization.
In this paper, we rethink compositional generalization with a
causal perspective, upon the context of Compositional Zero-Shot
Learning (CZSL). We develop a simple yet strong approach based
on our novel Decomposable Causal view (dubbed “DECA”), by
approximating the causal effect with the combination of three
easy-to-learn components. Our proposed DECA1 is evaluated
on two challenging CZSL benchmarks by recognizing unknown
compositions of known concepts. Despite being simple in the
design, our approach achieves consistent improvements over
state-of-the-art baselines, demonstrating its superiority towards
the goal of compositional generalization.

Index Terms—Compositional Zero-Shot Learning, Vision and
Language, Image Recognition, Causality.

I. INTRODUCTION

HUMANS are skilled at reasoning unknown concepts
based on known knowledge. Imagining a blue banana,

although most people have never seen one, they may imme-
diately recognize a real blue banana when setting foot on
Indonesia’s Java Island. This ability, known as compositional
generalization [1], is considered one ultimate goal of arti-
ficial intelligence, which is of great significance due to the
compositional nature of our cognition system, i.e., we build
concepts on the combination of primitives [2]. In addition,
compositional generalization is especially favored with limited
supervision, given the fact that the long-tailed property [3] of
real-world concepts makes it impractical to gather all possible
combinations with full annotations.

In this work, we cast compositional generalization into the
frame of Compositional Zero-Shot Learning (CZSL) [4], aim-
ing to recognize novel combinations of known primitives. In
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Fig. 1. An example of Compositional Zero-Shot Learning (CZSL) and the
intuition of our proposed DECA. By training with some known concepts, such
as blue flower and ripe banana, a model is expected to learn the primitives
of the attribute, i.e., blue, and the object, i.e., banana, which can be used to
compose and recognize the unknown concept — blue banana. In DECA, this
is achieved by leveraging all three causal effects including attribute, object and
composition effects, while most existing works only consider part of them.

CZSL, concepts are built on the combination of two primitives,
namely, an attribute word and an object word, wherein training
and inference happen in disjoint sets of these combinations.
To infer unknown concepts such as blue banana in Fig. 1, a
learning system needs to know how “blue” and a “banana”
look like, after trained on other compositional concepts that
separately contain “blue” and “banana”, e.g., blue flower and
ripe banana. The challenge mainly lies in the entanglement of
attributes and objects, which gives rise to varying contextuality
within different attribute-object combinations [5]. As a result,
semantic meanings of primitives are highly dependent on
each other, leading to huge visual diversity that hinders the
recognition of novel concepts.

Existing attempts mainly focus on separately modularizing
attributes and objects [4], [5], or learning a shared embedding
space for attribute-object compositions [6], [7]. In fact, inde-
pendently treating attributes and objects disregards the con-
textuality between them, while solely modeling compositions
as a whole actually imposes training-specific correlations that
are detrimental to generalization. Despite being fairly effec-
tive, these methods suffer from the intractable contextuality,
resulting in suboptimal compositional generalization.

In this paper, we rethink compositional generalization by
asking: what do we actually need to recognize unknown
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Fig. 2. (a) Our proposed causal graph for CZSL. Attribute A and object O simultaneously determine what image I may look like. The causal effect is passed
through Ia and Io, which respectively characterize the attribute and object effects to image I . Due to the contextuality between attributes and objects, Ia is
not solely determined by A, but also by O; the same with Io. It is thus not safe to directly disentangle Ia and Io. Instead, as shown in (b), we introduce Ic
to capture the composition effect of both A and O, which allows pure attribute and object effects to be individually preserved in Iā and Iō. Accordingly, in
(c) and (d), we learn the composition effect Ic and the attribute/object effects Iā, Iō in a decomposable way, and then sum them for final predictions.

compositional concepts? We start with a causal view of how
these concepts are formed, as shown in Fig. 2a. Intuitively,
attributes and objects are two basic causes, whereas the
contextuality renders them dependent, as discussed above. This
dependence is characterized in Fig. 2a with two mediators
Ia and Io that have attributes A and objects O as common
causes, reflecting their entangled nature. Therefore, coping
with attributes and objects independently can be problematic
as it violates this entangled nature. To remedy this, we propose
to approximate the two dependent causal effects with three
easy-to-compute components by introducing another mediator
Ic to capture the entangled effect, shown in Fig. 2b, which
facilitates learning intricate causal effects through a decom-
posable regime. Finally, the answer to our initial question is
simple — all we need to know are how primitive concepts
respectively look like, and once combined, how it may look
like. This answer underlies the fact that a compositional
concept means more than an attribute plus an object, but with
much richer implications aroused by the contextuality. In fact,
our decomposable causal view (DECA) actually serves as a
more generalized CZSL solution encompassing most existing
works that only consider part of the causal effects shown in
Figs. 2c and 2d (see Sec. III-B).

To sum up, our main contributions are threefold:
• We propose a novel decomposable causal view of Com-

positional Zero-Shot Learning (CZSL), which underlies
the problem and offers new insights to address CZSL;

• We develop an easy-to-implement pipeline tailored for
learning decomposable causal effects in CZSL, which is
compact in the structure and proven to be highly efficient;

• Extensive experiments and ablation studies verify the
efficacy of our proposed method, which further validates
the superiority of our decomposable causal view.

II. RELATED WORK

A. Compositional Generalization
Compositionality of visual attributes have been widely stud-

ied in recent years. These studies benefit the understanding
of mid-level semantics that can be used to generalize to
new compositions, i.e., compositional generalization. Recent
works have considered several tasks to evaluate the ability
of compositional generalization, such as object detection [8],
[9], action recognition [10], [11], and visual question an-
swering [12]–[14]. In this paper, we focus on a special case

of compositional generalization — Compositional Zero-Shot
Learning (CZSL) [4] (detailed in Sec. II-C), and address it
with a decomposable causal view.

B. Zero-Shot Learning (ZSL)

The aim of ZSL [15]–[17] is transferring knowledge from
seen concepts to unseen ones, such that a model is able
to recognize new concepts which never appear in training.
Basically, mainstream ZSL methods can be divided into two
categories: 1) embedding-based methods and 2) generating-
based methods. Embedding-based methods [18]–[24] aim to
find a discriminative common embedding space for both vi-
sual features and attribute semantic features. Generating-based
methods [25]–[29] utilize generative models to synthesize
unseen concepts. ZSL can be further extended to a more
practical setting, i.e., generalized ZSL (GZSL), where the
models are required to identify an unseen concept with a
seen/unseen label. By contrast, conventional ZSL only requires
to identify an unseen concept with an unseen label. In this
paper, we propose an embedding-based GZSL method where
hierarchical embedding spaces are constructed to learn com-
positional concepts.

C. Compositional Zero-Shot Learning (CZSL)

The aim of Compositional Zero-Shot Learning (CZSL) [4] is
to infer unseen compositional concepts after training on some
seen ones. As a specialized Zero-Shot Learning (ZSL) [17]
task, CZSL shares the key ingredient with ZSL — exploiting
transferable knowledge between seen and unseen concepts,
which in ZSL is characterized by “attributes”, e.g., “stripes”
for tiger and zebra. While in CZSL, such an “attribute”
becomes a compositional part of the image label, e.g., wet
dog, where “wet” and “dog” can also be composed into novel
concepts such as wet cat and cute dog. These compositions
are often termed as “attribute-object” pairs for distinguishing
the two compositional parts to be an “attribute” and an
“object” [6]. In CZSL, only a portion of available compositions
are involved in training, whereas all attributes and objects
are seen during training, serving as a bridge to generalize to
unseen compositions in testing.

Different from conventional ZSL [30], the key challenge of
CZSL lies in the contextuality of attributes and objects [5],
[31] — two compositional parts are highly-dependent to each

This article has been accepted for publication in IEEE Transactions on Multimedia. This is the author's version which has not been fully edited and 

content may change prior to final publication. Citation information: DOI 10.1109/TMM.2022.3200578

© 2022 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See https://www.ieee.org/publications/rights/index.html for more information.
Authorized licensed use limited to: XIDIAN UNIVERSITY. Downloaded on August 25,2023 at 01:11:26 UTC from IEEE Xplore.  Restrictions apply. 



IEEE TRANSACTIONS ON MULTIMEDIA 3

Fig. 3. Schematic of the proposed DECA. Taken the image of wet dog as an example, we embed its attribute wet and object dog into Φa and Φo as its
attribute/object prototypes. All other attributes and objects in A and O are also embedded. Note that we only show each one of these (e.g., new and bike) in
this figure for brevity. Similarly, the composition wet dog, as well as other available compositions in Cs, is embedded into Φc as the composition prototypes.
As to the image, we first extract its feature and then map it into Φa, Φo, and Φc using three different transformations. In each embedding space, we regularize
the image embedding to be close to its corresponding prototype while far from the others.

other. Due to a large number of possible compositions, such
contextuality may scale into a huge generalization burden for
novel compositions. In light of this, early attempts [4], [32],
[33] often learn a transformation upon independent attribute
and object classifiers to infer novel compositions. Another line
of work proposes to model attributes as linear operators that
modify the state of an object [6]; these operators are further
regularized with a group of symmetric rules [7]. Similarly,
manifold-based methods [31], [34], [35] directly map images
and compositions into a shared embedding space with metric
learning regularization, without consideration of the difference
between attributes and objects. Some recent attempts [5], [36]–
[41] focus on the compatibility between attributes, objects, and
images that can be used to generalized to novel compositions.
A most recent line of works [42], [43] employ self/cross-
attention mechanism to model the relationships between at-
tributes and objects. While in [44], the authors proposed
to model CZSL with a causal graph, and impose indepen-
dence regularization to learn disentangled representations of
attributes and objects. A follow-up work [45] proposes a
prototype propagation graph to learn compositional prototypes
of novel attribute-object combinations. In this paper, similar
to [44], we also resort to a causal view of CZSL, yet we
provide a more generalized perspective that is totally different
from the one in [44], which will be detailed in Sec. III-B.

D. Causality and Causal Inference

Causality describes the generic relationship between an
effect and the cause that gives rise to it [46]–[48]. The study
of causality between variables, namely causal inference, has
been widely used in various real-world applications [49]–[51].
In recent years, researchers in machine learning communities
also resort to causality in data [52] to learn more robust
and interpretable models, e.g., image recognition [53], [54],
visual question answering [55], visual grounding [56], long-
tailed classification [57], few-shot learning [58], zero-shot
learning [59], and self-supervised learning [60].

In CZSL, a recent work [44] first proposes to address
the problem within a causal framework, by assuming that
attributes and objects are dependent to each other, leading
to poor generalization to unknown compositions in inference.

Accordingly, the key ingredient of this method is to disentan-
gle the latent representations between attributes and objects.
Considering the fact that contextuality plays an important role
between attributes and objects within each composition, we
argue that such disentanglement may be over-strict, leading
to the loss of intra-composition knowledge that is beneficial
to generalization. In this paper, we reconsider the causal
relationships among attributes, objects, and compositions, and
propose to model them using a decomposable causal graph
with relaxed regularization compared to [44].

III. APPROACH

We present in this section our proposed approach to address
CZSL. We first formally introduce the problem definition
of CZSL, followed by our novel decomposable causal view
(DECA) and its implementation. In the following, we use
capital letters (e.g., A) to denote random variables, and the
lowercase ones as their observed values (e.g., a).

A. Problem Definition

In CZSL, each image is composed of two primitive con-
cepts, i.e., an attribute (e.g., wet) and an object (e.g., dog).
Given A and O as two sets of attributes and objects, we
can compose a set of possible attribute-object pairs, i.e.,
C=A×O={(a, o) |a ∈ A, o ∈ O}. Accordingly, we denote
the training set as Ds = {(i, c) | i ∈ Is, c ∈ Cs}, in which
Is is an image set seen in training, and Cs is a subset of C
containing the corresponding labels. In conventional Zero-Shot
Learning, training and testing labels are non-overlapped, i.e.,
Cs ∩ Cu = ∅, where Cs, Cu are two subsets of C seen/unseen
in training. In this case, the model only needs to predict the
compositions drawn from Cu in testing [4]. While in this
paper, we follow the setting of generalized ZSL [61] where
a testing sample can be drawn from either seen or unseen
compositions (Cs ∪ Cu), which is more challenging due to
the larger prediction space and the dominant bias to seen
compositions [5]. In a nutshell, the aim of CZSL is to learn a
mapping I 7→ Cs ∪ Cu by training on {(Is, Cs)}, in which C
is composed of two primitive concepts drawn from A and O.
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B. A Decomposable Causal View (DECA)

In CZSL, models are required to estimate the likelihood
p(I = i |A= a,O= o) for image i conditioned on attribute a
and object o; for inference, we calculate

ĉ = (â, ô) = argmax
(a,o)∈C

p(i |a, o) (1)

as the prediction result for image i.
To describe the cause-effect relationship in CZSL, we follow

[44] to treat labels as causes of images, rather than their
effects, which underlies the image generation process and
also enables unseen composition recognition. We present in
Fig. 2a our proposed causal graph, where we use mediators
Ia and Io to pass the effects of A and O to I , similar to
[44]. This is achieved by learning two mappings from A and
O to attribute/object embedding spaces Φa and Φo, where
each attribute/object prototype is estimated from the images,
measured by p(ia | a) and p(io | o), for ia and io are two
representations encoding the attribute/object seen in image i.

To address contextuality between A and O, in [44] there is
a two-way causal relationship between attribute A and object
O, while in Fig. 2a we deem that A and O are not necessarily
correlated at the beginning, but instead entangled in mediators
Ia and Io as they co-determine what image I may look
like. Taken old dog and old car as examples, their common
attribute old can hardly be characterized without the object as
it appears distinctively when associated with different objects
— an old dog tends to have thinner and duller hair with cloudy
eyes, while an old car may be an old-fashioned one covered
with rust. This phenomenon also holds for objects, such as
ripe apple and sliced apple, in which a same object presents
distinct appearance under different attributes. In these cases,
it is extremely difficult to disentangle attributes from objects,
and vice versa, due to the intrinsic contextuality between them.
In light of this, each mediator (Ia or Io) is designed to respond
to both the attribute A and the object O. This design respects
the contextuality between A and O, and is free from the
explicit disentanglement between them, characterized as paths
A,O → Ia → I and A,O → Io → I in Fig. 2a.

It is tricky to model the causal effects using machine
learning building blocks given the current form of causal graph
in Fig. 2a. A possible option is to disentangle Ia from Io with
independence regularization on Φa and Φo [44]. However, a
direct disentanglement actually violates the correlative nature
of Ia and Io since they both have A and O as common causes.
In view of this, we divide the mediator Ia into two parts,
i.e., Iā and Iac, which respectively record the pure effect
of attribute A (e.g., the faded atmosphere of the attribute
old) and the effect of A influenced by the contextuality (e.g.,
the dull hair of an old dog and the rusty surface of an old
car). Likewise, Io is also divided into Iō and Ioc. Ideally,
the two pure effects Iā and Iō should be independent since
they are free from the influence of contextuality. Accordingly,
as shown in Fig. 2b, we introduce another mediator Ic to
address the contextuality by merging Iac and Ioc into a whole
since each of them is determined by both A and O. The
mediator Ic captures the composition effect of A and O, i.e.,
A,O → Ic → I , allowing the individual pure effects of A and

Algorithm 1: Training procedure of DECA.
Data: Training data Ds, temperature parameter τ
Result: Optimal φa(·), φo(·), φc(·), ϕa(·), ϕo(·), ϕc(·, ·)

1 Initialize: f(·), φa(·), φo(·), φc(·), ϕa(·), ϕo(·), ϕc(·, ·)
2 while not converged do
3 Sample a batch from Ds as images {ik}nk=1 with their

labels (attributes/objects) {(ak, ok)}nk=1;
4 for samples in the batch do
5 Extract visual features: x = f(i);
6 Map visual features to three embedding spaces:

xa = φa(x), xo = φo(x), xc = φc(x);
7 Map attributes/objects to three embedding spaces:

va = ϕa(a), vo = ϕo(o), vc = ϕc(a, o);
8 Calculate La, Lo, and Lc based on Eqs. (3) to (5);
9 end

10 L = 0.5× (La + Lo) + Lc;
11 Update network parameters using ∇L;
12 end

O to be better preserved in Iā and Iō. To achieve this, we learn
another mapping C 7→ Φc in addition to the existing A 7→ Φa

and O 7→ Φo, and rewrite the corresponding likelihood as
p(ic | a, o), p(iā | a), and p(iō | o), in which ic, iā, and iō are
three different representations of image i.

The transformed causal graph in Fig. 2b observes the
contextuality between A and O, which also serves as an
easy-to-implement proxy for the original graph in Fig. 2a.
Benefiting from its decomposable structure, we can easily
estimate the causal effects in three different embedding spaces
(Φa, Φo, and Φc) at two hierarchies as shown in Figs. 2c and
2d. Consequently, the final prediction is derived by summing
the three effects, and we can rewrite the inference rule (which
also holds in training) in Eq. (1) as

(â, ô) = argmax
(a,o)∈C

p(iā |a) p(iō |o) p(ic |a, o) . (2)

With our decomposable causal view, most existing works
can actually be regarded as a special case of our proposed
solution, which only consider part of the three causal effects,
i.e., either only attribute + object effects (Fig. 2c): [7], [44], or
only composition effect (Fig. 2d): [4]–[6], [35], [41]. We will
show in Sec. IV-B that solely considering part of the causal
effects leads to suboptimal results — only by obeying our
decomposable causal view to use all the three causal effects
can we achieve the optimal.

C. Implementation

1) Parameterization: Our whole pipeline is illustrated in
Fig. 3. The three mappings, i.e., A 7→ Φa, O 7→ Φo, and
C 7→ Φc, are parameterized by three neural networks ϕa(·),
ϕo(·), and ϕc(·, ·). Accordingly, we have va = ϕa(a) ∈ Φa,
vo = ϕo(o) ∈ Φo, and vc = ϕc(a, o) ∈ Φc as embedding
vectors in each embedding space. Notably, these embedding
vectors serve as prototypes that semantically characterize
attribute/object/composition representations.

For image i, we first extract its visual feature using a
standard convolutional neural network f(·), which maps I
into the visual feature space X , i.e., x = f(i). Naturally,
we expect that the observed attribute in image i would be
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TABLE I
DATASET DETAILS WITH RESPECT TO ATTRIBUTE/OBJECT NUMBERS, PAIR/IMAGE NUMBERS IN SEEN/UNSEEN SPLITS, AND IN VAL/TEST SETS.

Subset → Seen (S) Unseen (U) Val Set Test Set

Dataset ↓ Attr. Obj. Pairs Images Pairs Images Pairs (S/U) Images (S/U) Pairs (S/U) Images (S/U)

MIT-States [62] 115 245 1,262 34,562 700 19,191 300/300 1,844/8,576 400/400 2,380/10,615
UT-Zappos [63] 16 12 83 24,898 33 4,228 15/15 877/2,337 18/18 1,023/1,891

embedded close to its attribute prototype ϕa(a); the same with
its object and composition prototypes ϕo(o), ϕc(a, o). To do
so, we need three additional mappings X 7→ Φa,Φo,Φc that
further map the visual feature x into attribute, object, and
composition embedding spaces, i.e., xa=φa(x), xo=φo(x),
and xc = φc(x).

2) Training: Our training objective is to maximize the three
likelihood discussed in Sec. III-B, i.e., p(iā |a), p(iō |o), and
p(ic | a, o). With the above parameterization, this objective
can be achieved by ensuring that each image is embedded
closest to its three prototypes in the embedding spaces Φa, Φo,
and Φc. To this end, we adopt an InfoNCE-like loss function
that is widely-used in contrastive learning literature [64]–
[66]. However, we highlight that our formulation is different
from conventional contrastive learning which relies on strong
augmentations to achieve transformation consistency [67]–
[69]. On the contrary, ours is augmentation-free by treating
all attribute/object/composition prototypes as positive/negative
samples to each image in the three embedding spaces, which
enables fast convergence within an easy-to-implement formu-
lation. It is worth noting that our loss is in form similar to that
in CompCos [35], yet is motivated from a different perspective.
Our loss is designed to regularize the correlations between
visual features and the semantic prototypes in the three em-
bedding spaces at two levels: 1) the individual level and 2)
the composition level (Fig. 3). This design not only respects
the independence between the pure effects of attributes and
objects by separately constructing their prototypes, but also
addresses the contextuality by constructing the composition
prototype based on both attribute and object prototypes.

Specifically, given an image-label pair (i, c), or (i, (a, o)),
in training set Ds, we first embed the image into the three em-
bedding spaces as xa,xo,xc. At the same time, all attributes,
objects, and compositions in A, O, and Cs are embedded into
the three spaces as attribute/object/composition prototypes. For
attribute and object embeddings, we minimize the following
losses to ensure the largest similarities between xa,xo and
their corresponding attribute/object prototypes ϕa(a), ϕo(o):

La = − log
exp

(
⟨xa, ϕa(a)⟩/τ

)∑
a′∈A exp

(
⟨xa, ϕa(a′)⟩/τ

) , (3)

Lo = − log
exp

(
⟨xo, ϕo(o)⟩/τ

)∑
o′∈O exp

(
⟨xo, ϕo(o′)⟩/τ

) , (4)

where τ is a temperature parameter [70] that balances the
losses by scaling the model output, and ⟨·, ·⟩ represents the
similarity of two vectors; in this work we respectively exper-
iment on dot product, i.e., ⟨x,a⟩ = x·a = xaT, and cosine

similarity, i.e., ⟨x,a⟩ = x·a/∥x∥∥a∥. Similarly, we have

Lc = − log
exp

(
⟨xc, ϕc(a, o)⟩/τ

)∑
(a′,o′)∈Cs exp

(
⟨xc, ϕc(a′, o′)⟩/τ

) , (5)

which ensures xc to be closest to its corresponding composi-
tion prototype ϕc(a, o). Finally, we linearly combine the above
losses as the training objective for DECA:

L = 0.5× (La + Lo) + Lc . (6)

As discussed earlier in Sec. III-B, Iā and Iō in Fig. 2c
should be independent as they capture the pure individual
effects free from the influence of contextuality. Our proposed
DECA does not involve any explicit regularization to guarantee
this independence as in prior works Causal [44] and Proto-
Prop [45]. In fact, we have also tried such extra regularization,
yet with no obvious benefit (also no obvious harm). We hy-
pothesize that our separate modularization of the three causal
effects already implicitly promotes the independence, due to
the intrinsic difference between the learned manifolds of the
embedding spaces under distinct training objectives, which en-
courage an implicit disentanglement among attributes, objects,
and compositions by aligning different visual features with
different semantic prototypes in different embedding spaces.

3) Inference: The inference takes place in both Cs and Cu.
Similar to in training, we embed an image as xa,xo,xc, and
compare them with all available attribute/object/composition
prototypes mapped from A, O, and C; then the attribute
and object of the most similar prototypes are taken as the
prediction. The inference rule, also depicted in Eq. (2), can be
parameterized as

(â, ô) = argmax
(a,o)∈C

α
(
⟨xa, ϕa(a)⟩+⟨xo, ϕo(o)⟩

)
+ (1−α)⟨xc, ϕc(a, o)⟩ ,

(7)

where α ∈ [0, 1] trades off between the two parts of causal
effects (Figs. 2c and 2d) in inference.

IV. EXPERIMENTS

A. Experimental Setup

1) Datasets: Our proposed DECA is evaluated on two
CZSL benchmark datasets, i.e., MIT-States [62] and UT-
Zappos [63].

MIT-States contains 53,753 everyday images, e.g., “cute cat”
and “tall building”, with 115 attributes and 245 objects in total.
MIT-States has 1962 available attribute-object pairs, in which
1262 pairs are seen in training, leaving the other 700 pairs
unseen. UT-Zappos contains 50,025 images of shoes, e.g.,
“canvas slippers” and “rubber sandals”, with 16 attributes and
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TABLE II
ABLATION STUDY. RESULTS ARE REPORTED IN SEEN/UNSEEN COMPOSITION RECOGNITION ACCURACY (%) IN VALIDATION SETS

OF MIT-STATES AND UT-ZAPPOS. BEST AND SECOND-BEST RESULTS ARE HIGHLIGHTED IN EACH COLUMN.

Dataset → MIT-States UT-Zappos

# Method ↓ Attr. Obj. Seen Unseen HM AUC Attr. Obj. Seen Unseen HM AUC

(1) w/o Φa 30.1 36.5 30.1 28.5 20.7 6.6 49.4 73.4 60.0 65.7 55.1 37.1
(2) w/o Φo 31.8 33.5 30.0 27.7 19.9 6.3 62.4 63.4 61.6 63.7 45.9 31.1
(3) w/o Φc 29.7 32.5 26.0 25.2 17.7 4.9 52.8 73.2 62.1 67.4 51.9 36.4
(4) w/o Prior 31.8 36.1 31.2 28.6 20.9 6.9 55.0 73.1 61.8 70.2 55.8 39.6
(5) Dot Product 30.8 35.9 30.3 28.6 20.2 6.6 61.7 71.3 61.0 69.5 53.5 37.9
(6) Cosine (Full DECA) 32.1 36.1 30.6 28.9 21.0 6.9 56.2 71.8 61.5 69.5 55.8 39.7
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Fig. 4. The impact of α in Eq. (7). Results are reported in seen/unseen composition recognition accuracy (%).

12 objects. In UT-Zappos there are 116 attribute-object pairs,
83 pairs of which are used for training, while the other 33
pairs are unseen in training.

We follow the widely-adopted protocol [5] to prepare train/-
val/test splits. For MIT-States, we use 30,338 images from
1262 seen pairs for training, 10,420 images from 300 seen and
300 unseen pairs for validation, and 12,995 images from 400
seen and 400 unseen pairs for test. For UT-Zappos, the training
set contains 22,998 images from 83 seen pairs; the validation
set contains 3214 images from 15 seen and 15 unseen pairs;
the test set contains 2914 images from 18 seen and 18 unseen
pairs. The dataset details are summarized in Tab. I.

2) Evaluation Metrics: We evaluate the performance ac-
cording to prediction accuracy for recognizing seen and unseen
attribute-object pairs. Following [5], we compute the best ac-
curacy in two situations, namely, 1) Seen, only testing on seen
pairs; 2) Unseen, only testing on unseen pairs. Accordingly,
we can compute 3) Harmonic Mean (HM) of the two metrics:

AccHM = 2× AccSeen ×AccUnseen

AccSeen +AccUnseen
, (8)

which balances the performance between seen and unseen
accuracy. Finally, we compute 4) Area Under the Curve (AUC)
to quantify the overall performance of both seen and unseen
accuracy. Following [5], [61], we use a calibration bias to trade
off between the prediction scores of seen and unseen pairs; as
the calibration bias varies, we can draw a seen-unseen accuracy
curve on which the AUC metric can be computed.

3) Implementation Details: We summarize our core imple-
mentation in Algorithm 1. For the image encoder f(·), we
follow [5], [7], [35] to use a ResNet-18 [71] pre-trained on
ImageNet [72] without fine-tuning for fair comparison with the
prior work. We also provide in Tabs. III and IV the results
with the image encoder fine-tuned for comprehensive eval-
uations over state-of-the-art competitors. To achieve that, we

reimplement the involved methods using the official code with
the optimal hyperparameters, and report the results averaged
over three random seeds.

The three visual mappings φa(·), φo(·), and φc(·)
are implemented as two-layer fully-connected networks on
top of the image encoder f(·), with LayerNorm [73],
ReLU [74] activation and Dropout [75] applied after
the first layer. Attribute/object mappings ϕa(·) and ϕo(·)
are implemented as word embedding functions. Follow-
ing [35], [41], the word embeddings are initialized with
300-dimensional Word2Vec [76] embeddings for UT-Zappos,
and 600-dimensional Word2Vec+fastText [77] embeddings for
MIT-States. For mapping compositions, i.e., ϕc(·), we first ob-
tain attribute and object embeddings (i.e., ϕa(a) and ϕo(o)) for
each composition, and then feed their concatenation to a fully-
connected layer that reduces the dimension to its half, i.e., the
same with other embeddings. Note that a (rationally) larger
embedding dimension almost always means better recognition
performance, and thus we strictly follow prior work [35], [41]
to keep the dimension intact for both visual and linguistic
embeddings, i.e., 600 for MIT-States and 300 for UT-Zappos.

The whole model, except the fixed image encoder, is trained
using Adam optimizer [78] with batch size of 256, learning
rate of 5×10−4, and weight decay of 5×10−5, within 50 epochs.
When using cosine similarity for ⟨·, ·⟩ in Eqs. (3) to (5), the
temperature parameter τ is set to 0.05 and 0.02 for MIT-
States and UT-Zappos, respectively; when using dot product,
we simply set τ = 1 for both datasets. Unless otherwise
mentioned, we use cosine similarity by default. In inference,
α in Eq. (7) is respectively set to 0.2 and 0.4 for MIT-States
and UT-Zappos. Our model is implemented using PyTorch on
an NVIDIA TITAN Xp GPU, and the code is available on
https://github.com/muliyangm/DeCa.
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TABLE III
COMPARISON WITH STATE-OF-THE-ART BASELINES IN MIT-STATES. RESULTS ARE REPORTED IN SEEN/UNSEEN COMPOSITION RECOGNITION

ACCURACY (%). †FINE-TUNING THE IMAGE ENCODER DURING TRAINING. BEST AND SECOND-BEST RESULTS ARE HIGHLIGHTED IN EACH COLUMN.

Protocol → Val AUC Test AUC Test

Method ↓ Venue ↓ Top 1 Top 2 Top 3 Top 1 Top 2 Top 3 Seen Unseen HM

RedWine [4] CVPR’17 2.9 7.3 11.8 2.4 5.7 9.3 20.7 17.9 11.6
AttrAsOp [6] ECCV’18 2.5 6.2 10.1 1.6 4.7 7.6 14.3 17.4 9.9
LabelEmbed+ [6] ECCV’18 3.0 7.6 12.2 2.0 5.6 9.4 15.0 20.1 10.7
TMN [5] ICCV’19 3.5 8.1 12.4 2.9 7.1 11.5 20.2 20.1 13.0
SymNet [7] CVPR’20 4.3 9.8 14.8 3.0 7.6 12.3 24.4 25.2 16.1
Causal [44] NeurIPS’20 1.7 4.0 5.9 1.5 3.4 5.3 17.5 11.8 9.5
CGE [41] CVPR’21 6.8 – – 5.1 – – 28.7 25.3 17.2
CompCos [35] CVPR’21 5.9 13.4 19.8 4.5 10.9 16.5 25.3 24.6 16.4
ProtoProp [45] NeurIPS’21 4.1 9.5 14.4 2.7 7.0 11.3 19.2 20.4 12.6

DECA (Ours) – 6.9 14.9 21.6 5.3 12.4 18.5 29.8 25.2 18.2

Causal† [44] NeurIPS’20 2.4 4.9 6.7 1.9 4.3 6.5 19.5 13.2 10.6
CGE† [41] CVPR’21 8.2 17.2 24.2 6.5 14.3 20.6 32.9 27.1 20.0
CompCos† [35] CVPR’21 7.3 15.6 21.9 5.7 12.8 18.7 29.4 26.8 18.8
ProtoProp† [45] NeurIPS’21 4.7 10.4 15.2 3.1 7.8 11.9 23.9 18.8 13.7

DECA† (Ours) – 8.3 17.1 24.2 6.6 14.7 22.2 32.2 27.4 20.3

TABLE IV
COMPARISON WITH STATE-OF-THE-ART BASELINES IN UT-ZAPPOS. RESULTS ARE REPORTED IN SEEN/UNSEEN COMPOSITION RECOGNITION

ACCURACY (%). †FINE-TUNING THE IMAGE ENCODER DURING TRAINING. BEST AND SECOND-BEST RESULTS ARE HIGHLIGHTED IN EACH COLUMN.

Protocol → Val AUC Test AUC Test

Method ↓ Venue ↓ Top 1 Top 2 Top 3 Top 1 Top 2 Top 3 Seen Unseen HM

RedWine [4] CVPR’17 30.4 52.2 63.5 27.1 54.6 68.8 57.3 62.3 41.0
AttrAsOp [6] ECCV’18 21.5 44.2 61.6 25.9 51.3 67.6 59.8 54.2 40.8
LabelEmbed+ [6] ECCV’18 26.4 49.0 66.1 25.7 52.1 67.8 53.0 61.9 40.6
TMN [5] ICCV’19 36.8 57.1 69.2 29.3 55.3 69.8 58.7 60.0 45.0
SymNet [7] CVPR’20 25.9 – – 23.4 – – 49.8 57.4 40.4
Causal [44] NeurIPS’20 21.0 43.4 58.3 24.3 47.1 62.0 59.1 51.8 40.5
CGE [41] CVPR’21 38.7 – – 26.4 – – 56.8 63.6 41.2
CompCos [35] CVPR’21 38.6 60.1 71.8 28.7 55.9 72.5 59.8 62.5 43.1
ProtoProp [45] NeurIPS’21 31.6 52.0 65.5 23.2 47.3 63.2 54.1 54.7 38.8

DECA (Ours) – 39.7 61.5 73.6 31.6 58.2 73.7 62.7 63.1 46.3

Causal† [44] NeurIPS’20 30.8 54.2 63.9 26.7 51.2 65.3 62.2 53.4 43.5
CGE† [41] CVPR’21 41.8 64.1 77.4 34.7 64.7 78.1 62.6 67.8 49.5
CompCos† [35] CVPR’21 42.4 66.0 77.4 35.2 64.9 78.4 64.5 67.5 49.5
ProtoProp† [45] NeurIPS’21 39.6 61.9 75.2 34.2 60.3 74.1 61.0 64.9 50.1

DECA† (Ours) – 42.8 66.1 78.2 37.0 65.2 78.6 64.0 68.8 51.7

B. Ablation Study
We ablate our DECA to evaluate the effectiveness of each

proposed module. The ablation study is conducted in the
validation set of both datasets — we only use the test set
for comparison with state of the arts when parameter tuning
is done in the val set. The results are summarized in Tab. II
and Fig. 4, w.r.t. the following two aspects.

1) Embedding Spaces: We first study the effects of Φa,
Φo, and Φc, corresponding to (1)–(3) in Tab. II. Specifically,
we exclude a certain embedding space in both training and
inference, and report in Tab. II the results in terms of six eval-
uation metrics, with additional attribute/object classification
accuracy apart from the four metrics introduced in Sec. IV-A2.
Compared to our full model (6), all three embedding spaces
contribute to compositional recognition results, indicating the

necessity to incorporate all three causal effects in inference.
As to the three embedding spaces, from (2) and (3) we can
observe that Φo is more important in UT-Zappos, while the
same case is Φc in MIT-States. This is mainly because of the
distribution difference between the two datasets: The images
in MIT-States present significant visual diversity, in terms
of different backgrounds, postures, lighting, etc., while UT-
Zappos contains only same-orientated shoe images with white
background; further, MIT-States contains much more attributes
(115) and objects (245) while the statistic of UT-Zappos is
16 and 12. As a result, it can be difficult to learn accurate
object prototypes in MIT-States, while this is not the case
for UT-Zappos. Due to the large visual diversity of attributes,
Φa seems to be overall less advantageous, yet still, far from
negligible. In general, our decomposable causal view takes
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Fig. 5. t-SNE [79] visualizations of attribute/object/compositional embedding spaces. The visualized samples are all from the test set of MIT-States, marked
with various colors for different attributes/objects/compositions, and different shapes for seen/unseen compositions. Best viewed in color.

all considerations of the factors needed to recognize compo-
sitional concepts, and thus is less sensitive to the distribution
difference in the datasets, as we will further show in Sec. IV-C.

We also report in (4) the results without prior word em-
bedding (e.g., Word2Vec, discussed in Sec. IV-A3) to ini-
tialize attribute and object mappings, i.e., ϕa(·) and ϕo(·). It
shows that our method is able to learn promising embeddings
without the prior guidance that is requisite for many former
approaches [5], [41].

Additionally, we show in (5) and (6) that a cosine similarity
is slightly better than dot product in Eqs. (3) to (5) for learning
the embedding spaces. This is also observed in other low-
shot learning literature [80], [81] that a normalized similarity
generalizes better to unfamiliar distributions.

It is worth noting that our full model in (6) does not
always achieve the best performance in single attribute/object
concepts, especially in UT-Zappos. Due to the existence of
spurious correlations, a naı̈ve baseline can easily overfit to
single concepts, achieving superior performance in classi-
fying attributes (objects), yet manifesting poor performance
in objects (attributes). In contrast, the proposed DECA is
designed to tune down the causal effect of single concepts
by incorporating all three effects of attributes, objects, and
compositions. This design may decrease the classification
accuracy of single concepts, yet is helpful when classifying
both attributes and objects, resulting in superior performance
in CZSL.

2) Inference Rule: We study the impact of α in Eq. (7) after
our full model is trained. Concretely, α controls the proportion
of causal effects to use in inference, i.e., how much we should
trust attribute, object, and composition effects, respectively.
In this work, we equally treat attribute and object effects
for brevity, despite that carefully tuning their proportion will
arguably lead to better accuracy.

As two extreme cases, when α=0, only composition effect
is used in inference; when α = 1, we only use the sum of
attribute and object effects. We report in Fig. 4 the results
when α ∈ [0, 1] with a 0.1 interval. As can be observed,
in MIT-States, the recognition accuracy reaches its peak in
terms of both HM and AUC metrics when α equals 0.2; in
UT-Zappos, the value is 0.4. A possible explanation is that
the composition effect provides more precise decision signal
than the attribute/object effect since only a small fraction

of all possible attribute-object combinations are involved in
MIT-States as compositional concepts; in contrast, UT-Zappos
contains most of the possible combinations, such that the side
information provided by the attribute/object effect can be of
more help to compositional generalization.

Another important observation is that solely using the com-
position effect (α=0) is always better than using the sum of
attribute and object effects (α=1). The main reason is that, the
goal of CZSL is to correctly classify compositional concepts
(corresponding to the composition effect) rather than single
attribute/object concepts (corresponding to the attribute/object
effect), while separately modeling them disregards their con-
textuality that is crucial to compositional generalization. Still,
using the three effects altogether reaches the optimal, which
incorporates the contextuality as well as the unique primitive
knowledge that is beneficial to generalization.

C. Comparison with State of the Arts

We compare our proposed DECA with nine state-of-the-art
baselines, which are introduced below.

1) RedWine [4] trains linear SVMs for attribute/object
primitives and then transforms their weight parameters using
a neural network for recognizing unseen compositions.

2) AttrAsOp [6] regards attributes as operators, modeling
compositions as attribute-guided transformations of objects.

3) LabelEmbed+ [6] concatenates attributes and objects as
compositions after embedding them using GloVe [82].

4) TMN [5] proposes modularized networks by dividing the
task of recognizing unseen compositions into sub-tasks.

5) SymNet [7] resorts to the group theory by leveraging the
symmetric principles when composing attribute-object pairs.

6) Causal [44] learns disentangled representations between
attributes and objects inspired by a causal view.

7) CGE [41] uses Graph Neural Networks to model the
long-term dependence between attributes and objects.

8) CompCos [35] directly maps the attribute-object compo-
sitions and visual features into a common embedding space.

9) ProtoProp [45] proposes a prototype propagation graph
method with independent constraints on attributes and objects.

We report the results in Tabs. III and IV, respectively for
MIT-States and UT-Zappos, from which we can observe that
our proposed DECA consistently outperforms all baselines in
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Fig. 6. Retrieval results of unseen compositions from test set images of MIT-States. We show retrieved images of the same compositions using different
inference rules. Correct and incorrect primitives are marked in green and red under each retrieved image, respectively. Best viewed in color.

terms of both HM and AUC metrics. Notably, most base-
lines are sensitive to data distributions, i.e., only performing
favorably in either MIT-States or UT-Zappos. For instance,
TMN [5] achieves the highest test AUC of 29.3 among all
baselines in UT-Zappos, while only reaching 2.9 in MIT-
States, less than two thirds of that of CGE [41], the best
baseline in MIT-States. This also occurs in the newer baselines,
e.g., SymNet [7] and CGE, both favoring MIT-States. As to
Causal [44] and ProtoProp [45], they both show competitive
performance in UT-Zappos yet fail to produce favorable results
in MIT-States. The reason can be the huge difference between
the two datasets: MIT-States is a large-scale real-world dataset
with thousands of compositional concepts, while UT-Zappos
is a much simpler one with 100+ compositions of shoe images
that are less ambiguous, as discussed earlier in Sec. IV-B. In
contrast, the proposed DECA performs well in both datasets,
demonstrating the superiority and broad applicability of our
decomposable causal view.

D. Qualitative Evaluations

1) Embedding Space Visualizations: We show in Fig. 5
the t-SNE [79] visualizations of the three embedding spaces.
Considering the huge amount of available concepts (cf. Tab. I),
we randomly choose subsets of attributes/objects/compositions
with 1) a broad concept span and 2) sufficient image sam-
ples for clear visualizations of the three embedding spaces.
In Fig. 5a, due to the ambiguous nature of attributes, the
embedding space seems to be cluttered with small clusters,
while in Fig. 5b we can observe clearer clusters since objects,
corresponding to physical entities, are more separable than
attributes. Finally, in Fig. 5c, samples are tightly clustered
since they are directly labeled as compositions, which most
accurately characterize the data points other than single at-
tributes or objects; we can also observe that similar concepts
are grouped together, roughly forming super categories such

as buildings and animals. Still, there exist hard-to-separate
samples within the compositional space in Fig. 5c; by lever-
aging all three causal effects we can better recognize unseen
compositions (cf. Tab. II) benefiting from the complementary
properties of the three embedding spaces, which further vali-
date the rationale of our proposed DECA.

2) Retrieval Results: In Fig. 6, we show retrieval results
to qualitatively evaluate our proposed DECA w.r.t. different
inference rules, as complementary to previous ablations in
Tab. II and Figs. 4 and 5. Specifically, we show in each
row the retrieved images using different causal effects by
tweaking Eq. (7), i.e., full effect, composition effect, object
effect, and attribute effect, respectively from top to bottom.
In general, different effects capture different visual patterns.
This is especially obvious in the last two rows, e.g., when
retrieving sliced fruit, the attribute effect actually focuses on
the “sliced” pattern, and it is fairly interesting to see bananas
in the results, for which we deem that the model might think
stacked bananas visually resembles “sliced”. Again, the above
results validate the effectiveness of our decomposable causal
view, in both quantitative and qualitative ways.

V. CONCLUSION

In this paper, we present a novel decomposable causal view
(DECA) of Compositional Zero-Shot Learning (CZSL). The
core idea lies in our causal model that characterizes how
compositional concepts are formed. Therein we highlight the
indispensable role of contextuality between primitive concepts.
To learn a causal model that recognizes this contextuality,
we propose to approximate the total causal effect with three
decomposable ones. An easy-to-implement pipeline is further
developed to model these causal effects. We evaluate our
proposed DECA on two CZSL benchmarks, showing substan-
tial superiority over all state-of-the-art baselines. For future
work, we consider probing more fine-grained causal effects
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in various situations concerning compositional generalization,
especially when multiple visual attributes/objects are involved.
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