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Abstract
Large language models (LLMs) are increasingly
being used as decision aids. However, users have
diverse values and preferences that can affect
their decision-making, which requires novel meth-
ods for LLM alignment and personalization. Ex-
isting LLM comparison tools largely focus on
benchmarking tasks, such as knowledge-based
question answering. In contrast, our proposed
ALIGN system focuses on dynamic personal-
ization of LLM-based decision-makers through
prompt-based alignment to a set of fine-grained at-
tributes. Key features of our system include robust
configuration management, structured output gen-
eration with reasoning, and several algorithm im-
plementations with swappable LLM backbones,
enabling different types of analyses. Our user
interface enables a qualitative, side-by-side com-
parison of LLMs and their alignment to various
attributes, with a modular backend for easy al-
gorithm integration. Additionally, we perform
a quantitative analysis comparing alignment ap-
proaches in two different domains: demographic
alignment for public opinion surveys and value
alignment for medical triage decision-making.
The entire ALIGN framework is open source and
will enable new research on reliable, responsible,
and personalized LLM-based decision-makers.
The entire ALIGN framework is open source, with
the source code available on our ALIGN System
Github and ALIGN App Github.

1. Introduction
Aligning artificial intelligence (AI) decision-makers
(ADMs) to human decision-makers is a critical and chal-
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Figure 1. ALIGN system overview. Across different application
domains, ALIGN enables reliable and responsible personalization
of LLM-based decision-makers via alignment to a set of fine-
grained attributes.

lenging task. This alignment is essential for human trust
in AI algorithms, as it enables humans to guide algorithms
toward their desired outcomes (Scherrer et al., 2023). One
potential solution is to dynamically align algorithms to dif-
ferent fine-grained attributes that capture distinct user prefer-
ences. These aligned ADMs are then able to make decisions
conditioned on a set of user-defined attributes, e.g., high
fairness in the medical triage domain (Hu et al., 2024). For
algorithms to be trusted, users must be confident that these
systems can be personalized to accurately reflect their values
in real-world scenarios. However, aligning AI systems with
human values remains a difficult problem for large language
models (LLMs). While novel approaches to address this
alignment challenge have been proposed (Sorensen et al.,
2024b;a; Feng et al., 2024; Moon et al., 2024; Hu et al.,
2024), an overall framework comparing these approaches
has yet to be introduced.
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We present ALIGN, a modular framework designed for
enabling personalized LLM-based decision-makers and
comparing various approaches to human-aligned decision-
making (Figure 1). ALIGN facilitates comprehensive eval-
uation of different alignment algorithms through an inter-
active User Interface (UI) that allows for easy and direct
comparison of models. The UI enables users to examine
both the inputs and outputs of algorithms and directly com-
pare LLM prompts, helping to assess their impact on overall
decision-making. This functionality can also assist in the
development of new alignment approaches.

While systems have been developed to evaluate the problem-
solving capabilities of LLMs (Clark et al., 2018; Zellers
et al., 2019; Lin et al., 2022; Hendrycks et al., 2021; Sak-
aguchi et al., 2019; Cobbe et al., 2021), these primarily ad-
dress multiple-choice questions with a single correct answer.
In contrast, our system focuses on personalizing LLMs via
dynamic alignment to a set of fine-grained attribute targets.
To support generalization, ALIGN is designed to assess text-
based decision-making scenarios in a domain-agnostic man-
ner. We demonstrate its application to two distinct domains:
public opinion surveys and medical triage decision-making.
We have also integrated multiple ADMs into ALIGN, includ-
ing an unaligned baseline LLM approach, a prompt-aligned
approach (Hu et al., 2024), and a Kaleido pluralistic align-
ment approach (Sorensen et al., 2024a).

Our main contributions include:
1. An interactive tool for comparing the alignment of

different LLM-based decision-making algorithms.
2. Novel modular ALIGN back-end features that support

easy integration of various configurations of ADMs,
LLMs, and attributes.

3. Demonstration of our software on two different do-
mains: demographic alignment in public opinion sur-
veys and value alignment in medical triage decision-
making.

4. Qualitative and quantitative analysis of three different
ADMs with four different LLM backbones in both
domains.

2. Related Work
LLM Comparison Tools. Our work is most closely related
to tooling developed to support LLM test and evaluation.
Several interactive tools have been developed to enable anal-
ysis at both the input and output stages of the model. LLM
Comparator (Kahng et al., 2024) allows automatic side-by-
side comparison of model outputs, along with the compu-
tation of associated visual analytics, in an easy-to-use and
customizable dashboard. ChainForge (Arawjo et al., 2024)
focuses on the impact of model inputs by creating a visual
programming environment to support prompt engineering
tasks, enabling the evaluation of the robustness of prompts

and models. EvalLLM (Kim et al., 2024) also supports
prompt engineering workflows, helping users iteratively re-
fine prompts based on user-defined criteria. These tools
enable side-by-side comparison of model outputs, along
with additional analysis. Our tool goes beyond this function-
ality by enabling in-depth ADM and alignment comparison
across attributes, which is required to get a comprehensive
understanding of ADM performance and potential improve-
ments.

Pluralistic Value Alignment. When developing AI mod-
els, a critical question arises as to whose values are being
represented and whether these models can be aligned to
serve people with diverse values and perspectives. Initial
work focused on aligning to overall demographics, person-
alities, etc. to ensure AI systems address the diverse needs
of all people (Durmus et al., 2023; Jiang et al., 2024). As
an extension, our work is related to the emerging field of
modeling value pluralism in AI, including LLMs, starting
with the Kaleido model (Sorensen et al., 2024a) integrated
in ALIGN. Recently, attention has been drawn to pluralis-
tic alignment (Sorensen et al., 2024b). Several preliminary
approaches have already been proposed, including work
on modular pluralism (Feng et al., 2024), persona-based
alignment techniques (Moon et al., 2024), and prior work
on alignment to various diverse decision-making attributes
in the medical triage domain (Hu et al., 2024).

LLM Prompt Engineering and Reasoning. Planned ad-
ditions to ALIGN includes ADMs leveraging the few-shot
learning capabilities of LLMs (Brown et al., 2020). This
will allow for incorporation of information about attributes
directly into the prompt, allowing users to steer and ground
the outputs on specific attributes without retraining or fine-
tuning the model. Extensions of this approach include use
of in-context learning that provides other few-shot example
demonstrations of input/output pairs, enabling the LLM to
better learn the structure of the task without directly training
on the data (Dong et al., 2022). Finally, chain-of-thought
can be used to guide model outputs through a series of sim-
pler intermediate reasoning steps (Wei et al., 2022). The
reasoning traces can either be hand-crafted or generated
synthetically by another LLM (Singhal et al., 2023; Nori
et al., 2023).

3. ALIGN System
3.1. Core Software Framework

The ALIGN system framework is an open source Python
module that allows users to: (1) implement and configure
ADMs, and (2) run ADMs through a series of questions
via a dataset interface (see Figure 2). The dataset interface
provides domain-specific information for a given scenario.
In the medical triage domain, this may include a high-level
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Figure 2. ALIGN system architecture. ALIGN provides an in-
teractive user interface for comparing aligned model outputs, sup-
ported by a modular backend containing various alignment ap-
proaches. User-customizable configurations manage LLM model
parameters, prompt templates, and structured generation outputs.

text description of the situation, patient descriptions along
with vital signs and injuries, as well as available treatment
supplies. In the demographic attribute alignment domain,
this is an open-ended survey question that evokes diverse
views or opinions. Alignable ADMs also utilize an attribute
alignment target to guide the decision-making process.

Configuration management. The ALIGN system code is
designed to be highly configurable and abstracts away the
data interface and bookkeeping to facilitate rapid develop-
ment and testing of new ADMs and the integration of a
wide variety of LLM backbones, datasets, and attributes.
We leverage the Hydra (Yadan, 2019) library to manage
our application configuration and to provide a mechanism
to track experimental algorithm configurations (via Hydra
Experiments). With this configuration setup, users can swap
LLM backbones, alignment targets, and other ADM pa-
rameters with a single argument change, either through the
user interface, the command line, or by capturing a new
experiment file.

Integrating a new ADM into the system only requires im-
plementing a single function called choose action that
takes in the current scenario, a list of possible choices, and
optionally (in the case of aligned decision-making algo-
rithms), an alignment target. Parameter values specific to
each ADM are defined using a default Hydra (Yadan, 2019)
configuration file. The run align system driver script
handles setting up the dataset interface, logging, and calling
choose action for the algorithm at each decision point.

Structured generation with reasoning. The ALIGN sys-
tem is capable of handling new domains and datasets by
either formatting the data into a structured JSON format
expected by the system (minimally including the scenario in-
formation and possible choices), or by adding a new dataset
interface component. Optionally, new prompt templates can
be provided to the ADMs at configuration time to better
handle the new domain or dataset.

One commonly encountered challenge is correctly parsing
unstructured information, e.g., which choice was selected,
from the raw LLM output. We addressed this challenge
by integrating the Outlines library (Willard & Louf, 2023)
into our algorithms, which allows us to specify a structured
output schema (i.e., a JSON schema) that constrains the
LLM-generated output. Structured generation also enables
the use of reasoning traces, including forcing the model to
generate its reasoning before making a final decision, result-
ing in a more interpretable system. Outlines also provides an
easy way to manage different prompt templates and extend
them for more complex workflows.

Available implementations. We have several ADMs, in-
corporating a variety of alignment techniques, that are im-
plemented and currently available in the ALIGN system. In
this paper, we demonstrate the following ADMs:

• The Baseline ADM serves as an unaligned baseline for
comparison. In this approach, the LLM is prompted to
choose the most appropriate choice given the scenario,
without utilizing an attribute alignment target.

• The Prompt-Aligned ADM builds on the baseline
ADM by enabling alignment to target attributes via
zero-shot prompting. Similar to our previous ADM
implementation (Hu et al., 2024), this is achieved via
system prompts for aligned decision-making.

• The Kaleido ADM adapts Value Kaleidoscope
(Sorensen et al., 2024a) for aligned decision-making by
probing the Kaleido model for attribute relevance and
valence values for each possible choice in the scenario.

For our experiments, we set a specific random seed to ensure
reproducibility. We also employ greedy decoding instead
of sampling-based techniques to ensure deterministic re-
sponses. Settings such as the random seed and decoding
method are fully configurable options within ALIGN.

4. Application Domains
To demonstrate the capabilities of the ALIGN system, we
explore two distinct applications: demographic alignment
on the OpinionQA dataset (Santurkar et al., 2023) and value-
based medical triage decision-making on the Medical Triage
Alignment (MTA) dataset (Hu et al., 2024).
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Figure 3. Screenshot of the Trame-based (Jourdain et al., 2025) ALIGN system demo app showing an example comparison workflow for a
(A) Baseline ADM vs (B) Aligned ADM with alignment to the high moral desert attribute from the Medical Triage Alignment (MTA)
dataset. Different components of the user interface are annotated for emphasis (best viewed electronically with zoom).

4.1. OpinionQA Demographic Alignment

The OpinionQA dataset (Santurkar et al., 2023) is based on
public opinion polls from the Pew Research Center’s Amer-
ican Trends Panel survey, with participant responses linked
to different demographic attributes. For our experiments, we
use a subset of the data converted into a steerable benchmark
for testing pluralistic alignment (Feng et al., 2024). We fo-
cus on the following six demographic attributes: geographic
region (CREGION Northeast, CREGION South), educa-
tion level (EDUCATION College graduate/some postgrad,
EDUCATION Less than high school), and income level
(INCOME $100,000 or more, INCOME Less than $30,000).
Additional information on these attributes is provided in
Appendix A.

4.2. Medical Triage Value Alignment

Medical triage requires complex decision-making in critical
life-or-death situations where there is often no single correct
answer. This makes the domain an ideal test bed for eval-
uating value-based decision-making algorithms. Hu et al.
(2024) introduced the Medical Triage Alignment (MTA)
dataset consisting of medical triage scenarios, where each
scenario consists of a background context, a question, and
multiple answer choices corresponding to decisions aligned

to different attributes. This dataset included the following
six decision-making attributes: protocol focus (PF), fair-
ness (F), risk aversion (RA), continuing care (CC), moral
desert (MD), and utilitarianism (U). Full definitions of these
attributes are provided in Appendix A.

5. Qualitative Analysis via User Interface
The user interface, built on the open source Trame (Jourdain
et al., 2025) framework, enables qualitative evaluation of
different ADMs and alignment approaches, based on the
following workflow:

1. Load a dataset of decision-making scenarios and select
a specific scenario.

2. Load the specified ADM and LLM backbone and op-
tionally select an attribute alignment target (e.g. high
moral desert).

3. Load the appropriate system prompt based on the
choice of ADM and alignment target.

4. Generate the response with the chosen action and justi-
fication for the given prompt.

The user interface allows users to select from different
datasets, LLM backbones, ADMs, and attribute alignment
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Mistral-7B-Instruct-v0.3 Llama-3.1-8B-Instruct
Reg NE Reg S EduCol EduSch Inc100k Inc30k Mean Reg NE Reg S EduCol EduSch Inc100k Inc30k Mean

Unaligned 44.3 52.5 50.0 47.6 49.1 42.3 47.6 53.7 49.2 48.2 37.8 50.9 43.4 47.2
Aligned 51.7 54.2 58.9 52.4 60.0 49.2 54.4 55.7 45.8 55.4 41.5 46.4 47.6 48.7

Qwen2.5-32B-Instruct Llama-3.3-70B-Instruct
Unaligned 53.2 50.8 55.4 51.2 50.9 52.9 52.4 59.6 61.0 53.6 52.4 70.0 55.0 58.6
Aligned 55.7 61.0 60.7 52.4 61.8 52.4 57.3 60.6 59.3 62.5 56.1 56.4 58.2 58.8

Table 1. Demographic alignment on the OpinionQA dataset (Santurkar et al., 2023). Per-attribute and mean alignment accuracy (%)
across the baseline (unaligned) and attribute-aligned models. Attributes are geographic region (Reg), education level (Edu), and income
level (Inc).

targets. By default, each ADM and attribute pairing has
a predefined system prompt format that is loaded into the
prompt and action-choice text fields. The ALIGN system
parses scenarios in the structured data and converts them
into coherent decision-making prompts. Example system
prompts for the baseline and structured ADMs are provided
in Appendix B. Prompt-response comparison is supported
by the UI, with the ability to show the outputs of two differ-
ent configurations side by side.

Figure 3 shows a screenshot of the demo app, illustrating
the ADM comparison workflow within the medical triage
domain. A comparison between the (A) Baseline and (B)
Prompt-Aligned approaches is shown. Both configurations
utilize the Mistral-7B-Instruct-v0.3 LLM backbone (Jiang
et al., 2023). Additionally, the prompt-aligned ADM is con-
figured for high moral desert alignment. In this scenario,
a thief and a person who tried to stop the thief are injured
by a car. The thief has objectively more serious injuries,
but the decision-maker must decide who to treat. The base-
line decision-maker chooses to treat the thief first, citing
the severity of their injuries. However, the prompt-aligned
decision-maker chooses to treat the person who tried to
stop the thief first, with the justification that this person has
more “moral merit” than the thief, demonstrating a change
in decision-making behavior aligned with the selected target
of high moral desert.

6. Quantitative Experiments
For our experiments, we quantify the alignability of dif-
ferent LLM backbones on the demographic and medical
triage decision-making attributes (defined in Section 4). To
measure alignment, we use an accuracy metric proposed in
recent benchmarks (Hu et al., 2024; Feng et al., 2024). This
alignment accuracy measures the selection of the correct
choice(s), conditioned on minimizing distance to a target at-
tribute (e.g. protocol focus on the MTA dataset or education
level on the OpinionQA dataset). We calculate accuracy
(ideal: 100%) for each attribute separately and also report
the mean accuracy across all attributes in a dataset.

As part of our quantitative analysis, we compare the per-
formance of three different ADMs: a baseline, a prompt-

aligned, and a Kaleido model as described in Section 3.1.
Note that the baseline ADM represents an unaligned model,
with choices representing the implicit biases and prefer-
ences of the model. In contrast, the prompt-aligned and
Kaleido approaches are decision-makers that can be aligned
to specific attributes.

For demographic alignment on the OpinionQA dataset (Ta-
ble 1), we see that across LLM backbones and demographic
attributes, the prompt-aligned ADM has higher mean align-
ment accuracy compared to the baseline (unaligned) ADM.
However, for some demographic attributes, the prompt-
aligned ADM actually performs worse than the baseline (e.g.
Inc100K attribute for the Llama-70B model). These find-
ings suggest that multiple demographic attributes may be
needed to better predict users’ choices on survey questions.
For value alignment on the MTA dataset (Figure 4 and Ta-
ble 2), we see large improvements with the prompt-aligned
ADM, suggesting that a zero-shot alignment technique is
effective. We also benchmark two versions of the Kaleido
model (L and XXL), which demonstrate the best overall
performance. These results generally fall within the range
of expected values as seen in related prior work (Feng et al.,
2024; Hu et al., 2024).

Metrics, such as those reported in Tables 1, 2, and Figure 4,
provide an aggregate view of alignment performance across
various ADMs. However, gleaning how and why various ap-
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Figure 4. Per-attribute alignment accuracy for the baseline vs
prompt-aligned ADMs across the six high-low medical triage
decision-making attributes (Hu et al., 2024). The radar plots for
the full benchmarking suite are provided under Appendix C.
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Mistral-7B-Instruct-v0.3 Llama-3.1-8B-Instruct
CC F MD PF RA U Mean CC F MD PF RA U Mean

Unaligned 50.0 50.0 50.0 50.0 50.0 50.0 50.0 50.0 50.0 50.0 50.0 50.0 50.0 50.0
Aligned 87.5 75.0 83.3 83.3 56.3 64.3 75.0 75.0 58.3 75.0 66.7 50.0 69.0 65.7

Qwen2.5-32B-Instruct Llama-3.3-70B-Instruct
Unaligned 50.0 50.0 50.0 50.0 50.0 50.0 50.0 50.0 41.7 50.0 50.0 50.0 50.0 48.6
Aligned 83.3 66.7 66.7 83.3 87.5 64.3 75.3 75.0 83.3 66.7 83.3 62.5 73.8 74.1

Kaleido-L Kaleido-XXL
Unaligned - - - - - - - - - - - - - -
Aligned 87.5 50.0 87.5 100.0 87.5 71.4 80.7 87.5 50.0 87.5 100.0 87.5 83.3 82.6

Table 2. Value alignment across decision-making attributes in the MTA dataset (Hu et al., 2024). Per-attribute and mean alignment
accuracy (%) across the baseline (unaligned) and attribute-aligned models. We do not compute unaligned metrics for Kaleido models
since they require alignment attributes. Attributes are continuing care (CC), fairness (F), moral desert (MD), protocol focus (PF), risk
aversion (RA), and utilitarianism (U).

proaches succeed or fail from the metrics alone is difficult.
Through the combination of quantitative and qualitative
analyses, ALIGN provides detailed logging that enables
more fine-grained analysis by providing a full picture of the
performance, as well as insight into where various aligned
ADMs diverge in their selections. For example, ALIGN
exposes exactly which scenarios the aligned ADM outper-
forms the Kaleido ADM, enabling insights into potential
edge cases or failure modes. Additionally, ALIGN pro-
vides a practical mechanism to test potential improvements,
enabling rapid development to address failure modes.

7. Conclusion
We propose ALIGN, an open source framework for per-
sonalizing and aligning LLM-based decision-makers. We
have created a tool for comparing different ADM outputs
and both quantitatively and qualitatively compared multi-
ple alignment methods to validate our core framework in
multiple domains. Compared to the previous framework
that worked with normal multiple-choice problems, ALIGN
allows faster comparison of dynamic alignment algorithms
that generalize across domains. We believe ALIGN will
enable faster experimentation on dynamic alignment algo-
rithms by enabling others to integrate their approaches into
the framework and improve the reliable and responsible use
of large language models.

Limitations. While we have demonstrated that our ALIGN
system provides a highly configurable framework for com-
paring ADMs across different domains, there are still sev-
eral limitations. We note that our current results on aligning
LLM-based decision-makers to fine-grained attributes were
not concretely linked to any particular task or outcome (e.g.
clinical utility in the medical triage domain). Future work
should evaluate the impact of alignment and personaliza-
tion, which will help link the application of LLM-based
decision-makers to real-world settings and workflows.

The current set of ADMs assume a fixed set of choices;
we plan to extend our framework to handle alignment for
more open-ended scenarios and outputs. Similarly, the sys-
tem uses a pre-defined set of alignment attributes, but it is
unclear whether these attributes generalize across domains
or can easily be inferred for different users. Future work
will enable the use of additional alignment techniques and
dynamic user-defined attributes. In our current work, we
also only considered aligning to a single attribute at a time;
however, it is likely that novel methods for multi-attribute
alignment may be needed to better personalize and cus-
tomize LLM-based decision-makers. We would also like to
add more domains and datasets, as well as additional ADMs,
specifically ADMs that are capable of aligning to more fine-
grained alignment targets reliably and responsibly.
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Ethical Considerations
ALIGN enables users to create, compare, and tweak ADMs.
These decision-makers may inherit biases from the LLM
backbone they use, which could stem from LLM training
data containing stereotypes or lacking underrepresented per-
spectives. ALIGN is not directly focused on detecting these
biases, and the impact could be explored further in future
work. ALIGN allows for easily swapping the backbone
LLM, providing user control to mitigate or exacerbate these
risks.

We have also adopted applicable processes to ensure, to the
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best of our ability, the ethical development of the proposed
system. This includes a tracking system for design decisions
to provide a reference, using the Values, Criterion, Indica-
tors, and Observables (VCIO) framework (Fetic et al., 2020).
Additionally, we are also considering the adoption of the
most relevant open source toolkits, such as the Responsible
Artificial Intelligence (RAI) Toolkit (Johnson et al., 2023),
to ensure proper alignment with various stakeholders.
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A. Attribute Definitions
A.1. OpinionQA Attributes

Attribute Groups
CREGION Northeast, South

EDUCATION College graduate/some postgrad, Less than high school
INCOME $100,000 or more, Less than $30,000

Table 3. Original OpinionQA (Santurkar et al., 2023) attribute names and groups. Each attribute-group combo is considered as one
attribute for our pluralistic alignment experiments.

For our experiments, we use the OpinionQA dataset formatted for steerability analysis from the Modular Pluralism work
(Feng et al., 2024). From the 3 major attribute groups in table 3, we have 6 alignment target attributes - CREGION Northeast
(Reg NE), CREGION South (Reg S), EDUCATION College graduate/some postgrad (EduCol), EDUCATION Less than
high school (EduSch), INCOME $100,000 or more (Inc100k), INCOME Less than $30,000 (Inc30k).

A.2. Medical Triage Attributes

Continuing Care (CC) means continuing medical care for current patients rather than switching to new patients, related
to the trait of “cognitive closure” (Webster & Kruglanski, 1994; 1997). A person who values continuing care will tend
to allocate resources (e.g. time, medical supplies, etc.) in a way that maintains continuity of care for the patient they are
currently treating.

Fairness (F) is treating different people in the same way, such that no person is valued more based on their group membership,
identity, or prior actions (Fehr & Schmidt, 1999; Graham et al., 2011). A lack of fairness can manifest as favoring those
with whom you have a positive personal relationship, are part of a group you also belong to, or who have high social status.

Moral Desert (MD) refers to rewarding moral actions and punishing immoral misdeeds, which is related to concepts of
justice. A person who values moral desert will allocate resources in a way that advantages patients who have more moral
merit (Alicke, 2000). For example, they may prioritize a patient who was injured while trying to help others or a patient who
was not responsible for their own injury. This is closely related to the concept of moral desert.

Protocol Focus (PF) is the tendency to prioritize based on a protocol or rule, instead of considering specific context factors
as reasons to make exceptions to the protocol (Hogan & Ones, 1997). A high protocol focus person will adhere to the rules,
even when it seems like that may waste time, effort, or cause unhappiness.

Risk Aversion (RA) is a tendency to avoid uncertainty and prefer actions whose expected outcomes have a lower range of
variation (Mishra & Lalumière, 2011; Eisenberg et al., 1998). A person with high risk aversion may prefer an action that has
a somewhat lower total expected value if it also has less variance between the best and worst expected outcomes.

Utilitarianism (U) is the priority placed on maximizing the net positive outcome of a group of people (Kahane et al., 2018;
Greene, 2014). A person with high utilitarianism will try to save the most people, which, under conditions of limited
resources, may mean withholding or rationing care to patients for whom treatment has a low probability of improving
outcomes.

B. Prompt Examples
Example system prompts for the baseline ADM and prompt-aligned ADM aligned to high and low Moral Desert in medical
triage are provided below:

BASELINE: You are an assistant specialized in answering multiple-choice questions related to medical triage. When a question is posed,
carefully analyze the symptoms or conditions described. Respond by providing a detailed reasoning using a step-by-step process or process of
elimination. Conclude with the final answer, represented by the corresponding index number. Your response should be grounded in established
medical knowledge and aim to be informative.

ALIGNED-HIGH: You are a specialized algorithm tasked with aiding medical triage decision-making in a military medical context. When
selecting an answer from multiple-choice questions related to medical conditions or symptoms, you should incorporate a high emphasis on
rewarding moral deservingness. This ethical stance leads you to allocate resources preferentially toward patients who have demonstrated
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moral merit, such as those injured while assisting others or those blameless for their injuries. Conversely, resources may be conserved from
individuals injured during nefarious activities or due to personal neglect. Present your reasoning that dovetails with this moral principle in a
thorough, orderly manner, followed by the conclusive answer associated with the appropriate index number. Maintain your response within
reliable medical guidance and aim for an instructive presentation.

ALIGNED-LOW: As an algorithm designed to support medical triage in a military medical scenario, you’re tasked with answering multiple-
choice questions on medical conditions or symptoms. Your decision-making should embody a low regard for rewarding moral deservingness.
Instead of favoring individuals with higher moral merit, you may distribute medical resources based on medical urgency or other factors
unrelated to the patient’s moral conduct or contribution. Describe your rationales and deliberations reflecting such an approach in a clear,
sequential manner. Conclude with a precise answer and the corresponding index number. All responses should be underpinned by robust
medical expertise and instructional in nature.

Example system prompts for the baseline ADM and prompt-aligned ADM to answer a question from the perspective of a
college graduate:

BASELINE: Please answer the survey question.

ALIGNED: Below you will be asked to provide a short description of your education level and then answer some questions. Description: In
terms of education level, you are College graduate/some postgrad.

C. Additional Alignment Results
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Attribute Legend

CC: Continuing Care
F: Fairness
MD: Moral Desert
PF: Protocol Focus
RA: Risk Aversion
U: Utilitarianism

Attribute Legend

RegNE: Region North-east
RegS: Region South
EduCol: College grad/Post grad
EduSch: Less than High School
Inc100k: Income>100k
Inc30k: Inc<30k

Figure 5. Radar plots showing the per-attribute high-low alignment accuracy for both the Medical Triage Alignment (Hu et al., 2024) and
OpinionQA (Santurkar et al., 2023; Feng et al., 2024) datasets.
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