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Abstract

Over the past decade, the Grobner basis theory and au-
tomatic solver generation have lead to a large number of
solutions to geometric vision problems. In practically all
cases, the derived solvers apply a fixed elimination template
to calculate the Grobner basis and thereby identify the zero-
dimensional variety of the original polynomial constraints.
However, it is clear that different variable or monomial or-
derings lead to different elimination templates, and we show
that they may present a large variability in accuracy for a
certain instance of a problem. The present paper has two
contributions. We first show that for a common class of
problems in geometric vision, variable reordering simply
translates into a permutation of the columns of the initial
coefficient matrix, and that—as a result—one and the same
elimination template can be reused in different ways, each
one leading to potentially different accuracy. We then prove
that the original set of coefficients may contain sufficient in-
formation to train a classifier for online selection of a good
solver, most notably at the cost of only a small computa-
tional overhead. We demonstrate wide applicability at the
hand of generic dense polynomial problem solvers, as well
as a concrete solver from geometric vision.

1. Introduction

Geometric closed-form solvers represent the corner-
stones of structure from motion, as they permit the initial-
ization of both intrinsic [ |2] or extrinsic camera parameters
[8, 20] when no prior information is available. Given al-
gebraic incidence relationships, the derivation of a closed-
form solver usually starts by applying variable elimination
techniques, thus leading to an initial system of polynomial
constraints in typically few unknowns. A meanwhile estab-
lished methodology of solving such polynomial systems of
equations relies on algebraic geometry and the Grébner ba-
sis method. The present paper addresses the stability and
accuracy of Grobner basis solvers.

In simple terms, the Grobner basis method proceeds by
iteratively generating new polynomials (so-called Syzygies)
vanishing on the original variety, each time adding them to
the set of ideal generators if their reduction by the already
existing generators does not lead to a zero remainder. The
procedure is repeated until all possible polynomial reduc-
tions have taken place. The success of the Grobner basis
method relies on the insight that the expensive search for
the basis does not need to be repeated for each new instance
of a certain type of problem; the sequence of the generated
polynomials remains the same for each general instance
of a problem. As a result, efficient solvers are generated
by translating the sequence of polynomial generations into
an elimination template. At online stage, the elimination
template is filled with all initial polynomials of a specific
problem instance as well as their required multiplications
by monomials, and then subjected to for example a Gauss-
Jordan elimination. For more details on the Grobner basis
method as well as automatic solver generation, the reader
is kindly referred to [6], [5] and [1 |]. Here we simply note
that the elimination template for a particular problem typi-
cally remains fixed at online stage.

It is well-known that the complexity of finding a Grobner
basis depends on a number of factors. To start with, an ef-
fort has to be made to find a good parametrization for which
the order of the equations and the remaining number of un-
knowns are kept as low as possible. The next step consists
of finding suitable variable and monomial orderings for ef-
ficient retrieval of the Grobner basis (and thus a compact
size of the elimination template). Even though there are
infinitely many monomial orderings, there are only finitely
many (reduced) Grobner bases corresponding to a given set
of equations [17]. Among these, the one corresponding to
the graded-reverse lexicographical (grevlex) ordering is typ-
ically considered a good choice. On the other hand, [15]
considers searching among all these finitely many Grobner
bases in pursuit of an optimal choice. The primary motiva-
tion of this work is given by the fact that—for one and the
same instance of a certain type of problem—there may be
different elimination templates with comparable computa-



tional complexity but substantial differences in the numeri-
cal stability of the retrieved solutions. Deciding for a single
elimination template at offline stage therefore appears as a
weakness, and a smart way of picking one of several com-
parable elimination templates at online stage may lead to
substantial benefits in terms of the robustness and accuracy
of the solutions. We have two main contributions:

e We demonstrate that simple variable reordering poten-
tially has a significant impact on the robustness and
accuracy of the solutions. We furthermore show that
for a large class of common polynomial problems (in-
cluding dense polynomial systems) variable reordering
simply translates into a permutation of the columns
of the original coefficient matrix, thus enabling one
and the same elimination template to be used in as
many ways as there are permutations of the input vari-
ables. We furthermore demonstrate that such column
permutations potentially have a significant impact on
the quality of the solutions. The result applies to a
large class of polynomial problems that includes many
3D rotation-based solvers in geometric vision.

o We demonstrate that the coefficients of the original set
of polynomials do in fact contain sufficient informa-
tion to train an artificial neural network that is able to
predict which of many possible elimination templates
will lead to a stable result. The networks are typically
small and their inference represents an insignificant
computational overhead compared to the actual elimi-
nation template. In other words, they are amenable to
an online selection of the elimination template. In the
case of permutation invariant elimination templates,
they predict which column permutation to choose.

We demonstrate the viability of the approach and its poten-
tial to improve solver stability at the hand of general dense
polynomial problems as well as a popular solver for find-
ing the absolute pose of a camera from a single image. The
paper is organized as follows. Section 2 introduces back-
ground theory and the permutation invariance of elimination
templates for a certain class of problems. Section 3 then de-
picts the details of our online classifier including training
from purely synthetic data. Section 4 finally presents our
results on multiple solvers, followed by a brief discussion.

1.1. Related work

The Grobner basis theory largely relies on the origi-
nal work of Bruno Buchberger [2], who introduced the
well-known Buchberger algorithm for the computation of
a Grobner basis. Good descriptions of the material can be
found in Cox et al.’s introductions to algebraic geometry
[6, 5]. One of the pioneering works employing a Grobner
basis solver in computer vision is presented by Stewenius

et al. [21], who apply the technique to derive a closed-form
solution to the calibrated generalized relative pose problem.
While the application of the Grébner basis method origi-
nally involves a manual search for the elimination template,
a major breakthrough has been achieved by Kukelova’s
work on automatic solver generation [ 1 |]. The method has
since been used exhaustively to solve both absolute [24, §]
and relative camera pose estimation problems [21, 9]. The
method has furthermore been employed to solve a large va-
riety of more specialized solvers that for example consider
the partially uncalibrated or planar case [12], directional
correspondences [16], or even special geometric arrange-
ments such as two intersecting lines [23]. Grobner basis
solvers are important as they utilize a minimal set of points,
and thus benefit robust hypothesis and test schemes.

Recent years have shown a number of works aiming at an
improvement of solver efficiency with respect to the orig-
inal solvers generated by Kukelova et al.’s toolbox [I1].
For example, Bujnak et al.’s main contribution in [3] con-
sists of using a modification of FGLM [7] to transform a
grevlex Grobner basis into a lexicographical one. Solutions
to the latter can notably be recovered by efficiently finding
the roots of a univariate polynomial. Kukelova et al. [10]
later present an improvement of the reduction of the actual
elimination template by exploiting the fact that it often has a
sparse, block-diagonal structure. Further improvements are
possible in situations in which there is a p-fold symmetry
in the variety [1] or in which the ideals are saturated [14].
The most recent advancements that directly address the au-
tomatic solver generation issue are presented by Larsson et
al. They first present an improved automatic solver gen-
erator [13], and then explore Grobner fans for a variety of
basis choices or even a random sampling scheme of linearly
independent monomials in the quotient ring [15]. Depend-
ing on the chosen basis monomials, the solver will notably
employ different ideal generators from the elimination tem-
plate, which potentially leads to improved accuracy or even
computational efficiency. The latter contribution is related
to our work in that it acknowledges the existence of mul-
tiple possible elimination templates. However, similar to
most prior art, the choice of the basis and the resulting elim-
ination template is fixed offline at solver generation stage,
which limits the flexibility of the approach. One notable
exception that is highly related to our work is presented by
Byrod et al. [4]. It introduces online strategies for an im-
proved construction of the action matrix.

To the best of our knowledge, the present work is the first
to exploit variable permutations and permutation-invariant
polynomial forms to change the behavior of an elimination
template at online stage. Furthermore, while neural net-
works have been recently used to learn permutations (e.g.
visual permutation learning [19]), to the best of our knowl-
edge, we are the first to combine deep learning and algebraic



geometry, and devise an automatically trained classifier for
efficient online selection of a suitable permutation in the
context of polynomial solving.

2. Permutation invariant polynomial systems

The present paper looks at a special class of polynomial
systems for which the support' is invariant with respect
to variable permutations. In the continuation, we describe
such systems as permutation invariant. The present sec-
tion introduces some necessary notations and defines per-
mutation invariant polynomials and polynomial systems.
After demonstrating the potential impact of different vari-
able orderings on solver stability, we will then see how—in
the case of permutation invariant polynomials—variable re-
ordering can be translated into column permutations of the
original coefficient matrix, thus enabling one and the same
elimination template to be reused in different ways, notably
one for each variable ordering.

2.1. Notations

Let x = {x1,...,2,} be the set of variables in-
volved in a polynomial problem defined over the polyno-
mial ring C[x]. Let {fi,...,fm}, f; € C[x] further-
more be the original set of polynomials defining the ideal
I'={>;hjfj|h; € Clx]} for which we want to retrieve
the zero-dimensional variety {x € C", s.t. f;(x) =0, =

1,...,m}?. Each polynomial is of the form
k
5= eix™, (1
i=1

where c¢;; is assumed to be a coefficient drawn from the field
of real numbers R, and a = {a, ..., a, } denotes the set of
exponents of a particular monomial such that

(a7 [67%)

x® =zt xl 2

In a slight abuse of notation, x and « will in the fol-
lowing be used interchangeably to denote either the ordered
set as defined above, or a column vector composed of the
same elements in the same order. Now let P be an n X n
permutation matrix representing a permutation 7 of n sym-
bols. Then for a polynomial f; as in (1), we can obtain
a new polynomial, denoted 7(f;), by permuting the multi-
exponents of f; according to P, i.e.,

k
W(fj) = Z CjiXPai . (3)
=1

"The support of a polynomial is given by the set of its monomials.

2Note that we make the assumption that—at least in the complex field
C—the ideal properly defines a zero-dimensional variety, i.e. a non-empty
finite set of points.

3We note here that this is equivalent to a permuting the polynomial

variables 1, ..., Tp in f; according to the inverse permutation w1

2.2. Permutation-invariant polynomials

Definitions: Let m = {x®!',...,x*} be the support
of the polynomial. We define a polynomial in variables
x = {z1,...,z,} to be permutation-invariant under a per-
mutation matrix P, ., if and only if every element of

m' = {xFer | xPory 4)

is also contained in the original set m, ie. xF® ¢
{x%t, ..., x*} Vi. Similarly, we define a polynomial sys-
tem to be permutation invariant if all composing polynomi-
als are permutation invariant for themselves, and a set of
exponent vectors o = {ay, ..., qy} is permutation invari-
antif Pay; € {ay, ..., o}, Vi.

The following are a few important examples of polyno-
mials which all comply with this definition:

o Symmetric polynomials: Polynomials that simply do
not change under a permutation. For example, given
the polynomial f(x) = 2% + 23 + 23 + 2% + 1

9

and a permutation P = !

2
~ooOo

] , we obtain

co~oO
coor

0

g Po;
f(x) &= 23+ 2} +2? + 22 + 1. The re-
sulting polynomial is the same.

e Dense polynomials: Polynomials in which all mono-
mials up to a certain degree appear. For example, given
the polynomial f(x) = cy2? +cor1 22 +c375+ 421+
572 + ¢ and a permutation P = [} ], we obtain

o, Paoj
f(x) D SR SN 173 + caTomy + 373 + cywo +
csT1 + cg. While the coefficients of identical mono-
mials are changing, the support of the polynomials re-
mains unchanged. An example application that fea-
tures both dense and symmetric polynomials is given
by shuffled linear regression [22, 18].

o Degree-wise dense polynomials: Essentially same as
dense polynomials, except that they do not necessarily
contain all possible monomials up to a certain degree,
but simply all possible monomials of certain degrees.

e Special cases: Consider the bi-variate examples
fl(X) = lel'% + CQII?% + C3.’E§ +1 € (C[l'l,xg,fﬂg;]
and f3(x) = c123w3 + cor123 € Clry, 22]. Accord-
ing to the above definition, they can also be defined as
permutation-invariant. The coefficients of the mono-
mials may change while supports remain unchanged.

2.3. Impact of variable reordering

Before we can explain the relevance of permutation-
invariance in the context of a Grobner basis solver, we first
need to understand the potential impact of variable reorder-
ing on the numerical conditioning of the problem. Suppose
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Figure 1. Error distribution over many random instances of the
UPnP problem. Each curve represents the distribution obtained
by one of the variable orderings. The red curve furthermore indi-
cates the obtainable result if—for each instance—the best variable
ordering is chosen.

we are given the following polynomial problem of 3 equa-
tions in 3 unknowns, and notably in grevlex ordering based
on a variable ordering of 1 > x5 > x3:

2 2 2
C1T5 + Cax5 + €327 + €423 +C522 +Cex1 +¢c7 =0, (5)

where c; are 3 x 1 vectors of coefficients. Generating a
Grobner basis solver for this problem would lead to a cer-
tain elimination template. Choosing the different variable
ordering x5 > x1 > x3 will lead to the system

Cll‘% + C3Jf% + Cg.]?% 4+ cqx3+cgxr1 +C5x9+C7 = 0. (6)

Let us ignore for a moment that the supports remain
unchanged due to the permutation-invariance property.
Changing the variable ordering generally leads to a differ-
ent Grobner basis and elimination template, and therefore
also numerical behavior. As a concrete example, let us con-
sider the geometric vision problem presented in [8]. The
constraints are given by 4 at most cubic polynomials in 4
unknowns, and the original solver relies on a single elim-
ination template of dimension 141 x 149. By applying all
possible 24 variable orderings and reducing the correspond-
ing elimination templates, we can obtain 24 results for each
instance of a problem. Figure 1 finally illustrates error dis-
tributions for many random problem instances for each of
the 24 possible variable orderings. It furthermore shows
one more error distribution of a solution where—for each
problem instance—the best of the 24 variable orderings is
selected. As expected, on the average each permutation is
equally good. However, for each coefficient instance, se-
lecting the best permutation has a clear impact on the qual-
ity of the solution.

2.4. Variable reordering and permutations

Before proceeding, let us introduce further notations
which are closely related to the elimination template itself.
The coefficients of our polynomials f;,7 = 1,...,m may
be grouped in the rows of a coefficient matrix C,,, x1,, where
h represents the number of distinct monomials appearing in
the entire system of equations. We may also redefine m as
a column-vector containing these monomials, as in

m =[x ah}T . 7
Each column c; of C therefore contains the (potentially
partially zero) coefficients of monomial x*,7 = 1,... h,
which lets us rewrite the original polynomial constraints as

Cm = 0. (8

To conclude, we assume that the ordering of the monomials
in m obeys a total monomial ordering (e.g. grevlex), and
also redefine the seto = {ay, . .., ap } such that it contains
the exponent vectors of all monomials, i.e. the ones in m.
Note that the rows and columns of C are in fact a subset of
the rows and columns in the overall elimination template,
and they contain all original coefficients.

Our main insight is given by the fact that—in the case
of permutation invariant polynomials—the elimination tem-
plates corresponding to all variable orderings are in fact
the same. This is easily recognized by applying a simple
permutation of the unknowns to undo the variable reorder-
ing. Taking (6) as an example, applying the permutation

P = [2 é [fﬂ to x would re-establish a polynomial sys-

tem of exactly same form and order as (5), except that the
coefficient column-vectors would have been permuted. The
same remains true more generally for any coefficient ma-
trix C for which the set o is permutation invariant. Note
that—in accordance with our definition of a permutation in-
variant polynomial system—if all individual polynomials f;
are permutation invariant, the set o must be so as well. As
illustrated in Figure 2, it is therefore possible to solve a per-
mutation invariant polynomial system in as many ways as

C C’
column fixed elimination template
permutation and action matrix solver

S={x],....x;}
P _| back-permutation:
1 X; PTx;‘
I
solutions

Figure 2. Permutation of the coefficient matrix C and back-
permutation of the solutions S = {xI,...,x}} for a potential
improvement of the numerical stability of an elimination template.



there are variable permutations. All that needs to be done is
a back-permutation of each identified solution. The impor-
tant point is that, despite the use of only a single elimination
template, different permutations potentially lead to different
numerical stability pretty much in the same way different
matrix factorisations in linear algebra would yield different
numerical solutions to the same system of linear equations.

The remaining question is how to permute the columns
of the coefficient matrix. Let C' = [c] ... c},] be the target
coefficient matrix with the permuted columns, and P be the
permutation matrix. It can be obtained from the original
coefficient matrix C by applying

!/
C; = Cfindindex(PT &;,0)> )

where findindex(a, 0) is a function that returns the index
of a inside the set o.

3. Online selection via deep learning

The previous section explained how for permutation in-
variant polynomial systems, a single elimination template
can be used in many ways to retrieve the solution, each
one potentially leading to different numerical accuracy. The
present section addresses the question of how a good per-
mutation for a particular instance of a problem can be found
upfront with only very little computational overhead. We
start by seeing the basic idea which consists of applying a
classifier that is able to select a good permutation at online
stage. The remainder of the section then addresses the ques-
tion of how to train such a classifier.

3.1. Basic approach

The basic idea consists of simply adding a classifier
which is able to predict a good permutation P* directly
from the original coefficients. The modified flow-chart of
the solver is depicted in Figure 3.

The classifier is a simple four-layer neural network that
takes the vectorized coefficients vec(C) as an input, and
produces n! output signals, each one approximating the
rank of a certain permutation by a number between 0 and

C C’

column

permutation

fixed elimination template
and action matrix solver

S={xj,....x{}

TEn

Figure 3. Permutation-aware Grobner basis solver with added clas-
sifier able to predict a good permutation P* directly from the orig-
inal coefficient matrix C.

back-permutation:
x; « P*Tx;

solutions

layer 1 layer2  layer3

output

[0,1]
‘l :
P = [p17"'7pn!]

Figure 4. Architecture of our neural network for predicting and
selecting a good permutation.

1 (O=worst, 1=best). The architecture of the network is il-
lustrated in Figure 4. All layers are fully connected. Each
of the three latent layers contains 500 neurons, and there-
fore has an output dimension of 500. Input dimensions are
500, except for the first layer, which contains m x h in-
put variables. All activation functions are set to rectified
linear units, and batch normalization is added during train-
ing. The output layer has 500 inputs and n! outputs, and
uses sigmoid activation functions to enforce rank numbers
p; € [0, 1]. The outputs are concatenated into a float vector
p=1[p1-.. pn!]T. The chosen permutation P* is the one
corresponding to the largest element in p.

3.2. Training procedure

The training procedure is relatively straightforward and
relies on synthetic training dataset generation. For a given
polynomial problem in n variables, we will start by sam-
pling coefficient matrices C. Note that in practically all
scenarios, this process can be done very efficiently. For ex-
ample, if talking about a polynomial problem with arbitrary
independent coefficients, the input coefficient matrix C can
simply be chosen randomly. A more complicated case may
be given by camera calibration problems for which the co-
efficients are no longer fully independent. However, it is
easy to generate valid coefficient matrices through auto-
matic simulators that start from random scenes and random
camera calibration parameters, and then apply forward pro-
jection to find geometrically consistent coefficients.

For each sample coefficient matrix C, the correspond-
ing ground-truth training vector pg is then generated by
brute-force looping through all possible n! permutations,
each time applying the solution strategy outlined in Fig-
ure 2. The solutions for each permutation are then back-
substituted into the original polynomial constraints f; in or-
der to obtain the mean of the absolute algebraic residuals of
each polynomial. The ground-truth vector pgy; is produced
by ranking all solutions and thereby distributing the val-
ues —2— (worst) ... =2 (best) to each permutation. The
training itself minimizes the MSE between p and py;, as
inL = L|lp — pg|/3. The batch size is set to 128, and
we use the Adam solver with parameters set to [r = 0.001,
B1 =0.9, B2 = 0.999, and € = 10785,




I ot Wt W 0
basic training | ( : ;.’ HNENEHN
example o )

e ‘o o

o 7.\ g L2

o

WA WA

‘o et e
augmented )
training 7 :
examples °
o W N\
o { ~
A Ak /
o N/ \/

‘—D[ £ Hpgt,anvz! = {PTPZ:“ ce

P Ph ]‘J

Figure 5. Training data augmentation for permutation-invariant classification performance.

3.3. Permutation-invariant classification

A remaining problem with the classifier of the previous
section is that if the optimal permutation for {f;} is P*,
and 7 is some permutation represented by matrix P, then
the predicted permutation for {r(f;)} need not be P*P7.
Note that the latter would have been precisely the case for
a permutation invariant classifier. We implicitly enforce the
permutation invariance of our classifier via simple training
data augmentation.

More precisely, let Qp be the permutation induced to
the monomials m by a permutation P. Then there is
a permutation QL induced from the right to C, so that
CQL is the coefficient matrix of {7 (f;)} with respect
to the monomials Qpm. Then for each basic training
example {C,pg}, we add n! — 1 further training ex-
amples {{CQ&,pgm} ey {Cng,pgt,ng}}, as out-
lined in Figure 5. However, rather than reapplying the
above-outlined brute-force search strategy to identify the
groundtruth classification results {pg 2, ..., Pgt,n}. €ach
one of them is directly and consistently derived from the
original groundtruth classification result pg4;. This works as
follows. We take py; and extract a sequence of permuta-
tion matrices ordered in decreasing quality, denoted P =
{P3,...,P%}. For the ith augmented training example
generated by the permutation matrix P;, we then extract the
consistent ordered sequence P; = {P;P7 ... P* PT}.
The groundtruth classification result pg;; is readily ex-
tracted from here.

4. Results

We test our method on two generic dense polynomial
solvers and one concrete example from geometric vision.

4.1. Potential improvement on general solvers for
dense polynomial systems

Our first example of a generic dense polynomial problem
has three variables and three equations of order three:

3 2 2 3 2 2 2
m = [‘rElﬁ T1T2,T1T9, Lo, T1X3,T1T2L3, TyT3, T1L3,

2 .3 .2 2 2 T
X2T3,T3,x7,L1L2,To,XL1T3,T2T3,x3,L1,TL2,T3, 1]

The improvement in solver stability resulting from the uti-
lization of a permutation classifier is indicated in Figure
6(a). Our second problem has four variables and four equa-
tions of maximum degree 2:

2 2 2
m = [T], 2122, T3, T123, TaX3, T3, L1L4, TaLq, T3T4,

2 T
Ty, X1,T2,T3,T4, 1}

The result is indicated in Figure 6(b). As can be observed,
adding the classifier enables an improvement of the numer-
ical stability of the solver. The coefficients of C are chosen
randomly from the range [0,1] and [0,10]. Note that there
is no fixed pattern in C, the range and the coefficients are
chosen fully randomly for each new experiment. Examples
with no real solutions are ignored. For examples with mul-
tiple solutions, we simply take the average of the sum of
absolute residuals of each solution as a ranking or evalua-
tion error. For each problem, we generate 100000 x n! sam-
ples, where 76000 x n! are used for training, 12000 x n!
for validation, and 12000 x n! for testing. Each case is
trained for 200 epochs. In terms of timing, n! evaluations
would need 2.44ms and 5.43ms for these two problems re-
spectively. Running the solver once with prior neural net-
work based prediction of a permutation takes only 0.63ms
and 0.89ms, respectively. The potential speed-up factor be-
comes larger as the number of variables is increasing.
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Figure 6. Error distribution over many random instances of the
3 variable/max-degree 3 (a) and the 4 variable/max-degree 2 (b)
problems. Coefficients are randomly chosen from the range [0,1]
or [0,10]. Each curve represents the distribution obtained by one of
the permutations. The red curve indicates the obtainable result if—
for each instance—the best permutation is chosen. The blue curve
is the distribution obtained by using the permutation predicted by
the classifier.

4.2. What works and what not?

The order of the polynomials as well as the number
of variables needs to be sufficiently high in order to see
substantial differences between the error distributions for
each individual permutation or each time choosing the best
one. For example, Figure 7(a) shows the distributions for
a quadratic problem in 4 unknowns, indicating that the ap-
plication of a classifier would not lead to any substantial
benefits. What furthermore matters is the presence of suf-
ficient structure in the problem. Our first test consisted of
simply choosing the same order of magnitude for all ran-
dom coefficients, which did not lead to any successful out-

comes. It can be concluded that numerical stability only
becomes predictable if the coefficients cover a sufficiently
large spectrum of possible values. To illustrate this further,
we have modified both cases outlined in the previous section
to include coefficients from three different ranges, i.e. [0,1],
[0,10], and [0,100]. For the four-variable problem, we fur-
thermore ran one further experiment where we include yet
another range into the random coefficient generation, i.e.
[0,1000]. The results are indicated in Figured 7(b), 7(c),
and 7(d), respectively. As can be observed, the gap between
the distribution over individual permutations and the best
permutation is increasing along with the possible order of
magnitude for the coefficients, and the permutation chosen
by the classifier leads to a more pronounced improvement.

4.3. Improvement of camera resectioning algorithm

Our final experiment consists of an application to a state-
of-the-art camera resectioning algorithm, the UPnP algo-
rithm by Kneip et al. UPnP[8]. The goal of the algorithm
consists of using an arbitrary number of correspondences
between 2D image point measurements and 3D world point
coordinates to calculate the six degree-of-freedom absolute
pose of the camera. The algorithm makes the assumption
of known intrinsic camera parameters, and we furthermore
apply it in the central, single camera case. We choose small
but non-minimal numbers of correspondences in each ex-
periment, and do not add any noise in order to properly
evaluate numerical accuracy.

The UPnP algorithm first eliminates the translation pa-
rameters from the estimation, and aims at solving the first-
order optimality conditions given by

E =5TcCs, (10)

where, § = [sT 1]T, and

s = (45,91, 43, 43 Q041 9042, 9043, 142, 4143, 42q3) -
represents a vector of all second-order monomials of the
quaternion parameters q = [qo, q1,q2, 3] . Completed by
a unit-norm constraint on q, the final polynomial problem
is permutation invariant and of order 3 in 4 variables.

The input to our system is a 55-dimensional vector. We
train the classifier by generating a total of 100000 x 4! sam-
ples, and use 76000 x 4! samples for training, 12000 x 4!
for validation, and 12000 x 4! for testing. We run a to-
tal of 200 epochs. Working on a geometric solver lets
us furthermore replace the algebraic residual errors by
|'T — Tgt|lgpop,» Where T and Ty represent the calculated
and the groundtruth pose. Our result is indicated in Figure
8 and demonstrates how the addition of the classifier con-
tributes to a significant increase in the numerical stability
and accuracy of the solver. We deem this result as quite im-
portant. First, it shows that geometric problems potentially
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Figure 7. Error distributions for further cases: order 4 in 2 variables (a), order 3 in 3 variables (b), and order 2 in 4 variables (c) and (d).
For (b) and (c), the coefficients are randomly drawn from intervals that are either [0,1], [0,10] or [0,100]. For (d), we also include [0,1000]
as a further possible range. Each curve represents the distribution obtained by one of the permutations. Red curves indicate the obtainable
result if—for each instance—the best permutation is chosen. Blue curves are the distributions obtained by using the permutation predicted

by the classifier.

contain the necessary structure in the coefficients. Second,
many solvers from geometric vision parametrize the prob-
lem as a function of the rotation, and thus appear in permu-
tation invariant form and may potentially benefit from the
addition of a similar classifier.

5. Discussion

Our paper demonstrates two main ideas. First, we show
that for certain types of problems there may be multiple
ways to execute an elimination template, and notably with
similar computational efficiency but different numerical sta-
bility. In particular, we define permutation invariant poly-
nomial systems as a large class of problems for which such
a choice is easily achieved by simple permutations. Sec-
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the best permutation
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- n
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S 8
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—log1o(€atgebraic)

Figure 8. Error distribution over many random instances of the
UPnP problem [&]. Each curve represents the distribution obtained
by one of the permutations. The red curve furthermore indicates
the obtainable result if—for each instance—the best permutation
is chosen. The blue curve is the distribution of the predicted per-
mutation.

ond, we prove that the original coefficients can be used to
predict a good permutation, thus enabling a cost-effective
improvement of the numerical stability of Grobner basis
solvers. The significance of our contribution is increased
by the fact that the class of permutation invariant polyno-
mial problems include many solvers from the field of geo-
metric vision, most notably all solvers that apply a polyno-
mial parametrization of rotation matrices, such as Cayley or
quaternion parameters. It is also easy to recognize that the
method can be transparently extended to problems that con-
tain permutation-variant polynomials, but remain permuta-
tion invariant from the point of the view of the entire system.
A further applicable case is when only a subset of the vari-
ables or monomials appears in permutation invariant form.
Our future work therefore consists of extending the idea to
more general cases including not only such partially permu-
tation invariant problems, but also cases for which simply
different, similarly efficient elimination templates exist.
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