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Abstract

Large Language Models (LLMs) have shown
promise in scientific discovery, but their ability
to assess scientific novelty remains underex-
plored. Understanding novelty requires more
than surface-level comparisons, it requires re-
constructing the scientific reasoning process
from claims, methods, experiments, and results.
To bridge this gap, we introduce a new bench-
mark, SciNova, that captures hierarchical sci-
entific reasoning from papers and their related
works to enhance novelty assessment. It con-
tains 3,063 papers from ICLR 2022-2025 and
NeurIPS 2022-2024 with their full content, hier-
archical graphs representing their key elements
(claims, methods, experiments, and results),
and papers related by citation and semantic sim-
ilarity. Furthermore, we propose GraphMind,
a method that leverages these structured ele-
ments into a prompting-based novelty assess-
ment framework. Experimental results demon-
strate the benefits of this enriched representa-
tion, improving novelty assessment accuracy.
Additionally, our analysis of LLM-generated
reviews reveals strong faithfulness and factual-
ity. !

1 Introduction

Large Language Models (LLMs) have demon-
strated significant potential in understanding and
analyzing scientific literature (Messeri and Crock-
ett, 2024). They have been employed in various
research-related tasks, including extracting key
information from scientific papers (Dunn et al.,
2022), generating novel research ideas (Si et al.,
2025; Gu and Krenn, 2025), producing literature re-
views (Yuan et al., 2022; Du et al., 2024), and even
supporting entire research pipelines, i.e., perform-
ing research independently and communicate their
findings (Buehler, 2024; Lu et al., 2024). Addition-
ally, LLMs are becoming integral to research tools

'Our code and dataset will be made publicly available.

such as Semantic Scholar and Research Rabbit, en-
hancing literature discovery, citation analysis, and
knowledge synthesis. Among these applications,
scientific novelty assessment is particularly critical,
as it serves as the foundation for key research tasks
such as literature review, hypothesis generation,
and research evaluation (Zhao and Zhang, 2025).

Models | Accuracy

GPT-40 with Search | 66%
GPT-40 | 69%

Gemini 2.0-Flash with Search | 68%
Gemini 2.0-Flash | 53%

O3-mini | 62%
DeepSeek-V3 | 53%
Llama-3.1-8B | 50%

Table 1: Novelty assessment results (accuracy on binary
classification) of LLMs with direct prompting

However, scientific novelty assessment is inher-
ently challenging, as it requires drawing abstract
connections across disciplines and evaluating the
broader impact of new findings. Recent studies
indicate that existing state-of-the-art LLMs do not
yet perform satisfactorily in this area. For instance,
the SchNovel benchmark (Lin et al., 2024a) re-
vealed that leading models, including GPT-4, still
struggle with the nuances of assessing novelty in
fields such as mathematics and physics. To further
investigate these limitations, we evaluated several
state-of-the-art LLMs on a dataset of 100 machine
learning papers, framing novelty assessment as a bi-
nary classification task, where ground-truth novelty
labels were obtained from published paper reviews,
and the inputs are paper titles and abstracts.

The accuracy results> shown in Table 1 reveal
consistently low performance across models. Even
the best-performing model, GPT-40, only achieves
69% accuracy, showing that there is a need to im-
prove the novelty assessment capabilities of LLM:s.

The evaluation details are provided in Appendix A.



We did a detailed analysis of the LLM-generated
rationales for novelty assessment and observed
common error types, such as poor paper under-
standing and missing research context. The for-
mer happens because the models are incapable of
identifying the key information from the paper con-
tents. The latter comes from LLM’s insufficient
knowledge of related papers, causing them to mis-
understand how novel the paper’s approach is in the
literature. Search-enabled models struggle to find
truly relevant information about the paper being
assessed, often leading to irrelevant information
being used.

Despite the growing interest in scientific novelty
assessment, there are very limited public bench-
marks for novelty assessment (Lin et al., 2024b;
Gupta et al., 2024; Kang et al., 2018). To address
the limitations of existing methods in novelty as-
sessment, we introduce SciNova, a benchmark de-
signed to systematically evaluate LLMSs’ capabili-
ties to assess novelty in research papers. Existing
datasets provide only the full paper and a corre-
sponding novelty rating, while SciNova processes
each paper to extract key information and present
it as a structured graph. It also builds a related
paper graph with citations and papers related by
background and methodology to use as reference
information from the literature. This structured ap-
proach is inspired by cognitive science research on
how humans perceive novelty (Zhao and Zhang,
2025), suggesting that explicit relational informa-
tion is crucial for novelty assessment. Our dataset
comprises 3,063 papers from ICLR 2022-2025 and
NeurIPS 2022-2024, along with their peer reviews,
novelty ratings, and full-text content parsed from
LaTeX sources from arXiv. To further enhance the
dataset, we incorporate related papers using the Se-
mantic Scholar API?, providing additional context
for each work.

Building on this dataset, we propose GraphMind
to utilize a hierarchical graph to process contextual
information effectively. Our extensive experiments
demonstrate that both the hierarchical graph infor-
mation and the inclusion of related paper graphs
contribute to this task, and GraphMind outperforms
existing baseline models. In this paper, we make
the following main contributions:

¢ New benchmark. We introduce SciNova, a

new large-scale benchmark for novelty assess-
ment, constructed from ICLR and NeurIPS
papers with their full content, peer reviews,
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and citations. We further enhance this dataset
with related papers retrieved via the Semantic
Scholar API.

* Graph-based novelty assessment model.
We propose GraphMind, a method that lever-
ages hierarchical graph representations and
retrieving related papers by citation and simi-
larity to evaluate novelty beyond simple con-
textual similarity.

* Experimental insights. We compare Graph-
Mind with other baselines in both novelty clas-
sification metrics and rationale evaluations.
We find that GraphMind is better at under-
standing the literature context and paper de-
tails, demonstrating higher accuracy in nov-
elty classification. Additionally, our analy-
sis of LLM-generated reviews reveals strong
faithfulness and factuality.

2 Related Work

Novelty assessment benchmarks. We summa-
rize and compare existing benchmarks for nov-
elty assessment in Table 2. While numerous re-
view datasets exist (Kang et al., 2018; Yuan et al.,
2021; Fernandes and Vaz-de Melo, 2022), most
provide only acceptance/rejection annotations with-
out explicit novelty scores. All the existing nov-
elty assessment benchmark merely consider part of
the full paper as input, such as abstract. Instead,
we propose to process the full paper by extract-
ing key elements into a structured graph. More-
over, we incorporate two sources of related papers
to position the paper in a broader scope. Peer-
Read (Kang et al., 2018) includes a small subset
with expert-annotated aspects such as clarity, im-
pact, and originality. SciND (Gupta et al., 2024)
constructs a knowledge graph from extracted novel
entity triplets in publications to support novelty
assessment, but it does not provide direct novelty
annotations. SchNovel (Lin et al., 2024b) extracted
abstracts and metadata (e.g., institution, publication
year) from 150,000 papers in the arXiv dataset *.
However, instead of absolute novelty annotations, it
assumes that later-published papers are more novel
than earlier ones.

Novelty assessment methods. To conduct the
novelty assessment, many existing papers rely
on lexicon similarity, from sentence-level to

*https://www.kaggle.com/datasets/Cornell-
University/arxiv

SPeerRead also includes papers from ACL and NeurIPS,
but these don’t have the originality score.


https://www.semanticscholar.org/product/api
https://www.kaggle.com/datasets/Cornell-University/arxiv
https://www.kaggle.com/datasets/Cornell-University/arxiv

Benchmarks ‘ Size Paper Source Novelty Metric Input Related paper

PeerRead (Kang et al., 2018) | 183 ICLR® originality score review N.A
SchNovel (Lin et al., 2024b) | 15000 ArXiv dataset publication year abstract and metadata random sample
SciND (Gupta et al., 2024) | 344  ACL Anthology and blogs - entity triplet random sample
SciNova (ours) | 3063 ICLR and NeurIPS contribution structured full paper  citation, semantic API

Table 2: Comparisons of existing scholarly paper novelty assessment.

document-level (Ghosal et al., 2021; Tsai and
Zhang, 2011; Ai et al., 2024; Ruan et al., 2023). For
example, Ai et al. (2024) proposes a method of de-
termining the novelty of a document in a given cor-
pus by comparing its atomic content units (ACUs).
The novelty assessment method then retrieves sim-
ilar ACUs by cosine similarity, and calculates the
final score depending on how novel and salient the
ACUs are concerning the corpus. However, we
argue that such definition fails to capture the sci-
entific innovation and creativity (Zhao and Zhang,
2025).

3 SciNova Benchmark

The results in Table 1 suggest that existing state-
of-the-art LLMs are insufficient for novelty assess-
ment when provided with dense, unstructured pa-
per inputs. Inspired by existing research on the
nature of scientific novelty (Yan et al., 2020; Luo
et al., 2022), we identify two aspects of novelty
assessment: (i) the integration of previously uncon-
nected ideas, methods, or concepts, and (ii) new
findings—the discovery of previously unknown
knowledge or empirical insights. These aspects are
primarily reflected in the a paper’s claims (which ar-
ticulate novel contributions) and its methods (which
introduce new approaches or recombine existing
ones in innovative ways). Novelty can also stem
from distinctive experimental setups and unique
evaluation criteria.

3.1 Overview

To better capture these dimensions of novelty, we
introduce a new benchmark, SciNova, designed to
provide a more structured representation of scien-
tific papers—leveraging both the content of the pa-
per and contextual information from related works.

Our benchmark overview is shown in Figure 1.
For each target paper, we extract a Hierarchical
Graph from the target paper, including the title,
claims, methods, and experiments (e.g. models
tested, datasets, findings and conclusions). To com-
pare against the related papers, we build the Re-
lated Paper Graph, with both cited papers (refer-
ences included by the target paper), and related
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Figure 1: Overview of proposed benchmark, SciNova,
and the proposed method, GraphMind, for novelty as-
sessment. We extract the hierarchical graph from the
target paper, as well as the related paper graph as part of
the benchmark. GraphMind summarises the structured
information from the benchmark for novelty assessment
(novelty score prediction and rationale generation).

papers retrieved by the Semantic Scholar API. To
support novelty evaluation beyond simple seman-
tic similarity, we consider at least two types of
novel contributions in academic papers. The first
involves introducing a new research question that
has previously been overlooked; the second en-
tails proposing a novel methodology for an existing
problem setup. Accordingly, we categorise related
papers based on their background relatedness and
methodological relatedness (as illustrated by the
two dashed circles in the related paper graph). Fur-
thermore, we classify these related papers into two
groups: positive (supporting) and negative (con-
trastive).

Data resource. We collect target papers from
ICLR from 2022 to 2025 and NeurIPS from 2022
to 2024 ©, extracting metadata such as title, abstract,
authors, and publication date. We also collect all
reviews, including the main peer reviews with their

®We use the OpenReview API to extract the metadata, and

the arXiv API to download the LaTeX source for accurate
paper content parsing.



review scores, and meta reviews containing the
final approval decisions. Where available, we use
the technical and empirical novelty ratings as our
target. Otherwise, we adopt the contribution rating
as a proxy. When there are multiple valid reviews
with novelty or contribution ratings, we choose the
one with the highest confidence.

As withdrawn/rejected papers are not always
available on arXiv, the initial set we collected is
skewed towards accepted papers, which does not
reflect the actual ICLR acceptance rate’. To cor-
rect this, we resample the dataset to match the
real-world acceptance ratio. In the ICLR statis-
tics, around 40% of papers are approved, excluding
the withdrawals.

Finally, we have 3,063 papers as the resulting
benchmark for all experiments. Table 3 shows the
dataset’s distribution of acceptance rate and novelty
labels across publication years. Note that while the
overall rate of accepted papers is 40%, this fluctu-
ates over different years. Moreover, the moderate
correlation indicates that acceptance does not nec-
essarily imply that human evaluators perceive a
paper as novel. A paper may be accepted for other
distinguishing qualities, such as strong experimen-
tal results or thorough empirical validation.

Year Count % Acceptance % Novel % Corr.
2022 17.4% 54.9% 84.3% 0.327
2023 22.5% 50.6% 80.7% 0.284
2024 30.3% 39.9% 59.1% 0.472
2025 29.8% 23.6% 50.0% 0.420
Total/Aver. 100.0% 40.1% 65.6% 0.430

Table 3: Distribution of scientific papers by year with
acceptance rate, novelty rates, and the correlation be-
tween acceptance and novelty.

3.2 Hierarchical Graph within the Paper

Existing novelty assessment methods typically
rely on either the abstract or the full paper as in-
put (Kang et al., 2018; Wang et al., 2024). While
the abstract offers a high-level summary, it of-
ten omits critical details necessary for evaluating
novelty—such as related work, methodological
specifics, and experimental results. On the other
hand, using the full paper presents challenges for
LLMs, particularly in effectively extracting key
information from long and complex contexts (Li
et al., 2025).

Importantly, research papers inherently follow a
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hierarchical structure, with sections, subsections,
and logical connections between different compo-
nents. The paper introduction lays out the key
aspects of the paper and makes claims about what
the paper aims to accomplish. The methodology
describes the methods used to execute the claims,
such as the tasks, algorithms and models. The ex-
periments validate the claims in the form of hard ev-
idence from executing the methods. Each of these
can be distilled to its main idea and summarised.

Therefore, we propose GraphMind, an approach

to extract the hierarchical information from the tar-
get papers, and the related papers graph to support
multi-faceted novelty assessment. Specially, our
extracted hierarchical graph is a Directed Acyclic
Graph (DAG), where each node represents a key
concept, and edges define their dependencies. Each
node is composed of labels summarising each idea,
and detail texts explaining each one in depth.

* For claim nodes, we summarise what the pa-
per claims to contribute, especially claims
made in the abstract, introduction, discussion
and conclusion.

* For method nodes, we identify the methods
used to validate the claims from the method
sections. These include the key components:
algorithms, theoretical framework or novel
techniques introduced.

* For experiment nodes, we include the models,
baselines, datasets, etc. used in experiments
to validate the methods and their conclusions.

The detailed description of the nodes and links

is provided in Appendix B.2. The graph is con-
structed by prompting GPT-40-mini with instruc-
tions about the different types of nodes, their re-
lationships, the paper title, abstract, and the full
textual content, including tables formatted as Mark-
down using the prompt in Figure E (Appendix).

3.3 Related Paper Graphs

In addition to the information in the target paper it-
self, the comparison with related papers can situate
the paper within the broader research landscape
for novelty assessment. Therefore, we retrieve
the related papers through the reference section
within the paper and query Semantic Scholar API
for broader comparison, indicated as citation and
retrieved by API, respectively, in Figure 1: related
papers graph. The details of how to extract the
papers from the two sources are as follows.

Citation graph. For references included in the
target paper, we prioritise the ones with the highest
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similarity with the target paper. We divide the ref-
erences into two polarities: positive, supporting the
target paper’s claim, or negative, contrasting or cri-
tiquing the cited work. This polarity is determined
using an LLM that analyses the citation context
(the sentence where the citation appears) and clas-
sifies it as supporting or contrasting. Finally, we
retrieve the top- K supporting and contrasting cita-
tions, for a total of 2 x K citations. Section B.3
describes this process in more detail.

Semantic neighbours graph. Relying solely on
citations has limitations—authors may miss rele-
vant work or omit certain references due to bias.
To mitigate this, we use Semantic Scholar’s rec-
ommendation API, which suggests related papers
based on content similarity.

For each target paper, we first retrieved 30 recom-
mended papers using the Semantic Scholar recom-
mendation APIL. Due to the lack of citation context,
we are unable to determine the citation polarity.
Instead, we consider two types of novelty contribu-
tions in scientific papers: novel problem setup and
methodology. To achieve it, we take the abstract of
each retrieved paper and use an LLM to separate it
into two parts: background and methodology.

* The background describes the problem setup,
motivation, rationale, task and previous
works.

* The methodology describes the methods, ob-
jectives, goals, findings, results, implications,
and limitations.

We extract backgrounds and methodologies from
the target paper and each retrieved paper, comput-
ing similarity scores between corresponding com-
ponents using SentenceTransformers (Reimers and
Gurevych, 2019). We select the top-K papers by
background similarity and top- K by methodology
similarity, yielding 2 x K papers total.

As aresult, each target paper is linked to 2 x K
semantically related papers from both background-
related and methodology-related, along with 2 x K
related papers from citation graph. All together
provide a richer, more structured understanding of
its novelty.

4 Multi-faceted Novelty Evaluation

Based on the benchmark dataset, with the hierar-
chical graph representing the target paper and the
related papers graph, we discuss how we organise
those structured inputs for LLMs in paper novelty.

Figure 2 displays the multiple components in the
prompt fed to LLMs, including the paper summary

obtained from the hierarchical graph and the related
paper summaries from supporting and contrasting
papers from the related paper graph. Section D
(Appendix) shows the full prompt text. Moreover,
we provide the novel assessment criteria according
to the ACL 2016 reviewer guidelines, via Kang
et al. (2018). These criteria are based on whether
the paper introduces a new topic, methodology or
analysis to its field, and how innovative its research
is. This means that even if the paper’s results aren’t
convincing (e.g. performance results are poor), it
could still be novel.

Prompt for Novelty Assessment

The following data contains information
about a scientific paper. It includes the
target paper's title, a summary of its key
points and some related papers.

The paper summary describes...

The related papers are...

Based on this, decide whether the paper is
novel. It is novel if...

First, generate the rationale for your
novelty label, then give the final novelty
label. It should be 1 for a novel paper, or
@ otherwise. If you're uncertain, assign the
©@ (not novel) label.

-Data-

Title: {title}

Abstract: {abstract}

Paper summary:

{text graph}

Supporting papers:

{supporting}

Contrasting papers:

{contrasting}

Figure 2: The template used to prompt LLM for novelty
assessment, consisting of i) description of the target
paper and ii) comparison with the related papers.

The components used to build the prompt are:

» title: Target paper title

* abstract: Target paper abstract

* text graph: Textual version of the hierarchi-
cal graph

* contrasting: Summaries of the contrasting
related papers

* supporting: Summaries of the supporting
related papers

Target paper hiearchical graph. To incorporate
the hierarchical paper graph as part of the input for
the evaluation model, we need to convert it to a
textual format. Since our hierarchical graph is a
Directed Acyclic Graph (DAG), we can use topo-
logical sorting to transform the graph structure into
a linear sequence of nodes. We convert each node
into sentences by incorporating their types, labels
and detail texts. The collection of these sentences



is used as the textual representation of the graph in
our prompt as text graph.

Related papers. We fetch four types of papers
from the related papers graph: positive citations,
negative citations, background- and methodology-
related papers, with K papers for each category,
totalling 4 x K related papers. We use GPT-4o-
mini to summarise their abstracts relative to the
target paper to obtain a related paper summary for
each paper. We use different prompts for support-
ing and contrasting papers, as shown in Figure F
(Appendix).

When adding related papers to the prompt, we
combine the titles and related paper summaries as
the supporting and contrasting components.

Rating and rationale generation. With all the
extracted information together, we ask the LLM
to predict a novelty score (0 or 1) and generate a
structured rationale explaining the predicted score.
This rationale summarises the paper, describes the
supporting and contrasting evidence and gives the
final rating.

5 Experiments

We provide the SciNova with extracted structured
information to LLMs to verify if the newly added
structured information can improve novelty assess-
ment in § 5.1. We also ablate the effects of each
component in §5.2, as well as provide evaluation
on generated rationale in §5.3 and §5.3.

5.1 Comparison for Novelty Score Prediction

We evaluate the novelty score prediction with the
two backbone models, Llama-3.1-8b (Dubey et al.,
2024) and GPT-40. We train the Llama model to
predict the novelty score O or 1 as a generation task,
given the paper information and the instruction. To
verify the effects of our incorporated structured
information, we compare with the two variants of
prompt: Basic with the paper title abstract, and
SciMON with the key ideas from related papers for
novelty comparison. Our method is GraphMind.

Main results. Tables 4 shows the results in both
SciNova and PeerRead (Kang et al., 2018) datasets.
Our method shows significant performance im-
provement, with SciIMON providing a modest im-
provement over the Basic baseline. These results
show that our approach, GraphMind, achieves the
highest accuracy and F1 scores.

Model Precision Recall F1 Accuracy
SciNova

Basicy jama 0.7672  0.6855 0.7241 0.6532

Basicgpr.ao 0.6537 09655 0.7796  0.6418

SciMONGpr.40 0.6564  0.9526 0.7773 0.6466

GraphMindgpr4o,  0.6892  0.9093 0.7841 0.7287
PeerRead

Basicy jama 0.8353  0.4863 0.6147 0.7758

Basicgpr.ao 0.8792  0.8973 0.8881 0.8000

SciMONGpT.40 0.8889  0.9315 0.9097 0.8363

GraphMindgpr4,  0.8861 0.9589 0.9211 0.8545

Table 4: Results on SciNova and PeerRead dataset.

Comparison among different LLMs. To fur-
ther verify the effectiveness of our benchmark and
pipeline, we implement the novelty assessment on
top of more variants of LLMs, i.e., Gemini, Qwen
and Llama. We also include a stronger baseline,
the LLMs facilitated with search tools (using their
built-in tools from the respective APIs). The search
LLMs are instructed to search the web for similar
papers and we remove the in-context demonstra-
tions to avoid any confusion We sampled a dataset
of 100 items with balanced labels (SciNova-100).
Table 5 shows the results of this comparison sub-
set. For GPT-4o0, search often results in more noise
than helpful results, contributing to the worsen-
ing performance when compared to the Basic ver-
sion. Gemini, on the other hand, had more relevant
search results, which contributed to an improve-
ment in performance relative to the Basic version.
However, this was still not enough to surpass the
full graph version.

Model Precision Recall F1 Accuracy
Basicgpro40 0.6863  0.7000 0.6931 0.6900
Searchgpr.40 0.6667  0.6400 0.6531  0.6600
GraphMindgpr4o,  0.7805  0.6400 0.7033  0.7300
BasicGemini 0.5169  0.9200 0.6619  0.5300
SearchGemini 0.6667  0.7200 0.6923  0.6800
GraphMindgemini  0.7800  0.7222  0.7500  0.7400
Basicqwen 0.6680 0.7371 0.7008  0.5500
GraphMindqwen 0.5946  0.8800 0.7097  0.5800
Basicriama 0.5062  0.8200 0.6260  0.5100
GraphMindy jama 0.5125  0.8000 0.6247  0.5200

Table 5: Results on the SciNova-100 dataset for various
LLM backbones.

5.2 Ablation Studies

We select a few variations on our method to show
how each component contributes to the perfor-
mance. Table 6 presents the results on our bench-



mark dataset SciNova and PeerRead.

Variants Precision Recall F1 Accuracy
SciNova
GraphMind 0.5635  0.5626 0.5630  0.7287
No citation 0.5421  0.5223 0.5320 0.7125
No semantic ~ 0.5900  0.5276 0.5570 0.7060
No related 0.5888  0.5222 0.5535 0.6760
No graph 0.5214  0.5214 0.5214  0.6818
PeerRead
No citation 0.8545  0.6438 0.7344  0.8413
No semantic ~ 0.8649  0.6575 0.7471 0.8390
No related 0.8469  0.5685 0.6803 0.8090
No graph 0.8889  0.5327 0.6362  0.8130
GraphMind 0.8861 0.9589 0.9211  0.8545

Table 6: Ablation results on SciNova and PeerRead.

No citation: our method with the full hierarchical
graph, but whose related papers come only from
semantic neighbours

No semantic: our method with the full hierarchical
graph, but only citated related papers

No related: full hierarchical graph but no related
papers
No graph: full related papers, but only title and
abstract representing the target paper

This shows that both the related papers and the
hierarchical graph are important. The related pa-
pers allow the model to understand the context
surrounding the paper, with the semantically re-
lated being more relevant than the citations. It also
shows that the hierarchical graph representing the
full paper content is important, as it allows the
model to understand the paper contributions better
than just the title and abstract.

5.3 Automated Rationale Evaluation

In addition to evaluating the novelty score as a
classification problem, we also use LLM-as-judge
to evaluate our generated rationales and compare
them with the original review. We run a pair-
wise tournament amongst all evaluated models and
the original human rationale. We use a Bradley-
Terry model (Bradley and Terry, 1952) to generate
model ratings for each metric. We use GPT-40 as
our judge with zero-shot prompts describing each
evaluation metric. The full tournament setup and
prompt can be seen in Appendix C.

We evaluate the following multiple aspects of
the generated rationales:

Clarity: how easy is it to understand and to
follow its ideas?

Faithfulness: does the rationale justify the nov-
elty label? For example, if the text is mostly
positive, so should the label.

Factuality: is the rationale is correct grounded
in scientific facts from the target and related
papers?

Specificity: does the rationale cover informa-
tion specific to the paper, or doe sit make overly
generic statements?

Contributions: does the rationale effectively
compare the target paper with the related pa-
pers?

Results in Table 8. The results support the idea
GraphMind has access to more information than
the baselines (the hierarchical and related paper
graphs). These enable it to ground the rationales
in an effective understanding of the paper (com-
ing from the hierarchical graph and supporting the
clarity and faithfulness ranks), and the surround-
ing research context (from the related papers and
supporting the specificity and contribution ranks).
In comparison, the baselines lack the same type of
information.

It should be noted that the rationales generated
by the automated methods concern only the paper’s
novelty. The human rationales we compare against
them in this evaluation also discuss other factors,
such as soundness, typos, style, etc. This explains
how some human ratings could be lower, as the
rationales are being compared with more focused
assessments from the models.

This explains why the Human variant ranks low
on items such as specificity, as it covers topics other
than novelty, and faithfulness, as the rationale’s
sentiment can differ among aspects of the paper.
On the other hand, human-written rationales are
still easier to understand than automated ones, and
human reviewers show good understanding of the
paper contributions.

5.4 Case Study and Error Analysis

To examine the improvement source, we display
the generated rationale from our baseline (Basic)
and GraphMind in Table 7. A key issue with Basic
is that it doesn’t have enough information for an
informed decision. It offers almost no contextu-
alization of the target paper in the literature, and
its understanding of the paper content is superfi-
cial, as it only has information from the abstract.
On the other hand, our full method highlights the
relevant information in both the target paper con-
tent, via the hierarchical graph, and literature, via



Generated Rationale

Basic

This paper addresses ... The authors propose ... Their findings reveal significant drops in accuracy when model selection
strategies depend on target labels, which is a critical insight for the field. The introduction of the BenchmarkPDA
framework for reproducibility is also a valuable contribution. However, while the work is important for the
community, it does not introduce fundamentally new algorithms or methodologies; rather, it critiques existing
practices and provides a structured evaluation. Therefore, while the findings are significant, the novelty lies more
in the evaluation approach than in the development of new techniques.

GraphMind

The target paper presents a
realistic evaluation of existing methods and their model selection strategies.

by providing a

. This
finding is crucial as it addresses a gap in the current understanding of PDA methodologies.The supporting papers
reinforce the importance of systematic evaluation and model selection in similar contexts,while the contrasting papers
introduce alternative approaches and critiques that do not undermine the novelty of the target paper but rather highlight
its relevance in the ongoing discourse. Overall, the target paper’s focus on realistic evaluation and its findings contribute

new insights to the field, warranting a novelty rating of 1.

Table 7: Rationale comparison between versions with highlighted differences. In the Basic version, highlighted
in bold are the key parts of the rationale. The GraphMind version shows improvements, with entities from the

hierarchical graph, such as
related papers.

, methods and

Model Clarity Faithful Factuality Specificity Contrib.
Human 1.31 0.87 0.84 0.72 1.62
Basic 1.12 1.04 0.52 0.47 0.67
SciMON 0.48 0.74 0.77 0.34 0.45
GraphMind 1.12 1.35 1.87 247 1.26

Table 8: Bradley-Terry ratings from automated pairwise
tournament with GPT-4o as a judge.

related papers, explicitly mentioning contrasting
and supporting works.

It’s also interesting to note that the rationale gen-
erated from our method follows a specific and de-
sirable structure: it first describes the target paper,
then the evidence for and against it, and finally sum-
marises everything into a single evaluation explana-
tion, and gives the predicted label. This allows the
reader to understand how each aspect influenced
the final prediction.

Error analysis. We also noticed two main
sources of disagreement between GraphMind and
the human evaluation:

Logical incoherence: the human annotation
gives a novelty label incompatible with the ra-
tionale. For example, if the review is mostly
positive but the paper is annotated as not novel.

Insufficient evidence: the model concludes that

the paper provides enough evidence (such as

literature review and experiments) to deem the
paper novel, but the human annotations require
more.

The logical incoherence issue is reasonable, as
it can happen when writing reviews. The reviewer
might have forgotten to add details that support
their argument, or mistakenly believed their point

nodes. It also shows supporting and contrasting

was sufficiently explained. It’s an inherent problem
with human annotations, and it’s something an au-
tomated approach can mitigate, as it can be more
consistent.

The insufficient comparison aspect highlights
that the model still has a lacklustre understand-
ing of the paper, even if it’s better than other ap-
proaches. It’s usually able to understand the goals
and proposed contributions, but understanding the
experiments and whether they provide enough evi-
dence can be challenging.

6 Conclusion

We created a new novelty assessment benchmark
based on ICLR papers from 2022 to 2025 and
NeurIPS papers from 2022 to 2024, with submis-
sion information from OpenReview and paper con-
tent from arXiv LaTeX files. We also included rec-
ommended papers from the Semantic Scholar API
to build a network of related papers. Through ex-
periments evaluating the classification results and
generated rationales across the original method, ex-
isting baselines and several ablations, we’ve shown
that our method performs well and addresses the
limitations of existing approaches.

Limitations

Our dataset was limited to only ICLR and NeurIPS
conferences, as they were the only ones where
retrieving a large number of papers was feasible
through the OpenReview API that also had the re-
quired information. Not all papers were used, as
we could only use those with LaTeX code on arXiv.
An alternative would be to parse the PDFs avail-
able in OpenReview directly, but we found that



unreliable.
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Appendix
A Baseline LLMs evaluation

To highlight how poorly baseline LLMs perform
in the novelty assessment task, we built a small
baseline. We sampled 100 entries from our bench-
mark dataset SciNova and prompted GPT-40® and
03-mini’ from OpenAl, Gemini 2.0 Flash from
Google!? and DeepSeek V3-0324'!.

Figure A shows the prompt used.  The
demonstrations came from randomly sampled
entries of the training split: 5 from not novel pa-
pers and 5 from novel ones. They contain the paper
title, the novelty label and the rationale.

The models with search used the prompt shown
in Figure A. The GPT model used for search was
GPT-40-search-preview with low search context
size, and the Gemini one was Gemini-2.0-Flash.

Prompt for baseline LLMs

The following data contains
information about a scientific
paper. It includes the paper's
title and abstract.

Based on this content, decide
whether the paper is novel enough

or not. If it is, give it a label
of 1. If it isn't, give it a
label of ©. This should reflect

how much the paper brings and
develops new ideas previously
unseen in the literature. First,
generate the rationale for your
novelty rating, then give the
final novelty rating.

The output should have the
following format:

Rationale: <text>
Label: <@ or 1>
H##tH###

{demonstrations}

-Data-

Title: {title}

Abstract: {abstract}
8https://openai.com/index/gpt-4o—system-card/
https://openai.com/index/openai-o03-mini/
Ohttps://deepmind.google/technologies/gemini/
Mhttps://github.com/deepseek-ai/DeepSeek-V3
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Prompt for search LLMs

The following data contains
information about a scientific
paper. It includes the paper's
title and abstract.

First, search the web for
publications related to the
paper. Your goal is to find
relevant papers to compare the
target paper with. This would be
important to determine if the
paper's contributions are novel.

Based on this content, decide
whether the paper is novel enough

or not. If it is, give it a label
of 1. If it isn't, give it a
label of ©@. This should reflect

how much the paper brings and
develops new ideas previously
unseen in the literature. First,
generate the rationale for your
novelty rating, then give the
final novelty rating.

The rationale must include the
documents retrieved by web
search. It must be pure plain
text without any formatting.
Instead of writing the titles and
links to the documents inside the
rationale, assign each a number
and list them (number, title and
link) at the bottom of the text.
The output should have the
following format:

Label: <@ or 1>
Rationale: <text>
HEHH#H

-Data-

Title: {title}
Abstract: {abstract}

B Details of Benchmark Creation

B.1 Full paper content

To build our paper hierarchical graph, we need the
full content. The OpenReview API gives us the
PDF for each paper, but parsing PDFs is not re-
liable enough for our case. Instead, we use the
arXiv API to locate papers submitted to the confer-
ences that were also uploaded as preprints. We take
the LaTeX code from arXiv, parse the references
(including their surrounding contexts in the text)
and transform the content to Markdown. However,
only about 40% of the papers from the OpenReview


https://openai.com/index/gpt-4o-system-card/
https://openai.com/index/openai-o3-mini/
https://deepmind.google/technologies/gemini/
https://github.com/deepseek-ai/DeepSeek-V3

API have a corresponding arXiv version, and those
are skewed towards accepted papers. We focus
on this subset to ensure reliable content extraction
and resample the dataset to match the acceptance
observed in the overall dataset.

B.2 Hierarchical Graph Components

Our hierarchical graph has the following node
types:

* Title: the title of the paper.

» Keywords: keywords summarising the main
topics of the paper.

Primary area: what scientific primary area the
paper is from. The possible areas come from
ICLR'2.

* TLDR: a sentence that summarises the paper
from the abstract.

Claim: summarises what the paper claims
to contribute, especially claims made in the
abstract, introduction, discussion and conclu-
sion.

Method: for each claim, identifies the meth-
ods used to validate the claims from the
method sections. These include the key com-
ponents: algorithms, theoretical framework or
novel techniques introduced.

Experiment: what models, baselines, datasets,
etc. were used in experiments to validate the
methods and their conclusions.

The nodes have specific relationships between
them that a valid graph must maintain:

e There is a single title node, and it connects to
the primary area, TLDR and keyword nodes.
TLDR connects to all claim nodes.

Each claim node connects to one or more
method nodes.

Each method node connects to one or more
experiment nodes.

Every method or experiment node must be
connected.

B.3 Citation Graph

Citation context polarity. To build our related
paper graph, we need to determine whether a cita-
tion supports or contradicts the target paper making
it. This is because authors can cite papers so that
they add supporting evidence for their claims, or
use them as contrasting points to, for example, ar-
gue that their methodology is superior to the ones
that came before.

Phttps://iclr.cc/Conferences/2024/
CallForPapers
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We use GPT-40-mini with zero-shot prompting
as our method for determining these polarities. For
each reference in the target paper, we query the
LLM with the citation context (the sentence where
the citation appears) and ask it to provide a positive
or negative label.

Suppose there are multiple citation contexts for
a given reference (i.e. the same paper was cited
in different contexts). In that case, we obtain the
polarity for each context separately and use the
majority label to obtain the final polarity for the
reference. If there is a tie, we default to a positive
label.

We validated the quality of these classification
results by manually annotating 100 entries from
the PeerRead dataset. Table A1 shows the classifi-
cation metrics.

Metric Value
Precision  0.9000
Recall 0.8710
F1 0.8852
Accuracy 0.8372

Table A1: Evaluation metrics for citation context polar-
ity classification.

Abstract splitting. We use GPT-40-mini to split
a paper abstract into sections concerning the con-
text (problem setup, motivation, task, etc.) and tar-
get (methods, objectives, results, etc.). Figure B.3
shows the prompt we used. The demonstrations
are taken from the CSAbstruct dataset (Cohan et al.,
2019).

Prompt for abstract splitting

Given the paper abstract, your
goal is to extract the paper's
background context and target.

The background context describes
the problem setup, motivation,
rationale, task and previous
knowledge. The target describes
the methods, objectives, goals,
findings, results or implications.

The output will contain two
fields: ~background™ and
“target ™. For each of them,
collect the sentences of the
appropriate type. The output
should be the relevant sentences
combined for each type. All
sentences in the abstract must be
either a background context or a



https://iclr.cc/Conferences/2024/CallForPapers
https://iclr.cc/Conferences/2024/CallForPapers

target sentence. No sentence in
the abstract should be missing
from the output.

H#HHHH
{demonstrations}
-Data-

Abstract: {abstract}

\

C Rationale evaluation

We use GPT-40 as an LLM-as-judge model to eval-
uate the rationales generated by our automated
methods. We use the prompt in Figure C.

The evaluations are performed as a tournament
between the methods. For each paper instance in
the evaluation dataset, we run pairwise matches
between all models, twice for each pair in swapped
orders. For example, a tournament with 3 methods
A, B and C would have the matches A vs B, A
vs C, Bvs C, Bvs A, Cvs A, C vs B. We do
this to account for potential position bias in the
model. This means we have n(n — 1) comparisons
for each instance in the evaluation dataset. This is
done separately for each metric. In total, we have
n(n — 1) M comparisons, where M is the number
of metrics (M = 5, in this case).

Finally, we use the Bradley-Terry algo-
rithm (Bradley and Terry, 1952) to compute the
final rankings per metric. Bradley-Terry was cho-
sen instead of the more commonly used Elo (Elo,
1967) because the latter is sensitive to the match or-
der, while the former isn’t. This is relevant because
all matches should have equal weight, regardless of
when they happened, as model performances don’t
change over time.

Prompt for rationale evaluation

Abstract: {abstract}

# Rationales to Compare
## Rationale A
{rationale_a}

## Rationale B
{rationale_b}

# Evaluation Instructions
Compare these two rationales and
determine which one is better

specifically in terms of
"{metric}".
{metric}: {definition}

# Output Format
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Your output must be structured as

follows:
- Winner: A or B
- Explanation: A brief

explanation of your decision

D Novelty assessment

Figure D shows the full prompt used for novelty
assessment using the hierarchical graph and related
papers. Note that the prompt uses the graphs in
their textual form, so there’s no explicit mention of
the graphs, only what they were transformed to.

Prompt for novelty assessment

The following data contains
information about a scientific
paper. It includes the target
paper's title, a summary of its
key points and some related
papers.

The paper summary describes the
most important information about
the paper and its contents. It
summarises key aspects, which you
can use to build a more
comprehensive understanding of
the paper.

The related papers are split into
"supporting"” papers (those that
corroborate the paper's ideas,
methods, approach, etc.) and
"contrasting"” papers (those that
go against the paper's ideas).
Use these related papers to
understand the context around the
target paper, so you know what
other works exist in comparison
with the main paper.

Based on this, decide whether the
paper is novel. It is novel if
brings new ideas or develops new
ideas previously unseen. Make
sure that the ideas are truly
unique. The paper is not novel
if anything similar to it has
been done before. Be very
thorough. When in doubt, tend
towards the not novel label.

First, generate the rationale for
your novelty label, then give the
final novelty label. It should
be 1 for a novel paper, or 0
otherwise. If you're uncertain,
assign the @ (not novel) label.

{demonstrations}

-Data-

Title: {title}




Abstract: {abstract}

Paper summary:
{text graph}

Supporting papers:
{supporting}

Contrasting papers:
{contrasting}

E Hierarchical graph extraction

entity. You must follow these
rules when generating the
entities and relationships:

- The title connects to the
primary_area, the keywords and
the tldr sentence.

- The tldr sentence connects to
all the claims.

- Each claim must connect to one
or more methods.

or more experiments.

- Every method and experiment
must connected to at least one
entity.

- Each method must connect to one

Figure D shows the full prompt used to extract the
hiearchical graph entities from the paper content.

Prompt for hierarchical graph extraction

All entity types should be
present in the output. None of
the lists in the output can be

empty.
The following data contains ##H#
information about a scientific -Data-

paper. It includes the

paper's title, abstract, and the
main text. The goal is to
represent all the relevant
information from the paper as a
graph.

Your task is to extract entities
of the following types and the
relationships between

them. All entities must have
different text descriptions.

- title: the title of the paper.
- primary_area: what scientific
primary area the paper is from.
It must be one from

the following list:
{primary_areas}.

- tldr: a sentence that
summarises the paper from the
abstract.

- claim: summarise what the paper
claims to contribute, especially
claims made in the

abstract, introduction,
discussion and conclusion. Pay
attention to the key phrases
that highlight new findings or
interpretations.

- method: for each claim,
identify the methods used to
validate the claims from the
method sections. These include
the key components: algorithms,
theoretical framework

or novel techniques introduced.
- experiment: what models,
baselines, datasets, etc. were
used in experiments to

validate the “methods™ and their
conclusions.

Extract these entities and the
relationships between them. The
paper title is the root
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Title: {title}
Abstract: {abstract}

Main text:
{main_text}

F Related paper summarisation

Figure F shows the prompts used for related pa-
per summarisation for supporting and contrasting
papers, respectively.

Prompt for related supporting paper summarisation

The following data contains
information from a Target Paper
and a Related Paper. The Related
Paper has a positive relation to
the Target Paper. It contains
supporting information that
strengthens the target paper
claims.

Your task is to generate a
summary that highlights how the
Related Paper supports the Target
Paper. Your summary should be
short and concise, comprising a
few sentences only.

H#et#H
-Data-
# Target paper

Title: {title_target}
Abstract: {abstract_target}

# Related paper

Title: {title_related}
Abstract: {abstract_related}




Prompt for related contrasting paper summarisation

The following data contains
information from a Target Paper
and a Related Paper. The Related
Paper has a negative relation to
the Target Paper. It is used to
contrast the claims made by the
Target Paper.

Your task is to generate a
summary that highlights how the
Related Paper contrasts the
Target Paper. Your summary should
be short and concise, comprising
of a few sentences only.

H##tH###
-Data-
# Target paper

Title: {title_target}
Abstract: {abstract_target?}

# Related paper

Title:
Abstract:

{title_related}
{abstract_related}

\

G Benchmark Statistics

Table A2 shows the distribution of paper approval
decisions in the original dataset, and Table A3
shows this distribution in the final dataset, after
downsampling. Table A4 shows the distribution of
novelty labels. Table A5 shows the distribution of

approval and novelty labels by year of publication.

Value Count Actual %
False 4475 70.78%
True 1847 29.22%
Total 6322 100.00%

Table A2: Distribution of approval decisions before
resampling

Value Count Actual %
Reject 1840 60.00%
Accept 1226 40.00%
Total 3066 100.00%

Table A3: Distribution of approval decisions
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Count Actual %

1038 66.14%
2028 33.86%

Value

Non-Novel
Novel

Table A4: Distribution of novelty labels

H Dataset splits

The SciNova dataset after down-sampling to a re-
alistic approval rating distribution has 3,063 items.
One of our baselines uses Llama, which requires
distinct training and testing splits. We use the fol-
lowing sizes:

I Responsible NLP

Artifact intended use. The artifacts we used, the
PeerRead dataset, ICLR and NeurIPS papers from
OpenReview, Semantic Scholar API and arXiv pa-
pers, are all freely available for use in research,
matching our use.

Model size and budget. Our usage of LLM APIs
(Gemini, OpenAl, DeepSeek, etc.) cost around
1,000 USD between development and final experi-
ments. Supervised fine-tuning used Llama 3.1 8B
and Qwen 2.5 7B on our university’s GPU cluster.

Al usage. Models such as Gemini 2.5 Pro, Ope-
nAl GPT-40 and 03-mini and Anthropic Claude 3.7
Sonnet were used to write code for this project.

Packages used. We used the following pack-
ages during development: arxiv 2.1, datasets
3.5, faiss 1.10, google-genai 1.10, networkx
3.3, matplotlib 3.9, n1tk 3.9, numpy 2.1, openai
1.72, openreview 1.46, peft 0.15, polars 1.16,
thefuzz 0.22, tiktoken 0.8, torch 2.5, and
transformers 4.46.

numpy, networkx and torch use the BSD li-
cense. arxiv, polars, thefuzz and tiktoken use
the MIT license. datasets, google-genai, nltk,
openai, peft and transformers use the Apache-
2.0 license. matplotlib uses a license based on
the PSF license.

A complete listing of packages used with full
version specification is available with the source
code.



Year Count Count % Approved Approval % Novel Novel %
2022 534 17.4% 293 54.9% 450 84.3%
2023 688 22.5% 348 50.6% 555 80.7%
2024 929 30.3% 371 39.9% 549 59.1%
2025 912 29.8% 215 23.6% 456 50.0%
Total 3063 100.0% 1227 40.1% 2010 65.6%

Table AS: Distribution of scientific papers by year with approval and novelty rates.

Name Count Percentage

Train 1500 49%
Dev 500 16%
Test 1063 35%
Total 3063 100%

Table A6: Dataset split distribution.
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