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Abstract

Recent advancements in large language mod-
els (LLMs) have raised concerns about infer-
ence costs, increasing the need for research
into model compression. While knowledge dis-
tillation (KD) is a prominent method for this,
research on KD for generative language models
like LLMs is relatively sparse, and the approach
of distilling student-friendly knowledge, which
has shown promising performance in KD for
classification models, remains unexplored in
generative language models. To explore this ap-
proach, we propose PromptKD, a simple yet
effective method that utilizes prompt tuning -
for the first time in KD - to enable generative
language models to transfer student-friendly
knowledge. Unlike previous works in classifi-
cation that require fine-tuning the entire teacher
model for extracting student-friendly knowl-
edge, PromptKD achieves similar effects by
adding a small number of prompt tokens and
tuning only the prompt with student guidance.
Extensive experiments on instruction-following
datasets using the GPT-2 model family show
that PromptKD achieves state-of-the-art per-
formance while adding only 0.0007% of the
teacher’s parameters as prompts. Further anal-
ysis suggests that distilling student-friendly
knowledge alleviates exposure bias effectively
throughout the entire training process, leading
to performance enhancements.

1 Introduction

With the massive improvement of generative lan-
guage models, such as the emerging abilities (Wei
et al., 2022) observed in large language models
(LLMs), there is a growing need for model com-
pression research to efficiently deploy models in
various tasks (Touvron et al., 2023; Taori et al.,
2023). However, among notable compression meth-
ods such as knowledge distillation (KD; Hinton
et al., 2015; Kim and Rush, 2016; Gu et al., 2024),
pruning (Ma et al., 2023), and quantization (Tao
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Figure 1: Comparison of instruction-following perfor-
mance of KD methods using the GPT-2 model family.
Owing to the student-friendly knowledge, our Promp-
tKD outperforms others with only an additional 11K
parameters. Dashed reference line represents the perfor-
mance of the teacher model.

et al., 2022), KD has not been successfully applied
to generative language models.

Since most KD methods are devised with mod-
els like BERT (Devlin et al., 2019) for classifica-
tion tasks, the challenge arises when attempting
to directly apply these KD methods to generative
language models, which have different architec-
tures and are designed for tasks other than clas-
sification. While there have been some methods
proposed for generative language models, such as
Supervised KD (Sanh et al., 2019) or SeqKD (Kim
and Rush, 2016), they tend to be naive approaches.
Even recently proposed works (Agarwal et al.,
2024; Gu et al., 2024), like previous research,
have focused on distribution discrepancy metrics
or pseudo-targets. Therefore, despite the rapid ad-
vancement of LLMs in recent times, the drawback
is that they are not designed with the extension to
LLMSs in mind.

Moreover, attempts to distill student-friendly
knowledge in a generative language model have



yet to be explored. Recent KD studies (Yang et al.,
2022; Park et al., 2021a; Zhou et al., 2022) for
classification tasks aim to distill such knowledge.
This idea emerges because previous works extract
knowledge from fixed teacher without knowing
the student’s capacity, and the observation (Cho
and Hariharan, 2019) that larger teacher models
do not necessarily improve student performance.
However, there hasn’t been any exploration of ap-
plying these ideas to generative language models.
Since the capacity gap between teacher and student
persists in KD for generative language models, it is
reasonable to expect that distilling student-friendly
knowledge would be beneficial.

To address this issues, we propose PromptKD,
which utilizes prompts in generative language mod-
els to distill student-friendly knowledge. Extract-
ing student-friendly knowledge from the teacher
requires modifying the teacher, as in previous stud-
ies (Ren et al., 2023; Zhou et al., 2022). However,
modifying a large teacher model can incur signifi-
cant computational costs. PromptKD addresses this
concern by exploiting prompt tuning. By append-
ing prompt tokens to the beginning of the input,
we can efficiently fine-tune the teacher model with
notably fewer parameters. While there are other
parameter-efficient fine-tuning methods such as
prefix-tuning (Li and Liang, 2021) and LoRA (Hu
et al., 2022), they suffer from the disadvantage that
the number of parameters to be trained increases
proportionally with the number of layers. More-
over, there is an observation (Lester et al., 2021)
that prompt tuning shows similar performance to
full-parameter fine-tuning as the model size in-
creases, making prompt tuning a more reasonable
choice. PromptKD learns prompts that stimulate
the teacher to distill student-friendly knowledge
with guidance from the student. Additionally, it em-
ploys regularization loss during the early stages of
training to prevent significant divergence from the
original teacher when appending prompts, ensuring
stable training.

For evaluation, we measure the instruction-
following performance (Ouyang et al., 2022), aim-
ing to cover a variety of tasks that generative lan-
guage models can perform. Compared to the exist-
ing baseline, PromptKD achieves state-of-the-art
performance by adding prompt parameters equiva-
lent to only 0.0007% of the teacher parameters, as
depicted in Figure 1. Additionally, the analysis of
exposure bias suggests that remarkable alleviation
of exposure bias through student-friendly knowl-

edge is likely the cause of performance improve-
ment. Lastly, through ablation studies, we confirm
the necessity of regularization loss and the impor-
tance of prompt initialization.

To summarize, our contribution is four-fold:

* We investigate the effect of student-friendly
knowledge, which has not been previously
explored in knowledge distillation (KD) for
generation tasks.

* We propose PromptKD, the first usage of
prompt tuning in KD, enabling memory-
efficient extraction of student-friendly knowl-
edge from teacher.

* Through extensive experiments on 5
instruction-following datasets, PromptKD
achieves state-of-the-art performance.

* We suggest that the superiority of PromptKD
lies in its ability to fully mitigate exposure
bias in the training phase.

2 Related Work

KD for text classification Knowledge distilla-
tion (KD) (Hinton et al., 2015) is a model compres-
sion technique where the knowledge of a teacher
model is transferred to improve the performance
of a student model. Most KD research has been
focused on text classification tasks. It has evolved
from simple approaches (Song et al., 2020) that
match the class distributions between teacher and
student to more complex methods (Jiao et al., 2020;
Sun et al., 2019; Wang et al., 2020; Park et al.,
2021b) that involve matching hidden states or at-
tention matrices between models. Recently, con-
cerns have been raised about the observation (Cho
and Hariharan, 2019) that larger teacher models
do not necessarily produce better students and the
issue of teachers distilling knowledge while being
unaware of the student’s capacity. To address this,
Park et al. (2021a); Zhou et al. (2022); Ren et al.
(2023) transfer student-friendly knowledge, which
requires the teacher to transform during the dis-
tillation process, influenced by specific objectives
aimed at benefiting the student. Additionally, fo-
cusing on the capacity gap between the teacher and
student during training, Yang et al. (2022) proposes
gradually pruning the teacher, while Liang et al.
(2023a) suggests initializing the student as a model
of the same size as the teacher and then pruning it
during training.



KD for text generation For text generation,
Sanh et al. (2019) minimizes the KL divergence
between the next token prediction distributions of
the teacher and student at each time step. In addi-
tion, some research (Calderon et al., 2023; Agarwal
et al., 2024) focus on the sentences inputted to the
teacher and student during the distillation process.
For example, Kim and Rush (2016) uses sentences
generated by the teacher as pseudo-targets instead
of ground truth. Moreover, black-box KD meth-
ods (Hsieh et al., 2023; Ho et al., 2023) that use
inference-only black-box LLMs as teachers and
augment existing data before training are proposed.
Recently, Agarwal et al. (2024); Gu et al. (2024)
explored discrepancy metrics between model dis-
tributions and used sentences generated by the stu-
dent as pseudo-targets to minimize exposure bias.
However, there have been no attempts yet to dis-
till student-friendly knowledge while the teacher
is aware of the student’s capacity. Although Liang
et al. (2023b) incorporates task-aware filters into
both teacher and student to transfer knowledge, its
scalability is limited due to the addition of filters
at each layer for layer distillation. Crucially, it en-
courages knowledge to be task-specific, making it
diverges from what we aim to explore in this paper.

Prompt tuning After Brown et al. (2020) demon-
strates that pre-trained language models can per-
form specific tasks by prepending text prompts to
input, many studies have tried to either manually
craft (Schick and Schiitze, 2021) or automatically
discover (Shin et al., 2020; Jiang et al., 2020; Gao
et al., 2021) such hard prompts, which are discrete
tokens. Subsequently, research (Hambardzumyan
et al., 2021; Zhong et al., 2021) emerged to ad-
vance prompts into the form of soft prompts com-
posed of embeddings, making prompt updates via
back-propagation easier and resulting in better per-
formance compared to hard prompts. Presently,
prompt tuning (Lester et al., 2021) has become
a prominent parameter-efficient fine-tuning tech-
nique. Although Ma et al. (2022) uses hard prompts
to generate input data for knowledge extraction, we
are pioneering the use of prompts for parameter-
efficient fine-tuning in KD research.

3 PromptKD

PromptKD is devised in the instruction-
following (Ouyang et al.,, 2022) setting for
application to generative language models. We
formulate instruction-following as a condi-

tional text generation task, where the request
x = {x1,x9,...,z,} sampled from the data
distribution p, comprises instruction and input
to describe the task. Then, given the request
as a condition, the model generates a response
v = {v1,92,...,yr}. For prompt tuning, soft
prompts P = {p1,p2,...,pm}, where p; is an
embedding vector of the same dimension as the
token embedding, are initialized with text and
prepended to the input request . Formally, given
the request «, the teacher model distribution
conditioned on the prompt P is denoted as
p(y|P, ) (here we suppress the teacher’s model
parameter since it is fixed), and the student’s model
distribution parameterized by 6 is denoted as
qo(y|x), where only the student model parameters
0 and the prompt P are trainable. The training
process consists of 3 steps per iteration, as shown
in Figure 2. First, generating input data used for
knowledge distillation (pseudo-target generation).
Then, updating the prompt based on guidance
from the student and teacher models to facilitate
adaptive teaching (prompt tuning for adaptive
teaching). Finally, distilling student-friendly
knowledge to the student using the updated prompt
(student-friendly knowledge distillation).

3.1 Pseudo-Target Generation

PromptKD uses the response y generated by the
student for the prompt tuning and knowledge distil-
lation processes, treating it as the pseudo-target.
This approach addresses exposure bias, which
arises due to the discrepancy between the sentences
used during training and those generated during
inference, leading to degraded performance in free-
run generation (Zhang et al., 2019). Based on the
insight (Agarwal et al., 2024) that incorporating
sentences that the model can generate during free-
run generation into the training process can miti-
gate exposure bias, we devise the approach accord-
ingly. It is worth noting that for the sake of method
simplicity, back-propagation during this sampling
process is not conducted.

3.2 Prompt Tuning for Adaptive Teaching

Initially, we concatenate the request « and response
vy, including the prompt P for the teacher, and input
them into both models. Prompt P is updated to
minimize the KD loss Lxq, which computes the
distribution discrepancy of the response part. This
encourages the prompt to enable the teacher to
generate sentences at a similar level to the student
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1. Pseudo-Target Generation

2. Prompt Tuning for Adaptive Teaching

3. Student-Friendly Knowledge Distillation

Figure 2: Training procedure of PromptKD. To mitigate exposure bias, responses are generated by the student to be
used as pseudo-targets. Then, for adaptive teaching, the prompt input to the teacher is trained based on guidance
from the student. During this process, regularization loss is also employed to address instability stemming from the
prompt. Lastly, teacher distills student-friendly knowledge to the student using the trained prompt.

when it is prepended to the teacher’s input. Drawing
inspiration from the concept of adaptive teaching
in education, we design this objective with the aim
of enabling students to receive knowledge from the
teacher at a level they can comprehend.

However, during the early stages of training, the
influence of the prompt may cause significant devi-
ations or inaccuracies in the teacher model distribu-
tion, leading to unstable learning (Hou et al., 2022).
To address this issue, we initialize the prompt with
text embedding and devise an additional regulariza-
tion loss Lye, to ensure that the teacher model distri-
bution remains similar whether the prompt is used
or not. The regularization loss L is computed in
a similar manner to the KD loss L4, but with the
difference that it is measured based on the teacher
model distribution when the prompt is excluded
from the input given to the teacher. This approach
allows for the continued use of the fixed teacher
model, making it memory-efficient. However, since
the fixed teacher is unaware of the student’s capac-
ity, Leg deviates from our ultimate goal. Therefore,
we introduce a coefficient that starts at 1 for Ly,
and linearly decreases to O during training, focusing
solely on stabilizing the early stages of learning.

Regarding the two objectives, we opt for mini-
mizing the reverse KL divergence instead of the for-
ward KL divergence to measure the discrepancy, as
it exhibits mode-seeking behavior (Nowozin et al.,
2016) and benefits generation tasks. Hence, sum-
marizing the two objectives, the final loss Lpyrompt.
which updates only the prompt, is determined by

Algorithm 1 PromptKD

Input: teacher 7', student’s output distribution gy,
data distribution p,, prompt P, training step K,
learning rate n
for eachstepk =1,..., K do

Sample a request x from p,,
Sample a response y from gy (+|x)

Update P <~ P —nVLpompt > Eq. (3)
Update 0 <= 0 — nV Lsugen: > Eq. (4)
end for
return gy

their summation, as follows:

Lva =D (p(y|P,x) || go(ylx)), (1)

£reg =DkL (p(’y|P, m) H p(y|ac)), ()
K-k

£pr0mpt :ﬁkd + (K) Eregy (3)

where K represents the total training steps, and &
denotes the current step.

3.3 Student-Friendly Knowledge Distillation

The updated prompt is utilized as a trigger to ex-
tract student-friendly knowledge from the teacher
and distill it to the student. The student 1oss Lgtudent
minimizes the distribution discrepancy between
teacher and student through reverse KL divergence,
as follows:

“

For a clear understanding, we summarize the
PromptKD algorithm in Algorithm 1.

Estudent =Dkr, (QQ(y|m) H p(y|P,:D)).



Instruction-following datasets

#Params  Method Dolly SelfInst Vicuna S-NI  UnNI
1.5B Teacher 27.3 14.5 162 27.1 316
SET 229 10.2 145 163 185
KD 22.6 11.0 151 180 20.1
oM SeaKD 23.3 10.3 147 166 192
MiniLLM  24.2 12.7 169t 251 262
GKD 24.8 11.1 1777 207 232
PromptKD 25.6  13.1 16.81  26.8 28.9
SFT 25.1 12.9 159 237 274
KD 25.1 13.0 156 245 2717
saom SeakD 25.3 12.7 160 238 275
MiniLLM 263  14.87  17.9t 264 312
GKD 269  14.81 17.81 266 309
PromptKD 2731 15.0f  17.6" 27.1f 32.6f
SET 24.9 13.4 158 240 276
KD 25.7 13.7 159 240 277
seom  SeaKD 252 13.3 158 240 274
MiniLLM 262  15.8f 16.9t  28.51 33.5f
GKD 26.9 14.1 17.1Y 254 296
PromptKD 269 1647  17.8" 2957 34.8f

Table 1: Evaluation results on 5 instruction-following datasets. Each ROUGE-L score is averaged over 5 random
seeds. The best score for each model size is highlighted in boldface. TResults surpass those of the teacher.

4 Experiments

4.1 Experimental Setup

Following Gu et al. (2024), we evaluate PromptKD
using 5 instruction-following datasets.

Settings We split the Dolly (Conover et al.,
2023), consisting of 15,000 human-written
instruction-response pairs, into 14,000 for train-
ing and 500 for validation and testing. For evalua-
tion, we employ not only the Dolly but also 4 addi-
tional datasets: SelfInst (Wang et al., 2023), consist-
ing of user-oriented instruction-following sets; Vi-
cuna (Chiang et al., 2023), comprising 80 questions
used in the Vicuna evaluation; S-NI, the test set
of SUPER-NATURALINSTRUCTIONS (Wang et al.,
2022); and UnNI, the core dataset of UNNATU-
RALINSTRUCTIONS (Honovich et al., 2023). Sim-
ilar to Gu et al. (2024), data samples with ground
truth response lengths of 11 or more are utilized
for S-NI and UnNI. We generate 5 responses for
each request in each dataset using different ran-
dom seeds and evaluate them to report the aver-
age scores for reliability. We choose the ROUGE-
L score (Lin, 2004) as the metric for evaluation,
as it aligns well with human preferences (Wang
et al., 2022) in instruction-following evaluations.

The best checkpoint based on the ROUGE-L score
on the validation set is used for evaluation.

Models To evaluate the instruction-following per-
formance of PromptKD, we utilize pre-trained
models from the GPT-2 family. GPT-2 XL (1.5B
params) is employed for the teacher model, and
GPT-2 Base (120M params), GPT-2 Medium
(340M params), GPT-2 Large (760M params) are
used for the student model. Before knowledge dis-
tillation, the teacher model undergoes supervised
fine-tuning on the Dolly training set. Similarly, the
student model is also fine-tuned on the same train-
ing data for only three epochs, following the previ-
ous works (Agarwal et al., 2024; Gu et al., 2024).

Baselines PromptKD is compared with various
approaches ranging from supervised fine-tuning
(SFT), which does not involve knowledge distil-
lation, to commonly used methods in generation
tasks such as Supervised KD (KD; Sanh et al.,
2019), SeqKD (Kim and Rush, 2016), and more
recent proposals like MiniLLM (Gu et al., 2024)
and GKD (Agarwal et al., 2024). KD and SeqKD
both aim to minimize the discrepancy between the
model distributions of teacher and student at each
token step. The difference lies in whether the input
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Figure 3: The measurement of exposure bias. Excess accumulated error (ExAccErr) is measured with respect to
generation steps and training progress, where values closer to 0 indicate alleviation of exposure bias.

sentence is ground truth or pseudo-target generated
by the teacher. MiniLLM replaces forward KL di-
vergence with reverse KL divergence and updates
the student model using policy gradient. On the
other hand, GKD focuses on distribution discrep-
ancy metrics and pseudo-targets to propose a gen-
eral method. In this paper, GKD computes reverse
KL divergence and utilizes sentences generated by
the student as pseudo-targets, and this choice is
based on the reported performance in their paper.
Additionally, it is worth noting that the students
for MiniLLM, GKD, and PromptKD all commence
from the same supervised fine-tuned checkpoint,
while other methods start from pre-trained models.
For training details, please see the Appendix A.

4.2 Experimental Results

We report the instruction-following performance of
PromptKD and baselines on 5 datasets in Table 1.

Firstly, PromptKD achieves state-of-the-art per-
formance overall in the instruction-following set-
ting, outperforming other KD baselines. Addition-
ally, it also outperforms on 4 datasets not used in
training, demonstrating PromptKD’s superb gen-
eralization ability. It’s worth noting that despite
MiniLLM incorporating language modeling loss
through the corpus used for pre-training, Promp-
tKD exhibits better performance.

Furthermore, only PromptKD shows superior
performance to the teacher across all datasets. This
demonstrates that modifying the teacher to extract
student-friendly knowledge for distillation works
not only for classification tasks but also for gener-

ation tasks. Moreover, the better performance of
PromptKD, MiniLLM, and GKD, which utilize re-
sponses generated by the student as pseudo-targets,
compared to other baselines, can be interpreted as
exposure bias mitigation contributing to the perfor-
mance improvement.

Lastly, as the model size increases, PromptKD
outperforms in more datasets. This can be at-
tributed to the fact that prompt tuning exhibits a
similar effect to full-parameter fine-tuning as the
model size grows (Lester et al., 2021). Thanks
to the scalability and efficiency of prompt tuning,
PromptKD can be expected to yield outstanding
results even when applied to larger models.

PromptKD and the baselines’ qualitative results
are summarized in the Appendix B, where it is
shown that PromptKD generates responses most
similar to the ground truth.

4.3 Analysis

Exposure bias In this section, we investigate ex-
posure bias to understand why PromptKD performs
well. Exposure bias refers to the mismatch in distri-
bution between the sentences seen during training
and those generated during inference. If exposure
bias is significant, the tokens generated during in-
ference may diverge from those seen during train-
ing, leading to accumulated errors in the generation
process. Following Arora et al. (2022), exposure
bias up to [ generation steps can be quantified as
follows:

k() — E(l)

ExAccErr(l) = —E)

x 100%, (5)
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R(I) represents the average forward KL divergence
up to [ time steps when the student-generated re-
sponse is used as the pseudo-target, while E(l) is
similar to R([) but differs in that it uses the teacher-
generated response as the pseudo-target. R(l) can
be interpreted as the distribution gap between the
teacher and the student due to low-quality pseudo-
targets generated by the student, while E/([) serves
as a lower-bound of distribution gap between the
teacher and the student. Therefore, ExAccErr cal-
culates the relative error caused solely by expo-
sure bias. If exposure bias is alleviated, the student
should exhibit a nearly identical distribution gap
regardless of which model generated the response.
Therefore, the ExAccErr value should approach 0.

We depict the ExAccErr at each generation step
and the variation of ExAccErr up to 50 generation
steps during the model training in Figure 3. In this
experiment, a fixed pre-trained teacher is used as
the teacher, while the student employs models dis-
tilled using each KD method.

When examining the ExAccErr over generation
steps in Figure 3(a), it can be observed that for most
methods, the error due to exposure bias accumu-
lates as the generation length increases, increasing
ExAccErr values. In the case of GKD, the objective
used in training leads the student to minimize R(1).
Consequently, the value becomes negative, indicat-
ing that the distribution gap between the student
and the teacher approaches 0 when using a student-
generated response as a pseudo-target. However,
there still exists a distribution gap for the teacher’s
oracle response, and this means exposure bias also
still exists. Nevertheless, PromptKD maintains Ex-
AccErr values close to 0 at all generation steps,
indicating that error accumulation does not occur.
This demonstrates that PromptKD is the most effec-
tive in alleviating exposure bias compared to other
baselines.

Furthermore, ExAccErr is measured up to 50
generation steps in Figure 3(b) to focus on the early
generations where errors tend to accumulate. To
observe how it changes during the training process,
the total training step of best checkpoint is divided
by 10, and the model is saved at each time step for

MA CA Time
Method By (GB)  (hour)
SFT 2.36 2.75 0.43
KD 5.91 6.45 0.85
SeqKD 591 6.45 0.86
MiniLLM  12.63 2145 7.59
GKD 6.23 6.93 8.48
PromptKD 13.47 1440 9.78

Table 2: Comparison of computational costs. Where
MA denotes the maximum allocated memory on the
GPU and CA denotes the maximum cached memory
on the GPU. Time indicates the total training time for
each method. All computational costs are calculated on
8 NVIDIA GeForce RTX 3090 (24 GB) GPUs.

ExAccErr measurement. It is apparent that Promp-
tKD, MiniLLM, and GKD, which utilize student’s
responses, exhibit consistently lower ExAccErr val-
ues compared to other baselines from the early
stages of training. Among them, PromptKD demon-
strates the most stable maintenance of ExAccErr
close to 0, signifying that distilling student-friendly
knowledge aids in mitigating exposure bias during
training.

Computational cost To demonstrate the effi-
ciency of PromptKD, we compare its computa-
tional cost with baselines in Table 2. GPT-2 XL
and GPT-2 Base are used as the teacher and the stu-
dent, with measurements conducted on 8 NVIDIA
GeForce RTX 3090 GPUs. From a time perspec-
tive, methods that sample the student at each it-
eration to create pseudo-targets take significantly
more time than those that do not. Additionally,
while PromptKD introduces only a small amount
of additional parameters, namely the product of
the prompt length and input embedding dimen-
sion, it requires a considerable amount of memory
due to back-propagation during training. In con-
trast, MiniLLM, which does not add parameters,
requires more cached memory than PropmtKD.
This is because it receives guidance not only from
the teacher but also from the corpus used in pre-
training and calculates rewards in advance at every
iteration. When compared to MiniLLM and GKD,
which show superior performance to other base-
lines, PromptKD shows competitive advantages
because it performs reliably better despite requir-
ing similar or slightly more time and memory re-
sources.



#Params  W/0 Loy W/ Lreg
120M 21.97 22.25
340M 24.13 23.92
760M 24.47 25.08

Table 3: Ablation on regularization loss. We assess the
average instruction-following performance of student
models without and with regularization loss to verify
the effectiveness of regularization.

4.4 Ablation Study

Regularization loss To confirm the effectiveness
of the introduced regularization loss in alleviat-
ing instability when the prompt is prepended, we
conduct experiments by excluding this objective.
The average performance across the 5 datasets is
reported in Table 3. Although there is a slight per-
formance drop when using regularization loss with
GPT-2 Medium, we observe a more significant per-
formance increase with the other two models. This
suggests the necessity of regularization loss for
improving performance.

Prompt settings Although the regularization
loss effectively mitigates the initial instability, the
prompt’s length and initialization also significantly
influence the prompt tuning process (Hou et al.,
2022). Therefore, the average instruction-following
performance is measured by varying the prompt
length m from 5, 7, 10 and the initialization method
from random, padding, text. Results are summa-
rized in Figure 4. In the padding method, all prompt
tokens are initialized with the embedding of the
"[PAD]" token, while in the text method, the sen-
tence "Suppose you are a student." is tokenized, and
these embeddings are used for initializing prompt
tokens from the beginning. In this case, if the num-
ber of prompt tokens is smaller, the sentence is
truncated, while if it is larger, all embeddings of
the sentence are assigned, and then the embeddings
are assigned again from the beginning for the next
prompt token.

Firstly, considering the emphasis on the impor-
tance of prompt initialization in previous works,
it is found that training does not proceed properly
with random initialization. Moreover, generally, the
text initialization method shows better performance
than the padding method. Regarding length, when
initialized with text, better performance is observed
with a length of 7, while with padding initialization,
shorter lengths exhibit better performance. This is
presumably because, in text initialization, the sen-
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Figure 4: Ablation on prompt settings. To validate the
impact of prompt initialization method and length, we
evaluate the average ROUGE-L score over varying these
settings.

tence is fully encoded since it is tokenized into
7 tokens, while in padding initialization, longer
lengths exert a greater influence on the instabil-
ity of teacher model distribution when prepended.
Therefore, all experiments in this paper are per-
formed with a prompt length of 7, initialized using
text initialization.

KL divergences To assess the impact of distribu-
tion discrepancy metrics, we conduct ablation study
on this. We observe the best performance when
measuring discrepancy using reverse KL diver-
gence in both KD loss Ly4 and regularization loss
Ereg, similar to previous observations. Detailed ex-
perimental results are provided in the Appendix C.

5 Conclusions

In this work, we have pioneered the exploration
of extracting and distilling student-friendly knowl-
edge for generative language models. To achieve
this, we have proposed a novel method called
PromptKD, which leverages prompt tuning in
knowledge distillation for the first time. Thanks
to the memory-efficient nature of prompts and the
advantage of replacing full-parameter fine-tuning,
particularly beneficial for larger models like LLMs,
PromptKD has proven to be an efficient approach.
Through extensive experiments, PromptKD has
achieved state-of-the-art performance, confirming
the effectiveness of student-friendly knowledge in
generation tasks. Additionally, through exposure
bias analysis, we have demonstrated that Promp-
tKD successfully alleviates exposure bias through-
out the training process.



Limitations

While PromptKD has achieved state-of-the-art per-
formance by distilling student-friendly knowledge,
it still has limitations in terms of its naive extraction
approach. Considering that knowledge distillation
(KD) research for classification tasks employs vari-
ous methods to distill student-friendly knowledge,
it is expected that there are alternative approaches
to effectively transfer student-friendly knowledge
in a generative language model. Furthermore, al-
though PromptKD is designed for instruction-
following settings based on task-specific KD, there
is a need for expansion towards task-agnostic KD
to make it applicable during the pre-training pro-
cess.

Ethics Statement

PromptKD utilizes pre-trained models, exposing
it to risks similar to those highlighted by Wei-
dinger et al. (2021); Bommasani et al. (2021), re-
garding the vulnerability of pre-trained language
models to ethical and social risks. Additionally,
Hooker et al. (2020) mentions that the process of
model compression can introduce biases. However,
since most model compression studies leverage pre-
trained models, these issues are general risks and
not specific to PromptKD. Nevertheless, these risks
should be addressed in the future through advanced
pre-training objectives and dataset collection meth-
ods (Lee et al., 2023).
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A Training Details

In our study, we employ the AdamW (Loshchilov
and Hutter, 2019) optimizer for training, with
batch sizes of 32 for GPT-2 Base and 8 for GPT-2
Medium and Large. The learning rates of prompt
and student are set at Se-5 for Base, le-5 for
Medium, and Se-6 for Large. For the generation,
we sample with top-k and top-p parameters at 0
and 1.0, respectively, and use a fixed temperature
of 1.0. Training and generation phases both have
a maximum sequence length of 512 and a maxi-
mum prompt length of 256. Please note that we pre-
process each instruction-following dataset by con-
verting the instruction-response pairs into a stan-
dardized sentence structure, as shown in Table 4.
For reproducibility of our PromptKD, we will make
both the code and the checkpoints public.

B Qualitative Results

For the qualitative results, we present samples gen-
erated by student models trained using various
methods. The prompts are drawn from the S-NI
dataset and utilize GPT-2 XL as the teacher model,
with GPT-2 Large employed as the student model.
Results are shown in Table 6.
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Prompt Format

Below is an instruction that describes a task.
Write a response that appropriately completes
the request.

### Instruction:

{instruction}

##H# Input:

{input}

### Response:

Table 4: Prompt format used for training and evaluation.

Lig & Lieg ROUGE-L
Reverse KLL & Reverse KL 22.25
Reverse KL & Forward KL 21.91
Forward KL & Reverse KL 22.20
Forward KLL & Forward KL 22.13

Table 5: Ablation on distribution discrepancy metric.
Since each loss can compute distribution discrepancy
with either forward or reverse, we report the average
instruction-following performance for each pair.

C Ablation on KL Divergences

During prompt tuning, PromptKD minimizes the
reverse KL divergence between the teacher distribu-
tion and the student distribution (Ly4) or between
the teacher distribution and the teacher distribu-
tion excluding the prompt (Lyg). In this context,
forward KL divergence can also be considered in-
stead of reverse KL divergence. As shown in Ta-
ble 5, experimental results indicate that using re-
verse KL divergence yields the best performance.
However, there is barely any significant difference.
We conjecture that since the model distribution
being trained is derived from the teacher, result-
ing in similar or even more modes in distribution,
which prevent undesirable behaviors such as mode-
covering even during forward KL divergence mini-
mization.
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Case 1

Instruction Convert a disfluent question to a proper question. A disfluent question is a question
that has some interruptions in it while framing. A proper question is the correct form
of the question without any disfluency.

Input What do no I meant Who do some tax agents want to make an impression on during
an arrest?

Ground Truth | Who do some tax agents want to make an impression on during an arrest?

SFT Some tax agents want to make an impression on during an arrest.

KD The tax agents want to make an impression on during an arrest.

SeqKD No I meant to ask who are some tax agents that want to make an impression on an
arrest.

MiniLLM A disfluent question is one that has some interruptions while framing. A proper
questions is the correct form of a question without any disfluidity.

GKD No I mean that there are no tax agents who want to make an impression on the arrest.

PromtKD Who do some tax agents want make an impression on during a arrest?

Case 2

Instruction Given an entity, a before event, an after event, and an attribute related to the entity,
generate a sentence as output. Your sentence should show the changes in the attribute
of the entity.

Input entity: rope, before: separate from ball, after: through slot in ball, attr: location

Ground Truth | The location of the rope was separate from the ball before and through a slot in the
ball afterwards.

SFT Rope was previously connected to a ball through a slot in the ball. When the rope is
pulled through the ball, it changes location and is no longer connected to the ball.

KD Rope is a string. before: ball, after: rope stroke

SeqKD Rope is made of rope.

MiniLLM through slot in ball

GKD before: separate from Ball, after: through slot In Ball, attr: location

PromptKD Rope was separate from Ball until through slot in Ball.

Table 6: Sample response from the S-NI dataset. PromptKD follows the instructions most accurately.
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