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ABSTRACT

Adaptive gradient methods such as Adam have gained increasing popularity in
deep learning optimization. However, it has been observed in many deep learn-
ing applications such as image classification, Adam can converge to a different
solution with a worse test error compared to (stochastic) gradient descent, even
with a fine-tuned regularization. In this paper, we provide a theoretical expla-
nation for this phenomenon: we show that in the nonconvex setting of learn-
ing over-parameterized two-layer convolutional neural networks starting from the
same random initialization, for a class of data distributions (inspired from image
data), Adam and gradient descent (GD) can converge to different global solutions
of the training objective with provably different generalization errors, even with
weight decay regularization. In contrast, we show that if the training objective is
convex, and the weight decay regularization is employed, any optimization algo-
rithms including Adam and GD will converge to the same solution if the training
is successful. This suggests that the generalization gap between Adam and SGD
in the presence of weight decay regularization is closely tied to the nonconvex
landscape of deep learning optimization, which cannot be covered by the recent
neural tangent kernel (NTK) based analysis.

1 INTRODUCTION

Adaptive gradient methods (Duchi et al., 2011; Hinton et al., 2012; Kingma & Ba, 2015; Reddi
et al., 2018) such as Adam are very popular optimizers for training deep neural networks. By
adjusting the learning rate coordinate-wisely based on historical gradient information, they are
known to be able to automatically choose appropriate learning rates to achieve fast convergence
in training. Because of this advantage, Adam and its variants are widely used in deep learning.
Despite their fast convergence, adaptive gradient
methods have been observed to achieve worse
generalization performance compared with gra- Models AlexNet VGG-16 ResNet-18
dient descent and stochastic gradient descent

(SGD) (Wilson et al., 2017; Luo et al., 2019; AScclil]r)n ;ggé gg%g gggg
Chen et al., 2020; Zhou et al., 2020) in many : : :
deep learning tasks such as image classification
(we have done some simple deep learning exper- Table 1: Test accuracy (%) comparison between
iments to justify this, the results are reported in Adam and SGD on the CIFAR-10 dataset.

Table 1). Even with explicit weight decay regu-

larization, achieving good test error with adaptive gradient methods seems to be challenging. More-
over, we have also visualized the first layer of AlexNet trained by Adam and SGD in Figure 1, where
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we can also observe a clear difference between Adam and SGD: the model learned by Adam is more
“noisy” than that learned by SGD.

Several recent works provided theoretical explanations of this generalization gap between Adam
and GD by showing that Adam and GD have different implicit bias. Wilson et al. (2017); Agarwal
et al. (2019) considered a setting of linear regression, and showed that Adam can fail when learning
an overparameterized linear model on certain specifically designed data, while SGD can learn the
linear model to achieve zero test error. This example in linear regression offers valuable insights into
the difference between SGD and Adam. However, there is a gap between their theoretical results
and the practical observations, since they consider a convex optimization setting, and the difference
between Adam and SGD will no longer be observed when adding weight decay regularization.
In fact, as we will show in this paper (Theorem 4.2), regularization can successfully correct the
different implicit bias and push different algorithms to find the same solution, since the regularized
training loss function of a convex model becomes strongly convex, which exhibits one unique global
optimum. For this reason, we argue that the example in the convex setting cannot fully capture the
differences between GD and Adam for training neural networks. More recently, Zhou et al. (2020)
studied the expected escaping time of Adam and SGD from a local basin, and utilized this to explain
the difference between SGD and Adam. However, their results do not take NN architecture into
consideration, and do not provide an analysis of test errors either.

In this paper, we aim at answering the following question

Why is there a generalization gap between Adam and gradient descent in learning neural networks,
even with weight decay regularization?

Specifically, we study Adam and GD for training neural networks with weight decay regularization
on an image-like data model, and demonstrate the different behaviors of Adam and GD based on
the notion of feature learning/noise memorization decomposition. Inspired by the experimental
observation in Figure 1 where Adam tends to overfit the noise component of the data, we consider
a model where the data are generated as a combination of feature and noise patches, and analyze
the convergence and generalization of Adam and GD for training a two-layer convolutional neural
network (CNN). The contributions of this paper are summarized as follows.

* We establish global convergence guarantees for Adam and GD with weight decay regularization.
We show that, starting at the same random initialization, Adam and GD can both train a two-layer
convolutional neural network to achieve zero training error after polynomially many iterations,
despite the nonconvex optimization landscape.

* We further show that GD and Adam in fact converge to different global solutions with different
generalization performance: when performed on the considered image-like data model, GD can
achieve nearly zero test error, while the generalization performance of the model found by Adam
is no better than a random guess. In particular, we show that the reason for this gap is due to the
different training behaviors of Adam and GD: Adam is more likely to fit dense noises and output
a model that is largely contributed by the noise patches; GD prefers to fit training data using their
feature patch and finds a solution that is mainly composed by the true features.

* We also show that for convex settings with weight decay regularization, both Adam and gradient
descent converge to the same solution and therefore have no test error difference. This suggests
that the difference between Adam and GD cannot be fully explained by linear models or neural
networks trained in the “almost convex” neural tangent kernel (NTK) regime (Jacot et al., 2018;
Allen-Zhu et al., 2019b; Du et al., 2019a; Zou et al., 2019). It also demonstrates that the inferior
generalization performance of Adam is closely tied to the nonconvex landscape of deep learning
optimization, and cannot be solved by adding regularization.

2 RELATED WORK

In this section, we discuss the works that are closely related to our paper.

Generalization gap between Adam and SGD. The worse generalization of Adam compared with
SGD has also been observed by some recent works and has motivated new variants of neural net-
work training algorithms. Keskar & Socher (2017) proposed to switch between Adam and SGD
to achieve better generalization. Merity et al. (2018) proposed a variant of the averaged stochastic
gradient method to achieve good generalization performance for LSTM language models. Luo et al.
(2019) proposed to use dynamic bounds on learning rates to achieve a smooth transition from adap-
tive methods to SGD to improve generalization. Our theoretical results for GD and Adam can also
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(a) Adam (b) SGD

Figure 1: Visualization of the first layer of AlexNet trained by Adam and SGD on the CIFAR-10
dataset. Both algorithms are run for 100 epochs with weight decay regularization and standard data
augmentations. Clearly, the model learned by Adam is more “noisy” than that learned by SGD,
implying that Adam is more likely to overfit the noise in the training data.

provide theoretical insights into the effectiveness of these empirical studies.

Optimization and generalization in deep learning. Our work is also closely related to the recent
line of work studying the optimization and generalization guarantees of neural networks in the neu-
ral tangent kernel (NTK) regime (Jacot et al., 2018) or lazy training regime (Chizat et al., 2019). In
particular, recent works (Du et al., 2019b;a; Allen-Zhu et al., 2019b; Zou et al., 2019) showed that
the optimization only happens within a small neighborhood region around the random initialization
and proved the global convergence of GD and SGD when the neural network is sufficiently wide.
Moreover, the generalization ability of GD/SGD has been further studied in the same setting (Allen-
Zhu et al., 2019a; Arora et al., 2019a;b; Ji & Telgarsky, 2020; Chen et al., 2021), which suggests
that wide neural network trained by GD/SGD can learn a low-dimensional function class. Moreover,
Allen-Zhu & Li (2019); Bai & Lee (2019) initiated the study of learning neural networks beyond the
NTK regime as it differs from the practical DNN training. Our analysis in this paper is also beyond
NTK, and gives a detailed comparison between GD and Adam.

Feature learning by neural networks. This paper is also closely related to several recent works
that studied how neural networks can learn features. Allen-Zhu & Li (2020a) showed that adversar-
ial training purifies the learned features by removing certain “dense mixtures” in the hidden layer
weights of the network. Allen-Zhu & Li (2020b) studied how ensemble and knowledge distillation
work in deep learning when the data have “multi-view” features. Frei et al. (2022b) studied the fea-
ture learning for two-layer networks, and demonstrated its superior performance than linear models.
Shen et al. (2022) explored the benefit of data augmentation by showing its ability to achieve more
effective feature learning. This paper studies a different aspect of feature learning by Adam and GD,
and shows that GD can learn the features while Adam may fail even with proper regularization.

3 PROBLEM SETUP AND PRELIMINARIES

We consider learning a CNN with Adam and GD based on n independent training examples
{(xi,y:)}1, generated from a data model D. In the following. we first introduce our data model
D, and then explain our neural network model and the details of the training algorithms.

Data model. We consider a data model where the data inputs consist of feature and noise patches.
Such a data model is motivated by image classification problems where the label of an image usually
only depends on part of an image, and the other parts of the image showing random objects, or fea-
tures that belong to other classes, can be considered as noises. When using CNN to fit the data, the
convolution operation is applied to each patch of the data input separately. We claim that our data
model is more practical than those considered in Wilson et al. (2017); Reddi et al. (2018), which
are handcrafted for showing the failure of Adam in term of either convergence or generalization (de-
tailed illustrations of the data models in these works are deferred to the appendix). For simplicity, we
only consider the case where the data consists of one feature patch and one noise patch. However,
our result can be easily extended to cover the setting where there are multiple feature/noise patches.
The detailed definition of our data model is given in Definition 3.1 as follows.

Definition 3.1. Each data point (x,y) with x € R?? and y € {—1,1} is generated as follows:

x = [x{,%5 ", where one of x; and x5 denotes the feature patch that consists of a feature vector
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y - v, which is assumed to be 1-sparse, and the other one denotes the noise patch and consists of
a noise vector £&. Without loss of generality, we assume v = [1,0,...,0]". The noise vector £ is
generated according to the following process:

+ Randomly select s coordinates from [d]\{1} uniformly, denoted as a vector s € {0,1}.

¢ Generate £ from distribution A/ (0, 01271), and then mask off the first coordinate and other d — s — 1
coordinates, i.e., £ = £ ® s.

* Add feature noise to &, i.e., £ = & — ayv, where 0 < « < 1 is the strength of the feature noise.

) o) = O (o) and

s-polylog(n)

/2
n2

In particular, throughout this paper we set d = Q(n?), s = ©(
o = (o, - polylog(n)).

The most natural way to think of our data model is to treat x as the output of some intermediate
layer of a CNN. In literature, Papyan et al. (2017) pointed out that the outputs of an intermediate
layer of a CNN are usually sparse. Yang (2019) also discussed the setting where the hidden nodes
in such an intermediate layer are sampled independently. This motivates us to study sparse features
and entry-wisely independent noises in our model. In this paper, we focus on the case where the
feature vector v is 1-sparse and the noise vector is s-sparse for simplicity. However, these sparsity
assumptions can be generalized to the settings where the feature and the noises are denser, as long
as the sparsity gap between feature and noises exists.

Note that in Definition 3.1, each data input consists of two patches: a feature patch yv that is
positively correlated with the label, and a noise patch & which contains the “feature noise” —ayv
as well as random Gaussian noises. Importantly, the feature noise —ayv in the noise patch plays
a pivotal role in both the training and test processes, which connects the noise overfitting in the
training process and the inferior generalization ability in the test process.

Moreover, we would like to clarify that the data distribution considered in our paper is an extreme
case where we assume there is only one feature vector and all data has a feature noise, since we
believe this is the simplest model that captures the fundamental difference between Adam and SGD.
With this data model, we aim to show why Adam and SGD perform differently. Our theoretical
results and analysis techniques can also be extended to more practical settings where there are mul-
tiple feature vectors and multiple patches, each data can either contain a single feature or multiple
features, together with pure random noise or feature noise.

Two-layer CNN model. We consider a two-layer CNN model F' using truncated polynomial acti-
vation function o(z) = (max{0, z})? and fix the weights of second layer to be all 1’s, where ¢ > 3.
Given the data (x, y), the j-th output of the CNN can be formulated as

Fj(WvX) = Z [U(<Wj,7”7x1>) + U(<Wj,7“7x2>)] = Z [J(<Wj,rvy ’ V>) + J(<Wj,7“7£>)]7 (3.1

r=1 r=1

where m is the width of the network, w ,. € R4 denotes the r-th CNN filter, and W is the collection
of model weights. For the ease of analysis, we set the output layer as all 1’s. Our analyses and results
can still be applied if we use random second layer weights.

Besides, the motivation of using polynomial ReLU activation function is to guarantee that the loss
function is (locally) smooth and the amplification ability of pattern learning. It can be replaced by a
smoothed ReL.U activation function (e.g., the activation function used in Allen-Zhu & Li (2020b)).
If we assume the input data distribution is Gaussian, we can also deal with ReLLU activation function
(Li et al., 2020). A set of similar smoothed ReLLU-type activation functions have also been widely
considered to study the generalization performance of two-layer neural networks from different
aspects (Frei et al., 2022a; Cao et al., 2022; Shen et al., 2022; Chen et al., 2022). Moreover, we
would like to emphasize that x; and x5 denote two data patches, which are randomly assigned with
feature vectors or noise vectors independently for each data point. The leaner has no knowledge
about which one is the feature patch (or noise patch).

In this paper we assume the width of the network is polylogarithmic in the training sample size, i.e.,
m = polylog(n). We assume j € {—1,1} in order to make the logit index be consistent with the
data label. Moreover, we assume that the each weight is initialized from a random draw of Gaussian
random variable ~ N (0, 03) with g = @(d_1/4).



Published as a conference paper at ICLR 2023

Training objective. Given the training data points {(x;, y;) }i=1.... n. We consider to learn the model
parameter W by optimizing the empirical loss function with weight decay regularization

1 — A
= =D Li(W) + [ W], (3.2)
n =1

Fy? (W,x;)

where L;(W) = —log S denotes the individual loss for the data point (x;, y;) and
JjE

A > 0 1is the regularization parameter. In particular, the regularization parameter can be arbitrary as
. . . _ 1 . .
long as it satisfies A € (0, Ag) with g = G(d(q_l)/%.polylog(n)). We claim that the ) is the largest

feasible regularization parameter that the training process will not stuck at the origin point (recall
that L(W) admits zero gradient at W = 0.)

Training algorithms. In this paper, we consider full-batch gradient descent and Adam'. In particu-
lar, starting from W (%) = {w(‘o)7 j = {%1},7 € [m]}, the gradient descent update rule is
t+1 t
gr ) _ ()_77 Ve, L (W),
where 7 is the learning rate. Meanwhile, Adam store historical gradient information in the momen-
tum m®) and a vector v(*) as follows

m{Y = giml) + (1= 1) - Vu, LW, (33)
Vi = v 4 (1 B2) - [V, LOW®)2, (3.4)

and entry-wisely adjusts the learning rate:

witD — O (t) /)
]r j,r / ]7"7 (35)

where (31, B2 are the hyperparameters of Adam (a popular choice in practice is 51 = 0.9, and
B2 = 0.99), which are considered as constants in our paper, and in (3.4) and (3.5), the square
(+)2, square root /-, and division - /- all denote entry-wise calculations. We would like to clarify the

original Adam paper (ngma & Ba, 2015) considers to normalize the gradient m( ) . via [ ) el /2,
while the small bias term e is ignored in our paper. In practice, tuning e can help 1mprove the
generalization ability of Adam (Choi et al., 2019), as it allows to make a trade-off between the
normalized gradient update and gradient update. We remark that considering tunable € is beyond the
focus of this paper. For the ease of analysis, we do not consider the initialization bias correction in

the original Adam paper either and set m(o) = Vw,,L(W©®)and v(o) = [Vw, , LW,
4 MAIN RESULTS

In this section we will state the main theorems in this paper. We first provide the learning guarantees
of Adam and Gradient descent for training a two-layer CNN model in the following theorem. Recall
that in this setting the training objective is nonconvex.

Theorem 4.1 (Nonconvex setting). Consider a two-layer CNN defined in (3.1) with d = Q(n*)
and regularized training objective (3.2) with a regularization parameter A > 0, suppose the network
width is m = polylog(n) and the data distribution follows Definition 3.1, then we have the following
guarantees on the training and test errors for the models trained by Adam and Gradient descent:

1. Suppose we run Adam for T' = m iterations with n = po%() then with probability at least

1—0O(n~'), we can find a NN model WA gam Such that |VL(W* ,...)
model W7 ..., also satisfies:

I < T . Moreover, the

* Training error is zero: = > | 1 [Fy, (Wi gam»Xi) < F_y, (Wi gam» %) = 0.

* Test error is hlgh ]P)(x,y)ND [F'U(WAdam7 ) S F—’y(WAdam7 )] Z %

2. Suppose we run gradient descent for 7' = iterations with learning rate n = m, then

with probability at least 1 —O(n!), we can find a NN model W§, such that | VL(WEp)[|% <
T%]. Moreover, the model W¢, also satisfies:

poly(n)
n

'Our theory can still hold for mini-batch stochastic gradient descent, which we will discuss in Appendix.
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i(WaD7xi)] = 0.
(WéDaX)] = :

poly(n)"

* Training error is zero: + 3" | 1 [F,,(W&p, x;) < F_y
* Test error is nearly zero: Py ) p [Fy (W, x) < F_y,
From the optimization perspective, Theorem 4.1 shows that both Adam and GD can be guaranteed
to find a point with a very small gradient, which can also achieve zero classification error on the
training data. Moreover, it can be seen that given the same iteration number 7' and learning rate 7,
Adam can be guaranteed to find a point with up to 1/(7T'n) gradient norm in ¢; metric, while gradient
descent can only be guaranteed to find a point with up to 1/4/Tn gradient norm in £» metric. More
specifically, let € be a sufficiently small quantity and ignoring other problem parameters, we can
set 7 = O(e) for Adam and n = O(€?) for GD, then Adam and GD will need T = O(¢?) and
T = O(e*) to find a first-order e-stationary point. This suggests that Adam could enjoy a faster
convergence rate compared to SGD in the training process, which is consistent with the practice
findings. We would also like to point out that there is no contradiction between our result and the
recent work (Reddi et al., 2019) showing that Adam can fail to converge, as the counterexample in
Reddi et al. (2019) is for the online version of Adam, while we study the full batch Adam.

In terms of the test performance, their generalization abilities are largely different, even with weight
decay regularization. In particular, the output of gradient descent can generalize well and achieve
nearly zero test error, while the output of Adam gives nearly 1/2 test error. In fact, this gap is due
to two major aspects of the training process: (1) At the early stage of training where weight decay
exhibits negligible effect, Adam and GD behave very differently. In particular, Adam prefers the
denser and thus tends to fit the noise vectors &, gradient descent prefers the data patch of larger /5
norm and thus will learn the feature patch; (2) At the late stage of training where the weight decay
regularization cannot be ignored, both Adam and gradient descent will be enforced to converge to a
local minimum of the regularized objective, which maintains the pattern learned in the early stage.
Consequently, the model learned by Adam will be biased towards the noise patch to fit the feature
noise vector —ayv, which is opposite in direction to the true feature vector and therefore leads to a
test error no better than a random guess. More details about the training behaviors of Adam and GD
are given in Section 5. Experimental justification are provided in Appendix.

Theorem 4.1 shows that when optimizing a nonconvex training objective, Adam and gradient descent
will converge to different global solutions with different generalization errors, even with weight
decay regularization. In comparison, the following theorem gives the learning guarantees of Adam
and gradient descent when optimizing convex and smooth training objectives (e.g., linear model
F(w,x) = wx with logistic loss).

Theorem 4.2 (Convex setting). For any convex and smooth training objective with positive regu-

larization parameter A, suppose we run Adam and gradient descent for 7' = %(n) iterations,

then with probability at least 1 — n~!, the obtained parameters W4, and W¢,, satisfy that
IVL(W3 o) ll1 < T%] and |[VL(W3 a3 < Tin respectively. Moreover, let F'(W,x) € R be
the output of the convex model with parameter W and input x, it holds that:

* Training errors are the same, £ "7 | 1 [sgn(F(Wiam. Xi)) # sgn(F(Wp, x;)] = 0.

« Test errors are nearly the same: Py ) p [sgn(F (W3 gam- Xi)) # sgn(F(Wgp, x;)] < m

Theorem 4.2 shows that when optimizing a convex and smooth training objective (e.g., a linear
model with logistic loss) with weight decay regularization, both Adam and gradient can converge
to almost the same solution and enjoy very similar generalization performance. The proof will
be relying on the strong convexity of the training objective and the convergence (to the first-order
stationary) guarantee of Adam (Défossez et al., 2020) and GD. Combining this result and Theorem
4.1, it is clear that the inferior generalization performance is closely tied to the nonconvex landscape
of deep learning, and cannot be understood by standard weight decay regularization.

5 PROOF OUTLINE OF THE MAIN RESULTS

In this section we provide the proof sketch of Theorem 4.1 and explain the different generalization
abilities of the models found by gradient descent and Adam.

Before moving to the proof of main results, we first give the following lemma which shows that for
data generated from the data distribution D in Definition 3.1, with high probability all noise vectors
{&i}i=1,....n have nearly disjoint supports.
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Lemma 5.1. Let {(x;,¥;)}i=1,....» be the training dataset generated by Definition 3.1. Moreover,
recall that x; = [y;v', &[] (orx; = [¢],4:v']"), let B; = supp(&;)\{1} be the support of &;
except the first coordinate. Then with probability at least 1 — n=2, B; N B; = 0 for all i # j.

This lemma implies that the optimization of each coordinate of the model parameter W, except for
the first one, is mostly determined by only one training data. Technically, this lemma can greatly
simplify the analysis for Adam so that we can better illustrate its optimization behavior and explain
the generalization performance gap between Adam and gradient descent.

Proof outline. For both Adam and gradient descent, we will show that the training process can be
decomposed into two stages. In the first stage, which we call pattern learning stage, the weight
decay regularization will be less important and can be ignored, while the algorithms tend to learn
the pattern from the training data. In particular, we will show that in the pattern learning stage, the
optimization algorithms have different algorithmic bias: Adam tends to fit the noise patch while
gradient descent will mainly learn the feature patch. In the second stage, which we call it regular-
ization stage, the effect of regularization cannot be neglected, which will regularize the algorithm
to converge at some local stationary points. However, due to the nonconvex landscape of the train-
ing objective, the pattern learned in the first stage will remain unchanged, even when running an
infinitely number of iterations.

5.1 PROOF SKETCH FOR ADAM

Recall that in each iteration of Adam, the model weight is updated by using a moving-averaged
gradient, normalized by a moving average of the historical gradient squares. As pointed out in
Balles & Hennig (2018); Bernstein et al. (2018), Adam behaves similarly to sign gradient descent
(signGD) when using sufficiently small step size or the moving average parameters 31, 32 are nearly
zero, which is also justified in our Lemma C.2. Specifically, we show that when considering constant
B1 and B, the Adam update on the coordinates with large gradient (e.g., [VL(W®)[E]| > )
can be well approximated by the signGD update (i.e., sign(VL(W®)[k])). This motivates us to
understand the optimization behavior of signGD and then extends it to Adam using their similarities.
In particular, signGD updates the model parameter according to the following rule:
witr ) = Wit — - sen(V,  LW®)).
Recall that each data has a feature patch and a noise patch. By Lemma 5.1 and the data distribution
(see Definition 3.1), all noise vectors {51}7:17, are supported on disjoint coordinates except the
first coordinate. For x;, let B; denote its support excluding the first coordinate. In the subsequent
analysis, we will always assume that those B;’s are disjoint, i.e., B; N B; = 0 if i # j.
Next we will characterize two aspects of the training process: feature learning and noise memoriza-
tion. Mathematically, we focus on two quantities: (wj(-t) j-v)and <Wg(;ti),7‘7 &;). In particular, given
(t)

the training data point (x;,y;) with x; = [y;v',&']T, larger (wy.,, y; - v) implies better feature

17"

learning and larger (wg(jfz)ﬂ«7 &;) represents better noise memorization. Then regarding the feature
vector v that only has nonzero entry at the first coordinate, we have the following for signGD:

<W§ff1),jv> = (wj(ijv —n - (sgn(Vw, , LIWD)), jv) (5.1
— (wl, jv) + dn- sgn(zyz 9o’ (w2, o)) — ao’ (w2, €))] — mwm),
=1

F; (W,x;)
e J z
IAGEDE From (51) we can

where éétg = 1,,=; —logit; (F,x;) and logit, (F,x;) = >
’ ke{—1,1} €

observe three terms in the signed gradient. Specifically, the first term represents the gradient over the
feature patch, the second term stems from the feature noise term in the noise patch (see Definition
3.1), and the last term is the gradient of the weight decay regularization. On the other hand, the
memorization of the noise vector &; can be described as follows.

(wilth &) — (wil) &) = —n - (sen(Vw,, , LIWD)), &) (5.2)
=0 > sgn(e;iiio’«wgi{,.,si>>si[k]—nAwgiz,.[k]) - &ilk].
keB;U{1}
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Throughout the proof, we will show that the training process of Adam can be decomposed into two
stages: pattern learning stage and regularization stage. In the first stage, the algorithm learns the
pattern of training data quickly, without being affected by the regularization term. In the second
stage, the training data has already been correctly classified since the pattern has been well captured,
the regularization will play an important role in the training process and guide the model to converge.
Stage I: Learning the pattern. At the beginning of training, the neural network output is smaller
than some constant for all data, and therefore all training data remain under-fitted and can provide
large gradient for model training. We specify this stage of training as Stage I. In this stage, the effect
of weight decay regularization can be ignored due to our choice of A. We will show that in this stage
the inner product (wg(,?,r, &;) grows much faster than <W§tz, Jjv) since feature learning only makes
use of the first coordinate of the gradient, while noise memorization could take advantage of all the
coordinates in B; (see (5.2), note that |B;| = s > 1).

Lemma 5.2 (General results in Stage I). Suppose the training data is generated according to Defi-
nition 3.1, assume A = o(c¢ ™ 0, /n) and n = 1/poly(d), then for any ¢ < T, with Ty = O(

)
nsop
and any i € [n],

(Wi ovy < (wil gy ), (witD &) = (W, &) + B(ysa).

Since (wj T,é ) enjoys a much faster increasing rate than that of (w (27] v), after a certain

number of iterations, the learning of noise patch will dominate the learmng of feature patch (i.e.,

(< j,r? &) > o' ((w ;Z, y;v))). Thus, by (5.1), the model will tend to fit the feature noise in the
noise patch (i.e., —ay;Vv), leading to a flipped feature learning phenomenon.

Lemma 5.3 (Flipping the feature learmng) Suppose the tralnlng data is generated according to
Definition 3.1, o > 6((50 )Rt AVAC ) and oy < O((sap) 1), then for any t € [T}, Tp] with

T, = O(W) < To,

(wit Vg v) = (Wil g v) — e ().
Moreover, it holds that (1) W(TO)[l] = —sgn(j) - ﬁ(%) ) wﬁf’)[k] = sgn(&;[k]) - SN)(%) or
W(TfJ)[ k] = +0(n) for k € B; with y; = j; and (3) w(-T,”)[k] = +0(n) otherwise.

From Lemma 5.3 it can be observed that at the iteration Tj, the sign of the first coordinate of w( o)
is different from that of the true feature, i.e., j - v. This implies that at the end of the first trammg
stage, the model is biased towards the noise patch to fit the feature noise.

Stage II: Regularizing the model. In this stage, as the neural network output becomes larger, part of
training data starts to be well fitted and gives smaller gradient. As a consequence, the feature learning
and noise memorization processes will be slowed down and the weight decay regularization term
cannot be ignored. However, although weight decay regularization can prevent the model weight
from being too large, it will maintain the pattern learned in Stage I and cannot push the model back
to “forget” the noise and learn the feature and stops at some local stationary points. We summarize
these results in the following lemma.

Lemma 5.4 (Maintain the pattern). If o = O(so2/n) and 7 = o(}), then let r* =
arg maxre[m] (wg(,?hfi}, forany t > Ty, i € [n], j € {£1} and r € [m], it holds that
(Wytes &) = O(1), D [wye [R]] - [€:[K]] = B(1), (wj.),sen(j) - v) € [~o(1), 0" ).
keB;

Lemma 5.4 shows that in the second stage, (Wyz r, &;) will always be large while <wg(,?,r, yi - V) is
still negative, or positive but extremely small. Next we will show that within polynomial steps, the
algorithm can be guaranteed to find a point with small gradient.

Lemma 5.5 (Convergence guarantee). If 7 = O(d~'/2), then for any ¢ it holds that
LW) — LW®) < —pl| VLW )|, + O(n*d).

Lemma 5.5 shows that we can pick a sufﬁc1ently small n and T' = poly(n)/n to ensure that the
algorithm can find a point with up to O(1/(7'n)) in ¢; norm. Then we can show that given the results
in Lemma 5.4, the formula of the algorithm output W* can be precisely characterized, which we
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can show that (w; ., y; - v) < 0. This implies that the output model will be biased to fit the feature
noise —ayv but not the true one v. Then when it comes to a fresh test example the model will fail
to recognize its true feature. Also note that the noise in the test data is nearly independent of the
noise in training data. Consequently, the model will not be able to identify the label of the test data
and therefore cannot be better than a random guess.

5.2 PROOF SKETCH FOR GRADIENT DESCENT

Similar to the proof for Adam, we also decompose the entire training process into two stages.
Stage I: Learning the pattern. In this stage the gradient from training loss function is large and
and the effect of regularization can be ignored. Unlike Adam that is sensitive to the sparsity of the
feature vector or noise vector, gradient descent is more focusing on the 5 norm of them, where the
vector (which can be either feature or noise) with larger /5 norm is more likely to be discovered and
learned by GD. Note that the feature vector has a larger /5 norm than the noise, we can show that
gradient descent will learn the feature vector very quickly, while barely memorize the noise.

Lemma 5.6. Let A;t) = MaX,cly) <W§-fj1),j - V), F;tl) = MaX,c[py) <W§12, &), and F§-t) =
MAX;:y, = F;tz) . Let T be the iteration number that A§t) reaches ©(1/m) = ©(1), then we have

T, = é(agfq) forall j € {—1,1}. Moreover, let Ty = max; {7}, then for all ¢ < Tj it holds that
'Y = O(oy) forall j € {~1,1}.

Stage II: Regularizing the model. Similar to Lemma 5.4, we show that in the second stage at
which the impact of weight decay regularization cannot be ignored, the pattern of the training data
learned in the first stage will remain unchanged.

Lemma 5.7. If < O(oy), it holds that A;t) =©(1) and th) = O(oy) forall ¢ > min; 7}.

The following lemma further shows that within polynomial steps, gradient descent is guaranteed to
find a point with small gradient.

Lemma 5.8. If the learning rate satisfies 7 = o(1), then for any ¢ > 0 it holds that

LWHD) — LW®) <~ VLW ) 3.
Lemma 5.8 shows that we can pick a sufficiently small 7 and T’ = poly(n)/n to ensure that gradient
descent can find a point with up to O(1/(T)*/?) in £5 norm. By Lemma 5.7, it is clear that the
output model of GD can well learn the feature vector while memorizing nearly nothing from the
noise vectors, which can therefore achieve nearly zero test error.

Experiments. We perform experiments on synthetic data (generated according to Definition 3.1) to
validate our theoretical findings: Adam performs stronger noise memorization than feature learning
while GD performs stronger feature learning than noise memorization, when conducted on the data
distribution constructed in Definition 3.1. We consider both the two-layer CNN model studied in
this paper and a 5-layer CNN model for further justification. Experimental setup and results are
deferred to Appendix A due to the page limit.

6 CONCLUDING REMARKS AND FUTURE WORK

In this paper, we study the generalization of Adam and compare it with gradient descent. We show
that when training neural networks, Adam and GD starting from the same initialization can con-
verge to different global solutions of the training objective with significantly different generalization
errors, even with proper regularization. Our analysis reveals the fundamental difference between
Adam and GD in learning features or noise, and demonstrates that this difference is closely tied to
the nonconvex landscape of neural networks.

We would also like to remark several important research directions. First, our current result is
for two-layer networks. Extending the results to deep networks could be an important next step,
where we will not only look at the input data but also consider the output of each intermediate layer
as “input”. Second, our current data model is motivated by the image data (i.e., sparse feature and
denser noise), where Adam has been observed to perform worse than SGD in terms of generalization.
In fact, our theoretical analysis can lead to an opposite conclusion on the generalization comparison
between Adam and GD if the noise is sparse and the feature is denser. Therefore, it would also
be interesting to explore whether this is the case in other machine learning tasks such as natural
language processing, where Adam is often observed to perform better than SGD.
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A EXPERIMENTS

A.1 EXPERIMENT DETAILS FOR FIGURE 1

The experiments in Figure | are performed by running (stochastic gradient) Adam and SGD in
training AlexNet on the CIFAR-10 dataset. Specifically, the first layer of AlexNet is set as: ker-
nel_size=11, stride=4, padding=2, in order to match the size of CIFAR-10 image. In terms of the
input data, we use standard random crop and horizontal flip data augmentations. In terms of the
model training, we set the batch size as 64, the epoch number as 100, the regularization parameter
as A = 5 x 10~%. Besides, we set the learning rate = 0.01 for SGD and n = 1 x 10~ for Adam,
where (31 and (3 are set as their default values in pytorch.

A.2 NUMERICAL EXPERIMENTS ON SYNTHETIC DATA

In this section we perform numerical experiments on the synthetic data generated according to Def-
inition 3.1 to verify our main results. In particular, we set the problem dimension d = 1000,
the training sample size n = 200 (100 positive examples and 100 negative examples), fea-
ture vector v. = [1,0,...,0]", noise sparsity s = 0.1d = 100, standard deviation of noise
o, = 1/s'/2 = 0.1, feature noise strength a = 0.2, initialization scaling oo = 0.01, regularization
parameter A = 1 x 1075,

Two-layer CNN model. We first consider the exact two-layer CNN model studied in the paper.
We set the network width m = 20, activation function o(z) = max{0, z}?, total iteration number
T = 1x10%*, and the learning rate 7 = 5 x 10~° for Adam (default choices of 3; and 3 in pytorch),
1 = 0.02 for GD.

We first report the training error and test error achieved by the solutions found by SGD and Adam in
Table 2, where the test error is calculated on a test dataset of size 10%. It is clear that both Adam and
SGD can achieve zero training error, while they have entirely different results on the test data: SGD
generalizes well and achieve zero test error; Adam generalizes worse than SGD and gives > 0.5 test
error, which verifies our main result (Theorem 4.1).

Algorithm Adam SGD

Training error 0 0
Test error 0.884 0

Table 2: Training and test errors achieved by GD and Adam.

Moreover, we also calculate the inner products: max,(wi ,,v) and min; max, (w1 ,,&;), repre-
senting feature learning and noise memorization respectively, to verify our key lemmas. Here we
only consider positive examples as the results for negative examples are similar. The results are
reported in Figure 2. For Adam, from Figure 2(a), it can be seen that the algorithm will perform fea-
ture learning in the first few iterations and then entirely forget the feature (but fit feature noise), i.e.,
the feature learning is flipped, which verifies Lemma 5.3. In the meanwhile, the noise memoriza-
tion happens in the entire training process and enjoys much faster rate than feature learning, which
verifies Lemma 5.2. In addition, we can also observe that there are two stages for the increasing
of min; max, (w1 ,, &;): in the first stage min; max, (w1 ,, &) increases linearly, and in the second
stage its increasing speed gradually slows down and min; max, (w1 ,, §;) will remain in a constant
order. This verifies Lemma 5.2 and Lemma 5.4. For GD, from Figure 2(b), it can be seen that the
feature learning will dominate the noise memorization: feature learning will increase to a constant
in the first stage and then remain in a constant order in the second stage; noise memorization will
keep in a low level which is nearly the same as that at the initialization. This verifies Lemmas 5.6
and 5.7.

5-Layer CNN model. We further perform numerical simulations for the deep neural network mod-
els. In particular, we consider a 5-layer CNN model: the first layer is exactly the same as the two-
layer CNN model, followed by a 4-layer MLP with ReLU activation. The number of neurons is set

13
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Figure 2: Visualization of the feature learning (max,(wi,,v)) and noise memorization
(min; max,(wy ,, &;)) for training the two-layer CNN model.
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Figure 3: Visualization of the feature learning (max,(w;,,v)) and noise memorization
(min; max, (w1 ,, &;)) for training the 5-layer CNN model.

as m = 20 for all layers. The total iteration number is 7' = 1 x 10*, the learning rate is = 5x 10~5
for Adam and 7 = 0.1 for GD.

We then show the feature learning and noise memorization of the first layer of this neural network
model by calculating the inner products: max, (w1 ., v) and min; max,(wy ,, &;), where wy , de-
notes the weights of the r-th neuron in the first layer. The results are shown in Figure 3. It can
be observed that, when applied on the data distribution in Definition 3.1, Adam tends to perform
stronger noise memorization than feature learning, while GD performs stronger feature learning and
nearly negligible noise memorization. Moreover, we also visualize the first layer of the 5-layer CNN
trained by Adam and GD in Figure 4. It can be seen that the CNN model found by Adam is clearly
more “noisy” than that found by GD. This is consistent with our theoretical findings and empirical
observation on the real-world dataset (i.e., Figure 1).

B EXTENSIONS TO MINI-BATCH STOCHASTIC GRADIENTS

One natural extension of our paper is proving the separation between mini-batch SGD (without
replacement) and mini-batch Adam, which we believe is not difficult. In particular, let Z; of size B
be the set of indices of the mini-batch data used in the ¢-th iteration, the update rule of SGD is

1) (@) 1 )
w =Wir— 0 E ZVWj,TLi(W(t)) _)‘er'

Jr s )
€Ty
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(a) Adam (b) GD
Figure 4: Visualization of the first layer of the 5-layer CNN model on the synthetic dataset.

The update rule of mini-batch Adam is

) = (1= 51) - | 35 T, LW) £ awl.
€Ly
VD = g 1 1 [ 5 Y W) i
i€Ty
and
(t+1) (t) (t) (t)
]7‘ j7r / +€'

Here the bias term is set as € = é()\ao). We claim that this parameter is introduced to guarantee
that the regularization term will not dominate the training process when using stochastic gradients
in Adam.

Then we will take a deeper look at the speeds of feature learning and noise learning for mini-batch
SGD and Adam, where we focus on the period that |(w W ) >| | (w Wi " &) = o(1) for all j, i, and r
(i.e., the pattern learning stage). This further implies that |£ ¥ | = 0.5+ o(1) for all j, ¢, and ¢. Thus

in the following, we will assume that all \Egtl) | has nearly the same quantity.

Feature Learning. First, according to Definition 3.1, we know that the feature vector v and feature
noise are the same for all data, which implies that the learning pattern of the feature coordinate will
be largely the same as that of full-batch algorithms. In particular, for mini-batch Adam, we can
show that the update of the first coordinate (i.e., feature coordinate) is similar to sign-GD when
using sufficiently small learning rate 7 = 1/poly(d) since all stochastic gradients V L;(W*)) have

the same component in this coordinate. Then using the fact that |£§t2 |’s are nearly the same for all i,
we have
(Wi )~ (Wil ) + sgn(z uill) o' ((wil) wiv) — a0’ (w2, &) - nxwﬁ[l]).

i=1

which is the same as full-batch Adam (see (5.1)). For SGD, using the fact that |£§t2 |’s are nearly the
same for all 7, we can get that

(Wi vy o (1= pA) - (wil) G v)

-‘rZJ(Zyz Jr?yl O‘Zyl t) / JT”&)))

which is also the same as that of GD (see (C.28)).
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Noise Memorization. Note that due to the normalization term v(-? in the Adam update, all coor-

dinates will be updated with nearly the same amount. Therefore, we only need to count the number
of coordinates that are updated by full-batch Adam and mini-batch Adam.

Recall that we have shown that using mini-batch gradients will not affect the feature learning. How-
ever, the noise memorization will be slightly different, since in each iteration, full-batch Adam can

update ©(ns) coordinates while mini-batch Adam can only update ©(Bs) coordinates. To show
this, we note that for any coordinate k£ # 1, the gradient momentum of full-batch Adam is

SECID SE(EVAN-D Ol L Eag CRPSF gl
=0

1€[n]

while for mini-batch Adam,

mg?[kj] ~ Zﬁ{(l - ﬁl) . % Z [ij~7,Li(W(t_T))[k} + )\Wj(’t;‘r) [kj]:|7
=0

1€Lt— 1

where we only maintain the recent 7 = polylog(n) gradients since for 7 < ¢ — 7, the decaying
terms (51)7 < (B;)7 becomes negligible. Therefore, by comparing the above two equations and
applying Definition 3.1, it is clear that for full-batch Adam can update all noise coordinates, i.e.,
k € Ujen)Bi, which is of size ©(ns). In contrast, mini-batch Adam can only update a subset of

noise coordinates, i.e., k € Urc[7] Uie[z,_,] B, which is of size 7Bs = ©(Bs). This further implies
that in each epoch (one pass of the data, ©(n/B) steps), the noise coordinates in B; will be updated
by mini-batch Adam in at most 7 = (:)(1) steps, while within the same amount of iterations, the noise
coordinates in B; will be updated by full-batch Adam for ©(n/B) steps, suggesting that mini-batch
Adam admits a slower rate of noise memorization by a ©(n/B) factor.

For SGD, it is easy to show that the rate of noise memorization will still be nearly the same as that
of GD. In particular, during each training epoch (©(n/B) steps), SGD will learn the noise vector &;
in only one step with the mini-batch gradient %VL,; (W(T>) for some 7 in this epoch, while within
the same amount of steps, GD will learn the noise vector &; in all ©(n/B) steps but with strength
%VL,- (W(T)), giving the same total learning ability. This suggests that SGD admits a nearly the
same rate of noise memorization compared to GD.

Overall, we are able to deliver the following lemmas that characterize the feature learning and noise
memorization of SGD and stochastic gradient Adam in training Stage 1.

Lemma B.1 (SGD, Informal). Suppose the training data is generated according to Definition
3.1, then given proper configurations of A and e and sufficiently small learning rate 7, define
A§t) = MaX,c[y) (wﬁ,j - v) and Fﬁ) = MaX,gm| (wgtz, &), for any ¢, satisfying Agto),lﬂgf) =
o(1/polylog(n)), we have the following one-epoch update of feature learning and noise memoriza-
tion for SGD

n n _
&““/M)EAY“+U-9<B~MY“V1>
B J

Lemma B.2 (Stochastic gradient Adam, Informal). Suppose the training data is generated according
to Definition 3.1, then given proper configurations of A and ¢, for any ¢y < T\ with T = O(

2
(to+|n/B]) (to) ns0p (to)yg—1
rire grﬁ-ur@<4pﬂw .

nBZop )

and any 7 € [n], we have the following one-epoch update of feature learning and noise memorization
n/B . . n ~

(win D vy < (Wi ev) + O/ B), (wiin D, &) = (wiin) &) + B (nsay).

To sum up, we have shown that (1) mini-batch SGD and mini-batch Adam will not change the learn-

ing speed of feature vector v compared to their full-batch counterparts, i.e., Lemma C.3 and (C.31)
(needs to covert to |n/B]| iterations); (2) mini-batch Adam reduces the noise memorization speed

of full-batch Adam by a ©(n/B) factor, while mini-batch SGD has nearly the same noise memo-
rization speed compared to full-batch GD, by comparing to Lemma C.3 and (C.32)). Additionally,
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recall that in our paper, the separation between Adam and GD is characterized by a poly(d) factor:
the speed of feature learning in Adam and GD, and the rate of noise memorization in GD are both in
the order of O(n) (in each step), while the rate of noise memorization in Adam is proportional to the
number of nonzero entries, which is in the order of 7 - poly(d). Therefore, the separation between
mini-batch SGD and mini-batch Adam in terms of the generalization error can still hold under a
stronger over-parameterization condition so;, = ©(d'/*/(npolylog(n))) = w(n/B) (in contrast,
the over-parameterization condition for full-batch Adam is so, = w(1)).

C PROOF OF THEOREM 4.1: NONCONVEX CASE
In the beginning of the proof we first present the following useful lemma.
C.1 PRELIMINARIES

We first recall the magnitude of all parameters:

d = poly(n) 1 S) LAGRY o — L ) o2—of-L
= n = s = g, = 0g =
POATY poly(n)’ nz )7 P s - polylog(n) )7 7° dr/z )’

1
m = polylog(n), o = ©(a, - polylog(n)), A = O (d(q—l)/4n : polylog(n))'
Here poly(n) denotes a polynomial function of n with degree of a sufficiently large constant,
poly(n) denotes a polynomial function of log(n) with degree of a sufficiently large constant. Based
on the parameter configuration, we claim that the following equations hold, which will be frequently
used in the subsequent proof.

ol %o 1 1 1 so2
A= o(op), o= w((sop) ol ), oo = 0<p>,a = 0<np>’ n= O(Agggg)_

n SO

Lemma C.1 (Non-overlapping support). Let {(x;,y;)};=1,... » be the training dataset sampled ac-
cording to Definition 3.1. Moreover, let B; = supp(&;)\{1} be the support of x; except the first
coordinate’. Then with probability at least 1 —n=2, B; N B; = 0 for all 4, j € [n].

Proof of Lemma C.1. For any fixed k € [n] and j € supp(&x)\{1}, by the model assumption we
have

P{(&); # 0} = s/(d = 1),
for all ¢ € [n]\{k}. Therefore by the fact that the data samples are independent, we have
P(3i € [n]\{k}: (&); #0) =1 —[1—s/(d=1)]".
Applying a union bound over all k € [n] and j € supp(&;)\{1}, we obtain
P(3k € [n],j € supp(&x)\{1},i € [n]\{k} : (&); #0) <n-s-{1—[1—s/(d-1)]"}. (C.D)

By the data distribution assumption we have s < v/d/(2n?), which clearly implies s/(d—1) < 1/2.
Therefore we have

n-s-[1—(1—s/d)"]=n-s-{1—exp[nlog(l—s/(d—1))]}
<n-s-[1—exp(n-2s/(d—1))]
<n-s-[1—exp(n-4s/d)]
<n-s-(4ns/d)
=4n?s*/d
<n7?

where the first inequality follows by the inequalities log(1 — z) > —2z for z € [0, 1/2], the second
inequality follows by s/(d—1) > 2s/d, the third inequality follows by the inequality 1 —exp(—z) <
z for z € R, and the last inequality follows by the assumption that s < /d/(2n?). Plugging the
bound above into (C.1) finishes the proof.

O

?Recall that all data inputs have nonzero first coordinate by Definition 3.1
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C.2 PROOF FOR ADAM

Before moving to the detailed proof, we first state the update rules of feature learning and noise
memorization when the sign gradient is applied.

(Wit gv) = (w0 v) = - (sen(Tw,  LWD)) jv)

— (Wi, vy + - sgn(zyz 0o (w0 iv)) = a0 (i) — maw )
=1

(C.2)

i (W.x;)

where thz 1= 1, —logit,;(F,x;) and logit;(F,x;) = S, R From (C.2) we can

observe three terms in the signed gradient. Specifically, the first term represents the gradient over the
feature patch, the second term stems from the feature noise term in the noise patch (see Definition
3.1), and the last term is the gradient of the weight decay regularization. On the other hand, the
memorization of the noise vector &; can be described by the following update rule,

< g(f;—,t‘l)7 £1> < étb),r) £z> -n- <5gn(VWy7rL(W(t)))a€z>

= i+ 3 (s (60 (w2 €6 — v, 1) 0]

keB;
oy sgn(zyz [0 (w2, iv)) — oo’ (w! T,£z>>]—mw;?,rm).
=1

(C.3)

In this subsection we first provide the following lemma that shows for most of the coordinate (with
slightly large gradient), the Adam update is similar to signGD update (up to some constant factors).
In the remaining proof for Adam, we will largely apply this lemma to get a signGD-like result for
Adam (similar to the technical lemmas in Section 5). Besides, the proofs for all lemmas in Section 5
can be viewed as a simplified version of the proofs for technical lemmas for Adam, thus are omitted
in the paper.

Lemma C.2 (Closeness to SignGD). Recall the update rule of Adam, let W) be the ¢-th iterate of

the Adam algorithm. Suppose that ( 5,),, V), (W) T,EZ) = ©O(1)forall j € {£1} and r € [m]. Then
if By > ﬂl, we have

* Forall k € [d],

/v (t)
] r
« Forevery k ¢ U, B; (including k = 1) we have either |Vy,, L(W®)[k]| < O(n) or

T[k} = sgn(Vyw, LW [E]) - ©(1).

« Forevery k € B;, we have [V, L(W®)[k]| < (:)(nn_lsap|€§f2|) < O(nsay,) or
m’)[k]

7,7

= sgn(Vw, , LIWO)[K]) - O(1).

Proof. First recall that the gradient V, _L(W®) can be calculated as

vw,-‘TL( |:Z yzg(t) ! ;tza Yiv)) v+ Zé(t) / 7 r y7€1>) ' 57 + Awg?"

18
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More specifically, for the first coordinate of Vy,, . L(W "), we have

Vw,, L (W(t = _lizyz t) ( jrvyz _azyze(t / 5t7)~a£z>) +)‘W§?~[l]
(C4)

For any k € B;, by Lemma C.1 we know that the gradient over this coordinate only depends on the
training data &;, therefore, we have

Ve, LOWO)[K] = *%@?U’(( O eNEk] + Aw! k). (C.5)

Wi

For the remaining coordinates, we have

Ve, LWO) k] = Aw " [R]. (C.6)

()

Now let us focus on the moving averaged gradient m; . and squared gradient v( ) We first show

that for all & € [d], it holds that
m:
Tarl < o(1). (C.7)

(®)

e We have

By the update rule of m

m' [k = ml VK + (1 - 61) - Vi, LIW®)[K]
—2611—51 V., LOWE) k],

Similarly, we also have

Vi [k 252 1= ) Ve, , LW ) [K]2.

Then by Cauchy-Schwartz inequality we have

<m§f3.[k1>2é(iW‘VWNMW“ gl > <Z 3)

7=0

Let o2 %, which forms an exponentially decaying sequence if 3o > (7. Therefore, we

have >° _, a2 = ©(1) and the above inequality implies that

(m")[k])” <

)

< vk - 6(1),
which proves (C.7).

Now we are going to prove the main argument of this lemma. Note that m( ) , which is a weighted
average of all historical gradients, where the weights decay exponentlally fast then we can take on

a threshold 7 = polylog(n~") such that 3>°__A7(1 — f1) = Then for each k € [d] w
have

poly( -1

mj) Zﬂa L= B1) Vo, LOWSD) K]+ 3 A1 (1= B1) - Ve, LW K]

1

— w(t=7)
—Zﬂu A1)+ Vi, LW )M £ oy
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where in the last equality we use the fact that |V, L(W@)[k]| = O(1) for all k € [d]. Simi-

larly, we can also have the following on vit)

3,
u 1
= B3(1—B2) Ve, LW R £ ————.
7;0 2( ) , ( )[ ] poly(nfl)
Here we slightly abuse the notation by using the same 7. Then we have
mOF X7 oB(1= 1) Ve, LWk & s

PYOR /S B30 = Ba) - Ve LOWE D)2 & L

In order to prove the main argument of this lemma, the key is to show that within 7 iterations,
the gradient ijﬁrL(W(t))[k} barely changes. In particular, by (C.7), we have the update of each
coordinate in one step is at most O(n). This implies that

’< ét'r)ﬂ ]rv ’SG
(Wi &) — (W) &)| < O(n7say),
\wﬁ[ 1 57 K]l < ©(nr).
Then applying the fact that |< ,v)| < O(1) and |(w W, T,f )| < ©(1), we further have

|Fj(W(T),xZ-) - Fj(W(t),xZ—)’ < O(mnTsop) = (:)(7)7"501,),
where we use the fact that m = ©(1) and 50, = w(1). Then it holds that
eFi(W x;)

dke(-1.1}) PR (W x:)

eFJ (W( )7x1)+é("77_'50'p)

g(’r)

T eFi (WO x,)4+0(nFsay) 4 oF (W) x:)=O(n7say)
= sgn(£)) - o)),

where we use the fact that é(n?sap) = o(1). Similarly, we can also show that E;Ti) > sgn(fgfg) .

o(

4.i1)> which further implies

07 = sgn(e)) - o(1¢4)))

I, s

forall 7 € [t — 7, ¢|. Note that |€§?\ < 1, then it holds that

(7) (7) _ (t) (t) ()
(Do (W) v) = sgn(6)) - o)) - o ((w'T) v))
< sgn(e")) - 0(1())) - o' (W) v)) + 0] - 6(n7).

We can also similarly derive the following

o << {7 v)) = sgn(e) - 0(16))) - o' (wll), v)) — e(1e)]) - ©(n7),
(70" (w7, &) < sen(el]) - 0] - o (W), &) + ©(|68)]) - O(n7say),
e;;a«wj,r,a»>sgn<é§t2> oty - o' ((w'h) &) — 0(I1)]) - B(n7say).

Combining the above results, applying (C.4), (C.5), and (C.6), we can show that for the first coordi-
nate, we have

ij,TL(WW)[l]:@(vwwL(W@) ) (ZW)) (n7) £ O(\7);
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for any k € 5;, we have

1N L
Vi, LOWO) k] = (T, LOWOD)[H]) £ © (;) -O(n7s0y) = O(N7);
and for remaining coordinates, we have

Ve, , LW k] = @(vme(W(ﬂ )[k]) + O(\7).

Now we can plug the above results into the formula of m( ) and v( ) Using the fact that 7 = ©(1),
A =o0(1), and \€§t3| <1,wehaveforallk=1ork ¢ B; for any i,

m)[k Ve, LW®)[E % 6()
VO 01V, LWO)[K]]) £ 6(n))

For k € B; we have

~ s0p Z(.tz ~
w0 Ve, WO+ 6(225%0) 1 60)

7T

VO (1, LWk ) +6(25) £ 5

jT

Then, we can conclude that for all k = 1 or k ¢ B; for any i, we have either |V, , L(W®)[k]| <
O(n) or

This completes the proof.
O

Lemma C.3 (Lemma 5.2, restated). Suppose the training data is generated according to Defini-
tion 3.1, assume A = o(cd ?¢,/n) and 1) = 1/poly(d), then for any t < Tj, with Ty = O(552)
and any i € [n],

(Wi vy < (wil vy + (),
(wittD &) = (wil) . &) + O(nsay).

Proof. At the initialization, we have

(w2 )| = B(00), (W, &)| = O(s"20,00 + a) = (s 20,00), W' [k] = O(0y),

g

which also imply that |£ )| = ©(1). Then recalling that A\ = o(c 20, /n), o = o(1), s*/20, =
O(1), we have

bgn<2yzf(0 (W yiv)) QZM(O)' 5027£z>)—n/\W§?r)[1])

=sgn[j - O(nol ') — j-O(an(s /201,00) H+ 0(‘78_1‘717)]
= sgn(j)-
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Since v is 1-sparse, then by Lemma C.2, we have

(Wit v) < (wit) - v) = n(m0 VG ) < (w0 v) + 6.
Now suppose that the first inequality holds for iterations O, ..., ¢ — 1. Then we have
(w3 v) < O+ To) < O(0v).
Besides, note that Kitz) = 1=, —logit; (F® x;), we have
sgn(yil}']) = sgn(j),

where we recall that j € {—1,1}. Therefore, given that A = o(0d >0, /n), a = o(1), s'/%0, =
O(1), and assume E( ©(1) (which will be verified later),

sgn(zyie“) (Wil gev) -azyw / ;*Z,s»—mw;fim)

=sgn|j- @(nag Y —j-O(an(s /zapao) DE= o(agflap)]
= sgn(j)-

Since v is 1-sparse, then by Lemma C.2, the following inequality naturally holds,

it ev) < il ) = amQ ANV v ) < W)+ o).

Additionally, in terms of the memorization of noise, we first consider the iterate in the initialization.
By the condition that n = o(1/d) = o(1/(sop)) and note that for a sufficiently large fraction of

k € B; (e.g., 0.99), we have |¢;[k]| > ©(0,) > (:)(nn_lsap|€;?i)|) and thus

sen(Vu,, LW ) = s (6,0 (il 6641 — w4

= —sgn[0((d"20,00)" o, - sgn(&[k])) £ o(0d 'o,)] = —sgn(&;[k).
(C.8)

Therefore, by Lemma C.2 we have the following according to (C.3),

< 1(/{7)r751> - < é??ra€z> - 77< / Vy“r, >
> (wil, &)+ 00 > (sen(&ilk]), &[K]) — O(nsap) — O(na)

keB;
= (Wi, &) + O(nsay),

where in the first inequality the term O(nso,,) represents the coordinates that |&;[k]| < O(o,) (so

that we cannot use the sign information of Vyw,L(W(O)) but directly bound it by ©(1)) and the last
inequality is due to the fact that |B;| > s — 1 and @ = o(1). For general ¢, we will consider the
following induction hypothesis:

(wittD &) = (Wil &) + O(nsay), (€9
which has already been verified for ¢ = 0. By Hypothesis (C.9), the following holds at time ¢,

< ;i),r7fz> = (w é??rﬂ£i> + é(tnsap) = é(sl/QUpUO + tnSUp)-
In the meanwhile, we have the following upper bound for \wﬁ) (K]l

(wiDTk]] < [wi VK] + ) sign(V,, LOWE D) < [w'[k]| + ty = O(00 + ). (C.10)

- VLS
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Besides, it is also easy to verify that for any ¢t < T, = é( L) = (:)( L), we have

sopnm sopM

<Wz(,i),r, &), <wl(,?,r,j -v) < ©(1/m) and thus \€§t2| = O(1). Then similar to (C.8), we have
sgn(Vuw, , L(W®)[k])

~ e (e“) (WD, €&k nAwgiirm)

= —sgn <é [(51/201,00 +tnso,)9 Yo, - sgn(&ifk]) £ 0(08_2% (o0 + tn))})

= —sgn(&;[k]). (C.11)
This further implies that

(witD &) = (Wil &) =) - Y (sen(Vw,, , LIW)[K]), &[k]) — O(°s*07) — O(na)

kEB;
= (Wi &) + O(nsay),
where the term —0(7723202) is contributed by the gradient coordinates that are smaller than
©(nsoy,). This verifies Hypothesis (C.9) at time ¢ and thus completes the proof. O

(®)

g

than (w ;Z,J v). By looking at the update rule 0f< W r7 ] v) (see (C.2)), it will keeps increasing

From Lemma C.3, note that so, = w(1), then it can be seen that (w: ., j - v) increases much faster

only when, roughly speaking, o’ (( gtz,j v)) > ao (( Wi 52)). Since ( Wi £Z> increases much

faster than (w ; ,),, j - v), it can be anticipated after a certain number of iterations, (w ( 2, J - vy will

start to decrease. In the following lemma, we provide an upper bound on the 1terat10n number such
that this decreasing occurs.

Lemma C.4 (Lemma C.4, restated). Suppose the training data is generated according to Defini-
tion 3.1, @ > O((s0,) "% V 0@ ") and 09 < O((so,)~"), then for any t € [T}, Tp] with
T, = O(5m-r) < To,

nsopal/a—1

(Wit vy = (wll) jov) — ).

Moreover, it holds that

—sgn(j ( ) k=1,
WiV k] = { sen(&ilk D (%) or £0(n), ke By, withy; = j,
+0(n), otherwise.

Proof. Recall from Lemma C.3 that for any ¢t < 7Ty we have
(Wit g v) < (wil)i )+ O(n) < (w 52,3 v) +6(tn).

7T
< ;E/ts—j_rl)ﬂ £S> <W(t)r7 €5> + @(7780-17) — < ys r? £S> + (")(t'f]SJp).
Besides, by Lemma C.2 we also have \w [ ]| < |W [ ]| + O(tn). Then it can be verified that for

some T, = 5( we have for all i € [n] andt € [T, To]

nsgpoél/(qfl) )’

ac’((wl),, &) = C - [o' (w2}, - v)) + Anlwi!) 1]
for some constant C'. This further implies that
sgn(Vu,, LIW)[1))

= —sgn ( Z yill o' (Wil yiv)) — a " it ((wl) &) — naw’) [1})
i=1

= —Sgl’l — azyﬂ(t) ! gtq)na£Z>):|

= sgn(j),

23



Published as a conference paper at ICLR 2023

where we use the fact that sgn(yizgfg ) = sgn(j) for all ¢ € [n]. Then by Lemma C.2 and (C.2), we
have for all ¢ € [T}, To],

(W vy = (Wi g v) — 0(n) - sen(j) - sen(Va, , LWD)[1]) = (Wi j - v) — O().
Then at iteration Ty, for the first coordinate we have

W] = wil1]+ sgals) - O(Th) —sgn() - (T — Ty)a) = —sun(s) -3 )

For any k € B; with y; = j, we have either the coordinate will increase at a rate of ©(1) or fall into
0. As a consequence we have either w( To) (k] € [-©(n),O(n)] or

Wg’,TTO)[k} = W§?3 (k] + sgn(&;[k]) - ©(Tom) > sgn(&i[k]) - 0 (1)

S0p

For the remaining coordinate, its update will be determined by the regularization term, which will
finally fall into the region around zero since we have Tyn = w(op). By Lemma C.2 it is clear that

wii K] € [=6(n), 6] =
Lemma C.5 (Lemma 5.4, restated). If o = O(%2 ) and n = o()\), then let r* =
arg max.¢ | (wg(,?,«7£i) forany t > Ty, i € [n], j € [2] and r € [m], it holds that
(Wi &) = O1), D [wy ) [M] - &[] = O(1),
kEB;
. ~, no _
vre[ml, (w §t2,sgn<g>~v>e[70(@>,ou ).
p

Proof. The proof will be relying on the following three induction hypothesis:

(Wi &) = (1), (C.12)
ST Iwl DR L€k = 6(D), (C.13)
keB;
Vr € [m], <w§2,sgn(3) v) € [— 5(%),0()\_117)}7 (C.14)
p

which we assume they hold for all 7 < ¢t and r € [m], i € [n], and j € [2]. It is clear that all
hypothesis hold when ¢t = T according to Lemma C.4.

Verifying Hypothesis (C.12). We first verify Hypothesis (C.12). Recall that the update rule for

<w£,f)r, &) is given as follows,

(with ¢;)
= < ?(Ji)r7£> - < y1 r/ vi(/t)ﬂ‘v >
> (wt) &) —0m) - (sgn(Vw,, , LIWD)), &) — O(n*s*02)

— (il + 00 3 (sen (00wl €060 - mw (2,141 ) 01

keB;
n
—ay;© bgn( Z yzg(t) ' tha Yiv)) -« Z yiégfgo'/ j r £1>) - n/\WfZ[l])
i=1
— @(7}28202) (C.15)
Note that for any a and b we have sgn(a — b) - a > |a| — 2/b|. Then it follows that

> <Sgn(£(> (wy) &i))€ilk ]—nAwg{T[k]>,gi[k]> >3 <|£l_[k” B Eéwwgg [k]>)>

keB; keB; yii0 (< Yi 75

~ ~( nA
Z G)(scrp) — @(g(t)>’
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where the last inequality follows from Hypothesis (C.12) and (C.13). Further recall that A =
o(ag_zap/n), plugging the above inequality to (C.15) gives

~ ~ n\ ~
(with &) > (wil) &)+ O(nsoy) — @<Z)) — O(n*s%02)
. i0p

~ . qg—2
> ({01 ) + Olsa,) — Ofan) ~ (1), c.16)
Eyw'
Then it is clear that <w$)7r, &) will increase by é(nsop) if fz(fl)l is larger than some constant of

~ ~ _q-2
order Q(”—A) = Q(JO—) We will first show that as soon as there is a iterate W (") satisfying

E?(f)l <O(2y n) ) for some 7 < ¢, then it must hold that K(T will also be smaller than some constant

in the order of O( ) for all 7/ € [r,t + 1]. To prove this, we first note that if éyz reaches some

constant in the order of O( %), we have for all r € [m] by (C.16)

so2

(Wit &) = (wil),, &) + O(nsay),

&) >
(wih) &) < (w S?,L,ﬂa>+0<an>,
< (t+1) ‘

(WD v < (Wl v+ O(n). (C.17)
Therefore, we have
(ry _ eFn W)
ot 2jef-11} el (WD) x;)
_ 1
L+exp [ S0, [o(wit v)) +o((witD &) — o (w1 v)) — o (w1 €))]
< 1
T ltexp [ X0 [o((wie v)) Fo((wi i €0) — o (W) o)) —o((w) L €))] + O(nso?)]
< 1
= () 0) (t)
+oxp [ 20, [o(twir,v)) + o((wir &))] — o((w) L v) —o((w?) €)]]
_g(f)

Yi o)

where inequality follows from (C.17). Therefore, this implies that as long as A larger than some

Yi,t
constantb = O (S—) then the adam algorithm will prevent it from further increasing. Besides, since

H‘l) [0 5€(t) g(t)

i, “ryiyi
E(t) cannot be larger than 2b, since otherw1se there must exists a iterate W () with 7 < t such that

é_,(! ; € [b,20] and £, T+1) > E(T) which contradicts the fact that é should decreases if E( ;> b.

Therefore, we can clalrn that if E;T_)i <b= O ( - ) for some 7 < t, then we have
(3] & O-p

N~ nA
o) < 0<"> (C.18)

forall 7 € [r,t + 1]. Then further note that

mno}, = o(1), then we must have l, ]. As a consequence, we can deduce that

eFf’yi (W(t) 1Xi)

261(2—;1) g(t) _

= Tyt Zje{—l,l} o Fi (W® x;)
2 oxp ( =2 [olGwilyv) + a<<w@s?,r,si>>])
r=1
> exp (—O(m max a((w®), &), (C.19)
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where in the last inequality we use Hypothesis (C.14). Then by the fact that E;ﬁ.l) < 6(%) =

o(1) and m = ©(1), it is clear that exp ((— O(mmax,cpy J((Wz(/i—;l), )))) = o(1) so that
MaX;¢m] (wf(fl:t«l), ;) = Q(1). This verifies Hypothesis (C.12).

Verifying Hypothesis (C.13). Now we will verify Hypothesis (C.13). First, note that we have
already shown that <W(t,+1) ) = Q(1) so it holds that

Yi,
1) 1 1 5
D 1wy Rl L&k + alwy V] > (wilY 6) = (1),
keB;
t+1 t
gor? W] < Wy 140 =
in &; is a Gaussian random variable, then maxyeg, |€;[k]| = O(o,). This immediately implies that

37wV - &k = (1)

keB;

By Hypothesis (C.14), we have |w [1]]4+7n = o(1). Besides, since each coordinate

Then we will prove the upper bound of 3, 5 [W t+1)[ ]| - |&:[k]|- Recall that by Lemma C.2, for
any k € B; such that Vy, ~ L(W O)[k] > O(n~ nsapéé?’i), we have

WD = wih [k] 1 ©(n) -sgn (e< ) o' (wlD, ek ~ nxwgibm).

Note that by Lemma C.4, for every k € B;, we have either W§°)[k] = sgn(&;[k]) - (:)(i)

(To)[ ] !

or |w | < n. Then during the training process after T, we have either sgn(wq(fl) [k]) =

sgn(&;[k]) or sgn(&;[k]) - wg) > —O(n) since if for some iteration number ¢’ that we have

sgn(wg/}[k]) = —sgn(&;[k]) but sgn(w@(ﬁ _1)[k]) = sgn(&[k]). then after 7 = O(1) steps (see

the proof of Lemma C.2 for the definition of 7) in the constant number of steps the gradient will
must be in the same direction of &;[k], which will push w,, ,.[k] back to zero or become positive
along the direction of &;[k]. Therefore, based on this property we have the following regarding the

inner product <wg(,?,r, &),

(wi ey = > wit) [k &lk]

keB;U{1}
> 3 WO M- &R -O0m) - S &k
keB;U{1} keB;U{1}

= 3w, [K]|- &K]| — Onsor),

keB;U{1}

where the second 1nequahty follows from the fact that the entry w( ) r|k] that has different sign of
t t t ~

&[] satisfies [w;),[K]| < O(n). Thenlet B{" =3, x 1), |w§,2,r[k] A(jwie K] > Om))| -

|&;[k]|, which satisfies BZ.(TO) = O(1) by Lemma C.4. Then assume BZ.(t) keeps increasing and

reaches some value in the order of @( 1og(dm7_1)), it holds that according to the inequality above
(w (f)r,£Z> = O (log(dnn™")) — @)(nsop) = ©(log(dnn™)),

where we use the condition that n = O ((sap)*l). Then by Hypothesis (C.12) and (C.14) we know

that [(w'") v)| = o(1), (w'?,... &) = Q(1).and [(w") ... &)| = O(dn)+al(w") .. v)| =o(1)
then s1m11ar to (C.19), it holds that

eF—yi (w(t) =x77)

t t — —
b= S P =P O(o((wy,-.&)))) < poly(d~",n"",n).

Therefore, at this time we have for all k& € B;,

(O (W) €0)& k) < poly(d~',n~ ) - ©(log? H(dny™)) - O(0,) < nAn.
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Then for all |wy“ [k]| > O(n), the sign of the gradient satisfies

sgn(va,,,,rL<w<f>>[kD=—sgn(z§,iba (W, €N lk] — mawl?) [k])

= sgn(nin — w, [k])

Then note that [V,  L(W®)[K]| = ©(Awi ) [k]l) > ©(n nsa,fl); + ), by the update
rule of w( ) r[k] and Lemma C.2, we know the sign gradient will dominate the update process.
Then we have [wit 3! [4]] = wil, 4] ~ O(r) - sgn(wio, (K| < fwicr (k]

which implies that
]l(|w?(,t)r[k]| > O(n))| decreases so that Bi also decreases. Therefore, we can conclude

that Bi(t) will not exceed © (log(dnn~')). Then combining the results for all i € [n] gives

ST wl K] - &K < BY + O(snoy,) < ©(log(dny™)) + O(1) = (1),
keB;

where in the first inequality we again use the condition that n =o(1/d) = o((sop)""). This verifies
Hypothesis (C.13). Notably, this also implies that < y T,* ,&i) = max, ¢y (w?(,ti),r, &) < O(1).

Verifying Hypothesis (C.14). In order to verify Hypothesis (C.14), let us first recall the update
(t)

rule of (w;

v):

Then by Lemma C.2, we know that if [V,  L(W®)[1]| < O(n), then |m§t2/\ / v](tZ\ < ©O(1) and
otherwise

(t)

m,
<\/JT >——sgn(zyl t)/ jwyz azylg(t)/ §t2;€z>) n)\w(t)[]) o(1).

vV

Jir

Without loss of generality we assume j = 1, then by Lemma C.4 we know that WETO)[l] =

—Q( ) In the remaining proof, we will show that either wgtﬂ) [1] € [0,6(A )] or wﬁtj” 1] e

[—0(;%)»0)

First we will show that wgtﬂ)[ 1] € [0, ©(A~17)] for all r. Note that in the beginning of this stage,

(To)[ 1]

we have w < 0. In order to make the sign of wgtr) [1] flip, we must have, in some iteration

t' < t that satisfies w%;)[l] € [0, ©(A~17)], therefore

—nV, , L( Zyle(” (W) yev) —aZylﬁ(t) (W), €:)) = naw![1]
< n[(w§f£>[11>q‘2 ~ ] wiD[) < () <0,

where the second inequality holds since 7 = o(A@~1/(4=2)). Note that |V, , L(W®))[1]| >
é(n), then by Lemma C.2 we know that Adam is similar to sign gradient descent and thus
wit, ] = wi [ ey

— ©O(n) which starts to decrease. This implies that if w is positive,

then it cannot exceed O(A\~1n) = o(1).
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(t+1)[” t+1)[1]‘ o

Then we can prove that if w = O(2%). In this case we have
p

forall t' <t,

is negative, then |w;

—nvwguw“nm=ZM§Z (wit), yiv azyw ((wi) &) = mawit)[1]

> ST 0a) w0 )] fw et
1y; =1 LY =—

> ST )] 6(a) + w1,
1y, =1

where in the inequality we use Hypothesis (C.13) and (C.14) to get that
(t) ¢ (t" . . () -0
(Wi &) < > Iwil ) [K] max [&5[k]] + al(wy, 7, v)| = ©(1).

keB;

Recall from (C.18) that we have |€(f )| = N( ) therefore we have if w( ) ./ [1] is smaller than some

value in the order of —O (2% ) polylog(d),then

, 2\ A no
B . () > an n
anile(W 1] > @( 502 +6 p - polylog(d) > G)(m])
which by Lemma C.2 implies that w%) [1] will increase. Therefore, we can conclude that w(**1) ¢
[ — 6(ﬂ) , O) in this case, which verifies Hypothesis (C.14). O

so2
éO'p

Lemma C.6 (Lemma 5.5, restated). If the step size satisfies n = O(d~"/ %), then for any ¢ it holds
that

LW) — (W) < —p| VLW D)||, + O(°d).

Proof. Let AF;; = F;(WtD x;) — F;(W® x;). Then regarding the loss function

eri(W,xi) v N
Li(W) = _logw =—-F,,(W,x;) +log (ZeFJ(W’ 'l)).
J J

It is clear that the function L;(W) is 1-smooth with respect to the vector [F_1 (W, x;), F1 (W, x;)].

Then based on the definition of AF} ;, we have

aL (W)
) (t+1) (t) E ' . E ' Y
L;(W ) — < aF, WO 2 ) -AF;; + 4 (AFN) . (C.20)
J
Moreover, note that

F(W®,x;) =3 [o((wl) yiv)) + o ((wll), €))].

NE

r=1

By the results that <w(»t) v) < O(1) and (w (*) £€) < ©(1), for any n = O(d~/2), we have

7,m? ]r’
(Wi vy < (wil vy <o), (wiT &) < (wi &)+ B(nst/?) < O(1),

which implies that the smoothness parameter of the functions o ( <w§ 7),, y;v)) and a((wgfz, &) are at
) (t+1)

most ©(1) for any w in the path between w, . and w,

on o({w ( Za y;v)) and o (( §t3, ;) and bound the second-order error as follows,

. Then we can apply first Taylor expansion

(W gv)) — o (W, yv) = (T, o (W) giv)), Wit — wil)y)|

e JT

< O(|wii ™ —wit|2) = O(a), (€21)
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where the last inequality is due to Lemma C.2 that

Similarly, we can also show that

o (w5 €)= o (Wi, &) — (T, o (W, 60), Wi —wi)| <0m?d).  (C.22)

Wi Si J,r? JsT Js

Combining the above bounds on the second-order errors, we have
|AF;; — (VwFj (WY, x;), WHD - WO < ©(mn?d) = 0(n*d), (C.23)

where the last equation is due to our assumption that m = (:)(1) Besides, by (C.21) and (C.22) the
convexity property of the function o (z), we also have

o (Wi yv)) — o (W yiv))| < [(Vw,, o (Wi, i), wi D — w4+ 6(52a)

=0 (nlo’ (W yv) - [vl) + ©(d)
= O(n + nd);

(W €)= o (Wi €)] < (Vo (W), €)), Wi — Wit + 6(2d)
= O(nlo’ ((w (f+”,fz>>|-nsul) O (n*d)

= (:)(nsop + n2d).

These bounds further imply that

|AF; ;| < (:)(m - (nsop + 772d)) = é(nsap + 772d). (C.24)
Now we can plug (C.23) and (C.24) into (C.20) and get
OL; (W<t>)
LWy LWty <N AR, AF;;)?
( ) ( ) aF ( Xi) s + ;( Js )
OL;(W®)

e e ) 1) «. (t+1) _ (b
<2 om W ) (YW WE,x), W - W)
J
+ (:)(772d) + é((nsap + 772d)2)
— (VL (W), WHD — W) L &%), (©25)

where in the second inequality we use the fact that L; (W) is 1-Lipschitz with respect to F;(W, x;)
and the last equation is due to our assumption that o, = O(s1/2) so that O((nso, + nd)?) =
O(n?d).

Now we are ready to characterize the behavior on the entire training objective L(W) =

n~ 3" Li(W) 4+ A|W]||%. Note that \|[W||%. is 2A-smoothness, where A = o(1). Then ap-
plying (C.25) for all i € [n] gives
1 n
LWED) = LW W) = =3 [Li(WD) = LW )]+ A(JWEDE — [ W)
i=1
< (VL(W®), WD —wW®) 1 6(n*d),

where the second equation uses the fact that [|[W (1) — W(®)||2, = ©(52d). Recall that we have
(t+1) (t) my)
t+1) o) My .
g T Wi =0 N0
Vir
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Then by Lemma C.2, we know that m [k]/+/Vv T is close to sign gradient if VL(w®)[k] is
large. Then we have

()
<VWNL<W<”>’%>Z@<HVWM WO)|,) ~8(d-n) ~ S(ns - nso,)

Vi

> 0|V, LWO)|,) — &),

where the second and last terms on the R.H.S. of the first inequality are contributed by the small
gradient coordinates k ¢ U, B; and k € U, B; respectively, and the last inequality is by the fact
that ns?s, = O(d). Therefore, based on this fact (C.25) further leads to

L(W(Hl)) _ L(W(t)) < _nHVL(W(t))”l + (:)(7)2d)»

which completes the proof.

Lemma C.7 (Generalization Performance of Adam). Let

W* = argmin IVL(W)]|;.
We{wD .. WD}

Then for all training data, we have
1 n
=D U[F, (W*,x;) < F_,, (W*,x;)] =0.
n =

Moreover, in terms of the test data (x,y) ~ D, we have

P, y)~p [FZ/(W*aX) < F—y(W*,X)} >

M\H

Proof. By Lemma C.6, we know that the algorithm will converge to a point with very small gradient
(up to O(nd) in ¢1 norm). Then in terms of a noise vector &;, we have

> |V,  LW*)[E]| < O(nd). (C.26)
keB;
Note that
Vi, LW =€, ;0" ((wy, . &)&i[k] — nAwy, [K],
where £; ;, =1 —logit, (F"*,x;). Then by triangle inequality and (C.26), we have for any r € [m],

5 1l (o0 o €& =7 3 13 4] < 1 3 [T, LW < O
keB; kEB; keB;
Then by Lemma C.5, let r* = argmaX,c(,)(W;, &), we have (wy, .-, &) = O(1) and

S ress, [W5,- k]| - €K = B(1). Note that |€[k]| = O(cy). we have Yy [wj, - (k]| >
©(1/0,). Then according to the inequality above, it holds that

" ~ (N
[ (sap) > @(n)\ Z |wy, [kl = m)d) > @<ap>,
keB;
where the second inequality is due to our choice of 7. This further implies that |¢; .| = [¢*, ;| =

5) ( = ) by combining the above results with (C.18). Then let us move to the gradlent with respect
to the first coordinate. In particular, since | VL(W*)||; < O(nd), we have

S il 0 (W yiv)) — 3wl 0" (W3 ) — nAw;im\
=1 =1

< O(nnd). (C.27)

NV,  L(W
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Then note that sgn(y;(} ;) = sgn(j), it is clear that w’; .[1] - j < 0 since otherwise

n 2
% * " " ~ (an) ~
1, LW 03 65095 60) = (e i) | 2 B2 ) > )
i=1 p
which contradicts (C.27). Therefore, using the fact that w7 ,.[1] - j < 0, we have
NV, . LOWH[L]] = |a > yil; 0/ (W), &) = > 4l 0’ (1w, [1]]))] = nAIw},.. [1]|‘.
1:y;=j 1y, =—j
Then applying (C.27)and using the fact that [} ;| = [¢*, | = @(%) for all i € [n], it is clear
that
= Ml >0(a/e a2 s o2
W)= (a0 0 25 ) 2 6( 1)

where the second equality is due to our choice of ¢, and a. Then combining with Lemma C.5 and
the fact that w . [1] - j < 0, we have

. ~ no
wi (1] J < —(9(&‘2)-
p
Now we are ready to evaluate the training error and test error. In terms of training error, it is clear
that by Lemma C.5, we have (w;. ,.,&;) > O(1), (w; ., &) > —o(1), and [(w; ., v)| = o(1),

[ (w )

—Yi,r?

&:)| = o(1). Then we have for any training data (x;, y;),

m

Fyi (W*7Xi) = Z [U(<W;,r>yiv>) + U(<W2L,r7£l>)] = é(l)v

r=1

Foy(Woxi) =) [o({wh,, o —yav)) +o((wh, . &))] = o(1),

r=1
which directly implies that the NN model W* can correctly classify all training data and thus achieve
Zero training error.

In terms of the test data (x,y) where x = [yv, €], which is generated according to Definition 3.1.
Note that for each neural, its weight w7, can be decomposed into two parts: the first coordinate

and the rest d — 1 coordinates. As previously discussed, for any j € [2] and r = 7*, we have
sgn(j) - wi,[1] < —O(na/(so?)) and sgn(j) - wi,.[1] < O(A~'n) for r # r*. Therefore, using
the fact that © (na/(s02)) = w(A~'n) and Lemma C.5, given the test data (x,y), we have

NE

Fy (W %) = 3 [o((Wh o yv)) + o (W0 €))]
< é a - E Y, ' )
<38([ g rar] )
Foy(W*x) = 3 [o((w?, . yv)) + o (W, . €)]
r=1
> B[jw* e [1]]7 + (] ]

na |7
) + G-y, r= a >7

|:80'12):| N [C Y, ]+

where the random variables ¢, . and ¢, , are symmetric and independent of v. Besides, note that
o = o(1), it can be clearly shown that o - na/(sop) < na/(soy). Therefore, if the random
noise C, - and ¢, ,- are dominated by the feature noise term (w* .., yv), we can directly get that
F,(W* x) < F_,(W*,x)) (recall that m = ©(1)), which implies that the model has been biased
by the feature noise and the true feature vector in the test dataset will not give any “positive” effect
to the classification. Also note that ¢, and (_,, are also independent of v, which implies that if the
random noise dominates the feature noise term, the model W* will give at least 0.5 error on test data.
In sum, we can conclude that with probability at least 1/2 it holds that F,(W*,x) < F_,(W* x),
which implies that the output of Adam achieves 1/2 test error. O

Y
©
PR

31



Published as a conference paper at ICLR 2023

C.3 PROOF FOR GRADIENT DESCENT

Recall the feature learning and noise memorization of gradient descent can be formulated by

(Wi vy = (L—nA) - (w5 v)
no. t) (t)
+n~J-(Zyz () yev) —aZyzﬁ ( ]T,E»))

(Wit &) = (1= n0) - (wil), &) + 2 Ze;i{ia (W), &)) - &k

keB;

< Zg(t) :gt)w Zys (t) ?(th)mys >)) (C.28)

Then similar to the analysis for Adam, we decompose the gradient descent process into multiple
stages and characterize the algorithmic behaviors separately. The following lemma characterizes the
first training stage, i.e., the stage where all outputs I (W® x;) remain in the constant level for all
7 and 3.

Lemma C.8. [Lemma 5.6, restated] Suppose the training data is generated according to Definition
3.1and A = o(0d %0, /n). Let A§ = maX,c(m) (W; ( +1)

th) = MaX;.y,=; I‘gtl) Then let T} be the iteration number that A; ) reaches O(1/m), we have

7 V) T8 = max,ep (wl'), &), and

T; = O(og 9/n) forallj e {-1,1}.
Moreover, let Ty = minje(+13{7}}, then for all ¢ < Ty it holds that I‘;t) = O(oy) for all j €

{~1,1}.

We first provide the following useful lemma.

Lemma C.9. Let {z;, vy }:—1,... be two positive sequences that satisfy
Tipr > x4 Azl
Yee1 <y +n- By,

for some A = ©(1) and B = o(1). Then for any ¢ > 3 and suppose yo = O(zo) and n < O(zo),
we have for every C' € [zg,O(1)], let T}, be the first iteration such that x; > C, then we have

Tyn = O(z5~ %) and
yr, < O(z0).

Proof. By Claim C.20 in Allen-Zhu & Li (2020b), we have T, = ©(x ). Then we will show

Yyt < 2x0
for all ¢ < T,. In particular, let T,n = C’ :cg_q for some absolute constant C’ and assume
C'B2971 < 1 (this is true since B = o(1)), we first made the following induction hypothesis
ony; forallt < Ty,

Yo < yo + B’ (2x0) 17"
Note that for any ¢t < Tj, this hypothesis clearly implies that
ye <wo + TunB'29 1 al™" < ap+ CB20 127 287" < 2.

Then we are able to verify the hypothesis at time ¢ + 1 based on the recursive upper bound of ¥, i.e.,

Y1 <y +1n- By;rl

<o + tnB(220)"" + 7 Byf
<o+ (t+ 1)nB(20) "
Therefore, we can conclude that y; < 2x for all ¢ < T}.. This completes the proof. ]

-1
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Now we are ready to complete the proof of Lemma C.8.

Proof of Lemma C.8. Note that at the initialization, we have \( W T, v)| = O(0¢) and \( Wi £Z>\ =
(:)(51/ 20,,00). Then based on the parameter scaling summarized in Appendix C.1, we have

m

F (WO x;) =3 [o((wi%, yiv)) + o (W, €))] = o(1)

r=1

forall j € {—1,1}. Then we have

©) ) eFi (W x;) eF-1(W x;)
G541 2 min g = w5 m o [~ O
J J

Then we will consider the training period where |€(t)| = O(1) for all 7, 4, and ¢. Besides, note that
sgn(yiéﬁ ) = j. Therefore, let r* = arg max,. (wj(tr )7 j - vy, (C.28) implies that
A = (Wi i)

=(1 —nA>-< D)
(Zw(t 1) ]T* 7y7, azw(t 1) gtr*l 7£1>))

(1= - (wiigv) + 00 - [o (<w§13>,3 v)) — o’ (D)
> (=A™ a0 ((AF)7) = o (a(ry ) ), (C.29)

v

Similarly, let r* = arg max, (w?(ji),r, &), we also have the following according to (C.28)
) _
Fy,;,i - < y r*u£z>

_ /nso? 2\ &
< (-l + 818 ) o'l ) + 0 T ) (i )

nso (F(t“ 1)) na? & _1)\a—1
< 7(! —|—®<2 +®(n~Z(F§fi;))q )
s=1

()

Then by our definition of F(-t) = maX;e[n) I'; ;, we further get the following for all j € {—1,1},

Jii?
() (t—1) 150, + nna (t—1)yq—1 (t—1) 7750 (t—1)yq—1
0 < r 4 (T (renyet) ey o0 (rie-nyet),
(C.30)

. . . _ ~ 2
where the last equation is by our assumption that a = O(so, /n).

Then we will prove the main argument for general ¢, which is based on the following two induction
hypotheses

A§t) > A;t—l) _’_77.@(( (_tfl))q—l)7 (C.31)

F(t) < F(t 1) +@<7750 ) (Fﬁt—l))q—1>. (C.32)
n

Note that when ¢ = 0, we have already verified these two hypotheses in (C.29) and (C.30), where

we use the fact that A = o(0 %0, /n) < (A(O)) and @ = o(1). Suppose that (C.29) and (C.30)
hold for iterations 7 < ¢. At time ¢ + 1, for afl 7 < t, we have

(7) (7)
' <om{),
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as so?/n = o(1) and A;t) increases faster than Fg-t).

(I‘g-t))q_l, which has been verified at time ¢ = 0, since Fg-t) keeps increasing. Therefore, we have

ALY < (YT <o((aP),

Besides, we can also show that )\th) <

and hence (C.29) implies
AT = (1= gAY - ©((AF)) - O (a(ry) )
> AP o)),
which verifies Hypothesis (C.31) at t + 1. Additionally, (C.30) implies

cr _
F(t+1) <F(t)+@<77 (F§t))q 1>’
n

which verifies Hypothesis (C.32) at ¢ + 1. Then by Lemma C.9, we have that A§.t) = 5(1) for
allt < Tp = @((A(O))2 i/n) = ©(o2™%/n). Moreover, Lemma C.9 also shows that Fg.tﬂ) =
O(Ago)) = O( 0)- This completes the proof. O

Lemma C.10. Foralli € [n] and t < T_,,, it holds that (w"") &) < &(a).

Proof. First of all, for j € {£1}, by the definition of T);, we have
(Wi v) < 6(1).

Moreover, with the same proof as Lemma C.8, it is clear that —(w
t < T}. Therefore, by the fact that |< W, T, >| < ©(1), we have

(®)

.2 J - V) is decreasing in ¢ for
[(wif) V)| < O(1) (C.33)
forall ¢t <Tj.
Now by the update form of GD, we have for any k € Bi,
1)
wl Sk - &ilk] = (1 =) - W) R Glk] S o (W 6) - &l
keB;

Note that ¢'*) o' ({w () &)) < 0, which implies that w""

— Y, *91
fore, for all 7 and i, we have

< 71/L77'7£7’> - 7%, Z quu Z

,y ~1k] - &[k] is decreasing in ¢. There-

keB;
®) (0)
< W—yn Z W—Zh
kEB;
t 0
< 1w €0+ | 30w, \

keB;
< O(a) + O(0go,s'?)
=6(w),
where the third inequality follows by (C.33). This completes the proof. O

Note that for different j, the iteration numbers when A reaches O(1/m) are different. Without

loss of generality, we can assume 77 < T_;. Lemma C.8 has provided a clear understanding about

B

how Ag-t) varies within the iteration range [0, 7};]. However, it remains unclear how 1“§ varies within

the iteration range T3, 7_1] since in this period we no longer have |€§t2 | = ©(1) and the effect of
gradient descent on the feature learning (i.e., increase of (w;,,j - v)) becomes weaker. In the
following lemma we give a characterization of Agt) forevery t € [T1,T_4].
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Lemma C.11 (Stage I of GD: part IT). Without loss of generality assuming 77 < 7_;. Then it holds
that A\ = ©(1) forall t € [Ty, T_,].

Proof. Recall from (C.29) that we have the following general lower bound for the increase of Agt)

AT > (=) - (W j o)+ ”.(Zw(%o«ww,yz —aZW (Wil >>)

n
i=1

>(1—nA)A§”+@(Z> ST (AT —ean) - (T v B() ", (€34

1Y =]

where the last inequality is by Lemma C.10. Note that by Lemma C.8, we have Fj(.t) = 5(00) for
allt <T_; and . Then the above inequality leads to

-1
AT > (1= pA)Al + @( ) ST (AT — eamy), (C.35)
iy =j
where we use the fact that o = w(ao) The the remaining proof consists of two parts: (1) proving
AY > 0(1/m) = 6(1) and 2) A < ©(log(1/N)).

Without loss of generality we consider j = 1. Regarding the first part, we first note that Lemma C.8

implies that Ang) > O(1/m). Then we consider the case when Agt) < O(log(1/a)/m), it holds
that for all yy; = 1,

eF—l(W(t’),Xi)

/=
b Y jeqo1y eI W)
= oxp (@(Z[ (W wiv) +o((w L e)] = S [o(wi ), yiv)) + o((wi), z>>])>
r=1 r=1

>exp (— @(mAgt)))
> exp(—O(log(1/a)))
=0(a).
Then (C.35) implies that 1fF ) < O(log(1/0g)/m), we have
AP > (1= NAY + O(na) - AT — B(aty) > AT + O(na) - A > A
where the second inequality is due to A = o(«). This implies that Agt) will keep increases in this
case so that it is impossible that Agt) < ©(1/m), which completes the proof of the first part.
For the second part, (C.28) implies that
ASTY < (1A + @( ) 360 (AP (C.36)
iy =1

Consider the case when th) > O(log(d)), then for all y; = 1,

6F71(W(t),xi)

eﬁ B i1y WO x)
— exp (@(Z[ (W) yv) +o(w L e)] = S [o((wi'), yav) + o ((wi'), »)]))
<exp (- O(AY))
< exp(— (log(l/A))
= O(poly(\)).
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Then (C.36) further implies that

A(t+1) <(1— )\A(t) n ) A(t) q—1
1 <(I-=nMA” +06 poly(d) (A7)

< AP — 0 (nAl) - (A ~ poly(N) - (A%“) < AW,

which implies that Agt) will decrease. As a result, we can conclude that /\Y)

O(log(1/))), this completes the proof of the second part.

will not exceed

O

Lemma C.12 (Lemma 5.7, restated). If n < O(oy), it holds that A;t) = é(l) and I‘E-t) = 6(00)
forallt € [T_4,T).

Proof. We will prove the desired argument based on the following three induction hypothesis:

A > (1 - ap)AlY ( ) ST )~ 6(aty) - Z\é“) (C.37)

By =j
9 Z 3(o0), (C.38)
D =0.). (C.39)

In terms of Hypothesis (C.37), we can apply Hypothesis (C.38) and (C.39) to (C.34) and get that

_ a1
A§t+1)2(1—nA)A§-”+®<Z)- S 1) (ADY T — e (an) - (1 v B(a))"! gz )
1Y =J i=1
> -+ 8(2) X 1471 Bat): Z| )
LYi=j

where the last inequality we use the fact that & > . This verifies Hypothesis (C.37).
In order to verify Hypothesis (C.38), we have the following according to (C.37),

1 n
SoAMY>a-ap 3 (AY +®( )ZM ‘fn)-nZIKE’fill
je{—1,1} je{-1,1} i=1
<t>+@< )ZW ]

=(1-xp) >
je{-1,1}

where the last equality holds since & = o(1). Recursively applying the above inequality from 7",

to t gives

T 1-1
oAV >t N A(T‘1)+@< ) N S oa-) Zu&“ - T]
Jje{-1,1} je{-1,1} =0
Then by Hypothesis (C.39) we have
~ (7 t—T_1—1 _
@(n)- Z:% —An)” ZW < 6(1).
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Now let us look at the rate of memorizing noises. By (C.28) and use the fact that o < O(sog /n),
we have

Tl < (1 —pArd~ 1>+@< ) Zwﬂ (r{=1)
< (1—pAr{” ”+@< > Zw
(T_1) nso,00 ' tiTAil (t—1— )
cxa () s
=0

< é(ao + 80’12)0871)
S é(UO)a
which verifies Hypothesis (C.38).

Given Hypothesis (C.37) and (C.38), the verification of (C.39) is straightforward by applying the
same proof technique of Lemma C.11 and thus we omit it here. O

Lemma C.13 (Lemma 5.8, restated). If the step size satisfies, then for any ¢ > 7" it holds that

L(WD) = LW) < =T |VL(W ).

Proof. The proof of this lemma is similar to that of Lemma C.6, which is basically relying the
smoothness property of the loss function L(W) given certain constraints on the inner products

(Wr,v) and (W, &i).
Let AF;,; = F;(WHD x,) — F;(W® x;), we can get the following Taylor expansion on the
loss function L;(W{+1),

OL;(W®)

Li(W) — L,(W) < m

CAF; i+ (AF;,) (C.40)
J

In particular, by Lemma C.12, we know that ( gg,yl ) < O(1) and (w(t) &) < O6(0y) < O(1).

Jsr
Then similar to (C.21), we can apply first-order Taylor expansion to F’ j(W(tH) x;), which re-
quires to characterize the second-order error of the Taylor expansions on o ((w; (t Jrl),yZ )) and

o((wi" T &),

o (Wl yv)) — a<< 1 4iv)) — (Vo (W), yev)), wih D — D))

<O(IIw Y —wl|2) = 0(n?|Vw,, LOW®)|3),
lo((w T 6)) — o (W), &) — (Vw,, o (W) &), wi ™ — w)]
<O(Iw ) —wl|2) = (02| Vw,, LW®)|3). (CAl)

Then combining the above bounds for every r € [m], we can get the following bound for AF); ;

|AF;; — (VwF; (W%, x;), WD — W®)| < (:)(772 > ||ij,rL(W(t))||§>

re[m]

= O(r*[VLWY)I3). (€42)
Moreover, since (wEtZ, y;v) < O(1) and ( Wi £1> < ©(1) and o(-) is convex, then we have

(w5 yv)) — o (W), yiv))| < max {]o"( w““),% NI lo" (WS v} - (v, witH
< O(|lw ) —wit|l,).
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Similarly we also have

(Wi g) — o((wil) el < O(Iw T —wlt)|,).

Combining the above inequalities for every r € [m], we have

AR < ®<[ > wi - “)Ha} ) < O (mi|[VL(WD)|3) = 0 (| VL(W®)|%).

re[m]

(C.43)
Now we can plug (C.42) and (C.43) into (C.40), which gives

AL (W)

L;( WD) — . (W®) < N\

. AFjﬁi —+ Z(AFjﬂ')z
J
= (VL; (W), WD — W) 4 (2| VL(W®D)[2). (C.44)
F
aking sum over ¢ € |n| and aj 1ng the smoothness property ot the regularization function
Taking ; d applying th h property of the regularization functi

A|W||%, we can get

1 n
LWHD) — LW 0) = = 3 [L(WED) — L(WO)] + A([WED 3 — [WO2)

i=1

IN

(VE(W®O), WD — W) + 87| TLW D) 3)
~(n=80) - IVL(W )|

n
< -D VLW,

where the last inequality is due to our choice of step size 7 = o(1) so that gives  — ©(n?) > /2.
This completes the proof.

Lemma C.14 (Generalization Performance of GD). Let

W* = arg min [VL(WO)||p.
(WO . W}

Then for all training data, we have

1 n
— 1(F, (W x,)<F_, (W*x;)| =0.
nZ [Fy (W, i) < Foy (W, x:)]
Moreover, in terms of the test data (x,y) ~ D, we have

Px,y)~D [Fy(W*7x) < F,y(W*7x)] =o(1).

Proof. By Lemma C.12 it is clear that all training data can be correctly classified so that the training
error is zero. Besides, for test data (x, ) withx = [yv ", £7]7, itis clear that with high probability

(w . yv) = O(1) and [(w} ., €)]+ < O(0p), then

Z Wy yv)) +Ho((wy . €)] = Q).

r=1
If j = —y, we have with probability at least 1 — 1/poly(n), (w*, ,,yv) < Oand [w*,  &)];
O(a), which leads to

Foy(Wx) =Y [o((wr, .. yv)) + o((w, . £))] < O(ma?) = O(a?) = o(1).
r=1

This implies that GD can also achieve nearly at most 1/poly(n) test error. This completes the
proof. O
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D PROOF OF THEOREM 4.2: CONVEX CASE

Theorem D.1 (Convex setting, restated). Assume the model is over-parameterized. Then for
any convex and smooth training objective with positive regularization parameter A, suppose we

run Adam and gradient descent for T = %(") iterations, then with probability at least
1 — n~!, the obtained parameters W}, and Wi satisfy that [|[VL(W%q...)]1 < T%] and

[VL(W3 qum) |3 < T%] respectively. Moreover, it holds that:

* Training errors are the same:
n

%Z]l [sgn(F(W Aqam: Xi)) # vi] = %Z]l [sgn(F(W&p, xi)) # vil.-
=1 i=1

* Test errors are nearly the same:
]P)(x,y)/\/D [Sgn(F(WZdamvxi)) 7é y] = HD(x,y)mD [SgH(F(WED, X)) ?é y} + 0(1)

Proof. The proof is straightforward by applying the same proof technique used for Lemmas C.6
and C.13, where we only need to use the smoothness property of the loss function. Then it is clear
that both Adam and GD can provably find a point with a sufficiently small gradient. Note that
the training objective becomes strongly convex when adding weight decay regularization, implying
that the entire training objective only has one stationary point, i.e., point with a sufficiently small
gradient. This further implies that the points found by Adam and GD must be exactly the same and
thus GD and Adam must have nearly the same training and test performance.

Besides, when the problem is sufficiently over-parameterized, with proper regularization (feasibly
small), we can still guarantee zero training errors. O

E DISCUSSION ON THE DATA MODELS IN WILSON ET AL. (2017); REDDI
ET AL. (2018)

Data model in Wilson et al. (2017). In particular, given the binary label y; € {—1, 1}, the feature
vector X; is set as

Yi, j: 1

1, =23

1, j=4+45@G—-1),...,44+5G—1)+2(1 —y)
0, otherwise.

x[j] =

Data model in Reddi et al. (2018). In particular, Reddi et al. (2018) considers a one-dimensional
optimization objective. Besides, in each iteration of Adam, the stochastic gradient is taken based on
the function f;(z) defined as follows:

Czxr, t mod3=1
—x, otherwise.

fe() {

Then it can be seen that in these two prior works, each coordinate of the feature vector (or the
objective function) is hard coded. In contrast, our data model allows randomness in the data gen-
eration process. This implies that our theory can hold for the data points generated from a certain
distribution, while these prior works can only cover one particular data or optimization objective.
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