Under review as a conference paper at ICLR 2025

GENERATING FAKE DATA TO FAKE PRIVACY PRYERS

Anonymous authors
Paper under double-blind review

ABSTRACT

Asymmetry of data complexity and model capacity can create privacy vulnera-
bility. That is because if there are relatively fewer data points while the model
capacity is relatively higher, a model may memorize almost all the data points.
As a remedy for the issue, more data samples can be generated. When generating
more data samples, the aim is to protect and promote the original data as privacy-
safe as possible while generating more privacy-risky data samples to fake privacy
attackers. To enable the aim, we investigate each individual data sample’s pri-
vacy level, unlike existing studies that only take into account an overall dataset’s
privacy, which is not precisely effective. We show how effective our generative
approach is in combating privacy attacks. Our work is novel in that we propose
a sample-level valuation, and data transformation and generation approach in the
privacy domain.

1 INTRODUCTION

Over the past decade or so, the advancement of machine learning models on various challenging
datasets has mostly relied on the increase in model capacity. However, in practice, the growth in
data complexity often cannot keep pace with the increasing model capacity. Once such an imbalance
between data complexity and model capacity is present, a model tends to fully memorize almost all
of the data points. In particular, such memorization directly puts memorized samples under privacy
risks, although it yields little or no contribution to the performance of the model.

Straightforward solutions to this issue are generating more fake data samples so the model can
properly “learn” most of the samples instead of memorizing them. When generating more data
samples, the aim is to protect and promote the original data samples as privacy-safe as possible
while generating more fake and privacy-risky data samples.

Regarding data privacy, existing studies only take into account an overall dataset’s privacy but not
an individual data sample’s privacy safety levels. Unlike them, we investigate each individual data
sample’s privacy safety and vulnerabilities. We valuate each sample’s privacy level to categorize
them being privacy-safe, privacy-vague, or privacy-risky. Privacy-safe samples leak privacy infor-
mation the least, while privacy-risky samples are most vulnerable to privacy attacks. Privacy-vague
samples are either privacy-safe or privacy-risky, depending on the models or experimental settings.

By investigating the sample-level privacy, we observed that the privacy of a model depends on
different data complexities. That is, given a fixed model capacity, changes in data complexity will
change the proportions of these three types of samples: a dataset with higher complexity tends
to contain a higher proportion of privacy-safe samples. In particular, our data valuation approach
discovered that there are samples tending to be privacy-safe more preferentially than others across
various independent training dynamics, indicating there are certain features that push the model
to memorize the specific sample. With those insights in mind, we propose a generative approach
for privacy domain transformation. It transforms samples into desired privacy domains so that the
model can or cannot memorize samples with proper priorities. Through such transformations, our
method can generate more fake privacy-risky data to occupy the model’s memory capacity and keep
the original privacy-safe data from being overly memorized.

Here is a brief overview of our novel observations and contributions:

Privacy vulnerability can arise due to asymmetry of data complexity and model capacity. We
identified privacy vulnerabilities that arise when a too-high-capacity model memorizes almost the
entire dataset which is with relatively too few data points.
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A higher sample count does not solely help privacy, but more distinctive samples are required
for privacy protection. This is why mere augmentation alone cannot help privacy. And that’s why
we do generate and transform samples to generate more independently different samples.
The more privacy-risky fake samples can more confuse attackers and prevent the model from
memorizing. We show that generating more privacy-risky (fake) samples in the trainset makes the
task more challenging for the attacker. The extensive empirical results prove this insight.

2 RELATED WORK

Privacy Defense on Machine Learning |Nasr et al.|(2018) proposed an adversarial training frame-
work to defend against membership inference attacks by aligning prediction distributions. Jia et al.
(2019) and |Yang et al.| (2023)) built noise-based and VAE-based external prediction obfuscator, re-
spectively. |Shejwalkar & Houmansadr| (2021) tried to preserve stronger privacy via knowledge
distillation on the extra training samples. |Kaya & Dumitras| (2021)) studied the effort of various
data augmentation on membership privacy. Jeong et al.| (2022)) tried to prevent attackers from data
reconstruction via a generative noise injector. (Guan et al.| (2022) measured the risks of model steal-
ing attacks via SAmple Correlation (SAC). Stadler et al.|(2022) tried to analyze the effectiveness of
generative data on privacy. (Chen et al.| (2022) controlled the prediction distribution of the training
data within a specific interval via a piecewise objective function, RelaxLoss. |[Fang & Kim/ (2024
improved sample alignment in the relaxed state by adapting both RelaxLoss and CenterLoss.

Generative Models |Goodfellow et al.| (2014) proposed adversarial generative nets to synthesize
images. Mirza & Osindero| (2014) tried to to generate conditional images. [Radford et al.| (2016)
utilized transposed convolution in building GANs. |Odena et al.[ (2017) introduced a classifier as
an auxiliary training component to generate conditional images. |Gong et al. (2019); |Hou et al.
(2022) further improved the auxiliary classifiers. [Zhu et al.|(2017) introduced CycleGAN into image
collections transformation. |Karras et al.|(2020) studied how to improve image quality within limited
training data. |Casanova et al.[(2021)) added instances as auxiliary inputs to generate images similar
to the instances. [Ni et al.|(2022) adopted manifold learning step into the discriminator. He et al.
(2022) proposed a masked autoencoder to generate images according to broken clues. |Hu et al.
(2023a) studied the relationship between the latent space and data distributions. |Hu et al.| (2023b)
compressed GANSs via feature map distillation. [Yu & Wang| (2023)) tried to build a generator from
a pre-trained classifier directly. Wang et al.| (2024) explored how generative models can help with
contrastive learning. (Ganjdanesh et al.| (2024)) proposed a GAN compression by enforcing structural
similarity.

3 SAMPLE-LEVEL PRIVACY DATA VALUATION

With regard to the overall privacy of dataset, it is shown that the impact of models in [Wang et al.
(2021)); 'Yuan & Zhang| (2022); [Tan et al.| (2023); |Chen et al.| (2022) and data in |Kaya & Dumitras
(2021); |Yu et al| (2021). The aggregate message is that privacy vulnerability is determined by a
relative relationship between data complexity and model capacity. However, in these studies, it is
shown that even if the privacy of a portion of the dataset is greatly enhanced, the improvement of
the other part can be insignificant. That motivates us to ask two questions: i) Do distinctive privacy
levels inherently exist among data samples? ii) May different models recognize the same samples
as privacy-safe? We discuss these two questions in this section.

3.1 DO DISTINCTIVE PRIVACY LEVELS INHERENTLY EXIST AMONG DATA SAMPLES?
3.1.1 WHEN DOES THE MODEL PREVENT DATA PRIVACY LEAKAGE?

For data valuation, each data sample needs to be relatively quantified and ranked in terms of re-
silience to privacy. We call such a ranking value as privacy level. Since the privacy sensitivity
depends on models, experimental settings, or each run, the privacy level is not an absolute value but
a relative one. In order to properly distinguish and differentiate each sample from the others, the
privacy levels of the samples need to be well separated. As we can see in Fig.|la] when the overall
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Figure 1: Per-example attack success rates and loss distribution on the original trainset
(MobileNetV3-S, 40 independent runs). [The first row]: no augmentation vs. augmentation (left
side); half vs. full samples (right side); [The second row]: original trainset only vs. with additional
generated data; [The third row]: no augmentation vs. static augmentation. Testing accuracies paren-
thesized in legends. Attacks in these charts are M-Entropy [Song & Mittal| (2021).

privacy of the entire dataset changes, the impact/degree of the change is not even to every sample.
This tells us that each sample inherently carries over different privacy traits, leading to proper sep-
arations between the privacy levels of the samples. Please note that existing studies focused on the
overall privacy level of the model and the entire dataset but did not take into account individual
samples’ privacy levels.

Once the samples have proper gaps in their relative privacy levels, it is effective to categorize the
samples into different privacy domains. To precisely and effectively enhance privacy safety, we
eventually classify the samples into three categories:

* Privacy-Safe: a sample where privacy information is hardly leaked. It is resilient against
privacy inference attacks.

 Privacy-Risky: it has the opposite property of privacy-safe samples, i.e., where privacy
information is easily leaked and vulnerable to privacy inference attacks.

» Privacy-Vague: it can be either privacy-safe or privacy-risky depending on experimental
environments/settings.

Unfortunately, such traits are hardly distinguishable by humans, which means that one cannot pre-
cisely identify privacy-safe samples manually. Another issue is that learning models with different
architectures may prefer to memorize samples with different priorities or preferences. An aligned
idea has been discussed in[Ghorbani & Zou| (2019); Wu et al.|(2022)). Memorizability and generaliz-
ability determine the “fitting” ability of the model to the training data and unseen data, respectively.
Privacy risks mainly come from the discrepancy between the two characteristics. Memorizabil-
ity is directly correlated with the model’s capacity, while generalizability is not always. However,
the decline in memory capacity does not always mean a decline in generalizability. For example,
[Frankle & Carbin| (2019) shows that condensing the model with proper sparsity does not affect the
generalizability.
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Observations & Conjectures To measure the privacy level of a sample, we calculate the attack
success rate, R = Np;/Neyp, Where Np;, denotes the number of times the sample is identified
by an attacker, out of N.;, number of independent experiments - the higher is more likely to be
more vulnerable to attack (i.e., more privacy-risky), the lower more privacy-safe. The privacy level
distribution of CIFAR-100 training samples is visualized in Fig.[Ta] &[Ib] It is shown that more than
half of the samples are vulnerable to the attacker, while there is still a portion of samples that are not
easy to attack. However, once some augmentation techniques are applied, such as Random Flipping
& Cropping [Simonyan & Zisserman| (2015) and Cutout|DeVries & Taylor| (2017) (implementation
details are in Table. [1] in Appendix), a lot of privacy-risky samples are flipped into privacy-safer
samples. (Please note that, in this paper, the notion of data augmentation means non-generative,
simple augmentation approaches only.) An application of augmentation also drastically changes the
loss distribution of the training (Fig.[Ib) and testing accuracy (parenthesize in the legend of Fig. [Ta).
This addresses that the impact of samples on the model’s memorizability and generalizability combi-
natorially promotes privacy safety. In other words, the diversity of training samples can significantly
enhance privacy safety by augmenting data samples. Conversely, considering such cropping/cutout
augmentations, the removal of certain features on training samples, making them look like brand
new instances to the model, can also promote privacy safety. Therefore, it brings us to two potential
conjectures:

* Conjecture i: An excessive quantity of samples can force the model to choose only a
limited number of samples to memorize,

* Conjecture ii: the model recognizes the samples with minor changes as new individual
samples.

3.1.2 EXPLANATION ON CONJECTURES

Conjecture i) First, to verify the first conjecture, we conducted two experiments: one is testing
the impact of augmented samples (Fig. [Ia] & [Ib); the other is comparing two different numbers
of training samples of the same dataset (Fig. [Ic| & [Id). Fig.[Ic|exhibits that the double training
samples challenge the memorization ability of the model (the half samples are sampled from the
full samples with balanced quantities from all classes.) This result is consistent with one trained on
CIFAR-100 with augmentation in Fig. |la| & indicating that privacy can be better protected by
suppressing the memory capacity of the model with augmented samples. [Tan et al.| (2023)) showed
that increasing model capacity often hurts data privacy, and |Stephenson et al.| (2021) found the
deeper layers usually leak more. Our experiment supports the observations and further reinforces
this conjecture. However, the decrease of privacy risks in Fig. [Ic| (by doubling sample count) is
not as significant as in Fig. |la| (by augmentation). One of the factors is that the model trained with
half samples shows poor generalizability. The more important reason is the difference in the overall
memorization capacity of the model for the actual training samples, which can be seen by comparing
Figs. [Te] vs[Tgland Figs. [Ti] vs. [Tk} Then, how can more samples help better privacy? To answer this
question, we apply a generative model Gong et al.| (2019) (details in Sec.[Alin Appendix) to increase
the number of samples in CIFAR-100 to further verify our conjecture. Shown in Fig. [Te] & [Tf] the
overall privacy of the model with real data has been improved after adding an equal quantity of fake
data. When the training data quantity becomes four times in Fig. [Tg the model’s privacy with real
data is enhanced. Also, the CE loss distribution is more relaxed (flattened) in Fig. [Th|than in Fig. [Tf]
These results are well aligned with conjecture 1).

Conjecture ii) For this conjecture to be true, if data augmentation was applied, a transformed
sample should look unfamiliar or less familiar from the perspective of a model. In other words,
the model should not memorize a real sample even by memorizing its augmented version. Looking
at Fig. [[a] (augmenting) and Fig. [Ic] (doubling sample count), data augmentation has a stronger
impact than just doubling samples on privacy. One of the powerful pieces of evidence is in [Kaya
& Dumitras| (2021). They addressed that not all augmentation techniques can help privacy, but
Cutout, Random Cropping, and Label-Smoothing can. Cutout and Random Cropping are different
from Label-smoothing in that they change the samples rather than training objects, by potentially
removing some features. To verify it independent of conjecture i)’s effect, we produce the augmented
data in the same vs. eight times quantity. Please note that, unlike Fig. [Ta] & [Tb] this is augmented
statically - for one time before the start of the train instead of being augmented at each epoch.
Shown in Fig. the model’s memorization of real samples significantly decreases compared to
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the training without augmentation. However, Fig. [Tk&I]recovers the memorization of real samples,
indicating that multiple versions of augmented samples but from the same real sample reinforce the
model to memorize this real sample. Besides, data augmentation increases the difficulty of fitting
to the data. Unlike real samples, for augmented samples, when the quantity of samples with data
augmentation is insufficient, it is more difficult for the model to memorize the dataset, leading to
better privacy but worse performance (shown in Table [2). Increasing the times of augmentations
helps the model learn the data to achieve higher testing accuracy. However, it also poses a threat to
real data privacy since the augmented samples contain a lot of clues about the real samples. Hence,
unlike such static augmentations, dynamically renewing augmentation in every epoch (Fig. [Ta & [Ib)
is more effective for the model to preserve privacy. This suggests that generative modeling will have
more potential for privacy protection than augmented data. We discuss it in Sec.

3.1.3 DATASET SI1ZE VS. COMPLEXITY

We have obtained collective insights and can answer the question: Do distinctive privacy levels
inherently exist among data samples? The answer is yes and no. It is yes, when the dataset is
complex enough and the model cannot afford all samples - then the model will be able to memorize
only a small portion of the dataset. It is no, when model capacity outweighs data complexity so that
the model is highly likely to memorize almost all samples, and from the model’s perspective, all
samples’ privacy levels would be similar. This is also evident by referring to |Carlini et al.| (2022b)
addressing that removing privacy-risky samples flips some other samples privacy-risky. Fortunately,
however, such sample diversity can be significant under certain conditions that we can control. An
electrical phenomenon, electrical breakdown |Lehr & Ron| (2018), can be an analogy to the certain
conditions we show in the above experiments. With the analogy, we coin the term data breakdown,

» Data Breakdown: where a model becomes over or at capacity on data of high complexity
so the model cannot memorize all but only a small portion of the training samples.

That is, until data breakdown occurs, a model
cannot keep the data privacy well since it is
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Augmented samples are not independent but
rather correlated because they are augmented
from the same original samples. Please note
that there exists a phenomenon called data
outlier effect (Choquette-Choo et al.| (2021));
Tramer et al.|(2022), which can easily be con-
fused with data breakdown. To differentiate
them, we compare the prediction distributions with different model capacities at the same data quan-
tity level. As shown in Fig.[2] the results on MobileNetV3-S show data breakdown while results
on ResNet18 show data outlier effect only. When the data breakdown does not occur, the increase
in data capacity improves the overall privacy level merely relies on generalizability improvement,
which is the data outlier effect (please refer to Fig.[2c| & Fig.[2d). In contrast, the prediction distri-
butions on both the train and test sets change significantly when the data capacity exceeds the model
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Figure 2: The CE loss distributions on Train and
Test sets under various data capacities and model
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second row]: ResNet18.
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capacity, causing data breakdown (Fig. 2a] & Fig. [2b). In a word, data outlier effect relies on the
generalizability changes of the model while data breakdown relies on the relative changes between
data capacity and model capacity. Fig.|li exhibits that just a one-time augmentation shows better
privacy than multiple augmentations (either dynamic (Fig. [Ta) or static (Fig. [IK)), indicating that
repeatedly augmented samples enforce a model to more memorize real train samples. This insight
motivates us to generate more independent, distinguishable samples.

3.2 IDENTIFYING PRIVACY-SAFE AND -RISKY DATA

3.2.1 MOTIVATIONS AND CONDITIONS OF PRIVACY-LEVEL DATA VALUATION DESIGN

In Sec.[3.1] we show that increasing dataset complexity promotes privacy. Therefore, a direct and
effective way for privacy is to generate fake data to increase the dataset complexity. However, it
still does not precisely tell us which samples should be protected with a higher priority for more
effective privacy protection. In other words, because the privacy levels are or need to be relative
in a dataset, if there are no explicit privacy-risky samples, some portion of real data samples will
become susceptible to privacy leakage. The real and fake data (generated but independent of the
real data) are mixed among privacy-safe, -vague, and -risky portions. That is because, due to the
memorization capacity, a model will always memorize a certain portion of samples fully, making it
impossible to train a model with only privacy-safe data. That is, in an extreme case, even if a dataset
is all composed of completely privacy-safe samples, the model will memorize a certain portion of
samples, and then the samples become privacy-risky because they are memorized. In other words,
the privacy of some samples must be sacrificed by memorization, even if they were privacy-safe in
the first place. Therefore, with the necessity of diversity of privacy-safe/-risky samples in mind, the
very ideal and extreme case is when all real (original) data are privacy-safe, while all fake (generated)
data are privacy-risky, in order to protect the real data.

Then, a potential solution is to transform the data privacy category of the samples by transforming
non-privacy-safe real data into privacy-safe data, while transforming non-privacy-risky fake data
into privacy-risky data. We discuss how to determine privacy-safe/-risky samples. Firstly, a privacy-
safe sample is supposed to have the following traits: i) A privacy-safe sample is unlikely to be
recognizable by an attacker; ii) A privacy-safe sample is expected to consistently be identified as a
privacy-safe sample even by various independently-trained models with various training techniques.
Likewise, but in an opposite manner, we can also identify whether a sample is privacy-risky. |Carlini
et al.[(2022b) proposed a way to determine whether a sample is easy to attack via dozens of indepen-
dent model trainings and simulations of MIAs. In the work, however, if the training conditions are
not sufficiently diversified, most samples can be incorrectly identified in repetition even in several
independent experiments (e.g., Fig. [Ta). For that reason, this approach can lead to unrealistic costs,
although it would increase the training cost by tens of times. Having said that, their study revealed
neural networks’ two privacy issues: one is that different samples show different degrees of privacy
risks. The other is that the relative privacy-risky degree of the data could be changed in different
independent experiments, which may be caused by the randomness of the initialization of models,
mini-batch selection, or training dynamics. That tells us that it is not feasible to determine a sam-
ple’s privacy level just in a single or a few independent runs. With this insight in mind, we propose
an approach to determine privacy-safe/-risky samples via less number of independent runs.

3.2.2 APPROACH

Consider a training set Dy,q;, and a reference set D,..;. Threshold-based MIAs can be deployed
based on them to a model trained on Dy,4;,. Next, suppose a threshold 7 is built for MIAs to
the model. Then the distance of each sample to 7 can be calculated as d(f(x),7), where f(-)
is a forwarding function of the model and d(-,-) is a distance measuring function. The distance
function d(-, -) is used as a metric to measure how privacy-safe a sample is. If the closer the sample’s
prediction f(z) is to the 7, the safer it is because the attacker’s judgment on it would be more
uncertain.

However, the relative memorization characteristics of the model and randomness in training tech-
niques inevitably cause inconsistent levels of privacy safety of samples across multiple independent
experiments. Hence, we identify overlapping (common) privacy-safe samples across multiple runs.
The overlap ratio is a metric we propose to represent the agreement degree of multiple independent
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runs. Once the samples’ privacy levels are ranked, we can selectively consider samples within a
certain ranking bin. For example, we can consider samples in the top 20%, and the ranking bin will
be represented as [0%, 20%]. If we would consider samples in an intermediate range, such as the top
60% but excluding the top 50%, the bin will be [50%, 60%)]. We denote the starting and ending ratio
as bs and b,, respectively, and the bin will be represented as [bs%, b.%)]. For such a certain privacy
ranking bin, the overlap ratio is defined as follows,

Roverlap = Ncom/Nbin (1)

where N, denotes the number of common samples in the privacy rank bin among all runs, and
Ny denotes the maximum number of samples that can be common in the bin. When Ny, 1S
the number of all trammg samples, Npin = Niotar X (be% — bs%). Fig. |34 displays the overlap
ratio of the top-ranked privacy-safe samples over five runs. We observe that, for a Cross-Entropy-
based (denoted as CE) and fully trained model, the agreement of sample rankings on independent
experiments is low, especially for the top 25% privacy-safe samples. Hence, we investigate the
samples’ privacy-safe rankings also in defense models, RelaxLoss, |Chen et al.|(2022) (denoted as
RxL). Compared to CE, in RxL, we can check that the agreement in overlap rate of top 25% and 50%
privacy-safe samples significantly increases. The train and test accuracies are shown in Fig. [3b]and
respectively. This explains that RelaxLoss always gives priority to protecting some samples with
specific characteristics. On the other hand, a model tends to remember certain samples containing
certain features.

Then, one might ask this question: are the privacy- Selection

safe samples that are determined by CE also de- Train @@ ﬁMeasure‘
termined as privacy-safe by RxL? To answer this  |Samples \ | |Privacy
question, we investigate if the privacy-safe sam- @ . Rank P
ples identified by RxL are also identified by the @ Vote | Privacy
CE-based model. In Fig.[3d} we plot the top 50% V\i -Vague
common privacy-safe samples found via RxL- N
based models, which were identified by the CE- Ref || @ | (" Buid P
based model. Most of the top 50% privacy-safe 5™ >; f“i‘”‘j} e

samples’ average ranking in the CE-based model
is still in the top 50% portion in RxL. That tells Figure 4: The illustration of privacy-level sam-
us that these samples are decidedly privacy-safe as  ple valuation and categorization.

they are identified consistently by multiple mod-

els.

The process of privacy-safe sample determination is shown in Fig.[d We train multiple models via
defense mechanisms (such as RxL) from scratch or the CE-trained approach to arrange an ensemble.
Then, we measure and rank the samples via an attack technique. Finally, the ensemble votes for the
most privacy-safe and -risky samples in the training set.
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4 DATA GENERATION

Privacy Domain Transformation by Data Generation The different privacy domains of
training samples can be measured and evaluated, so they are potentially learnable. Hence,
a generative approach is designed for privacy domain transformation.  Suppose that we
have determined samples in two domains, the privacy-safe domain, €25, and privacy-risky
domain, (2,. To transform data from each of these two domains, two different gen-
erators Ggo, and G,os are deployed. The generator G, transforms samples from €2
into new samples to be indistinguishable by €., and vice versa for G,es, €2, and ;.
Although removing more information from the real data will

ideally help more privacy, the loss of high-quality features & = B Aug Ori + Aug. Gen
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from real data would be crucial to the performance of the 2 TW— 4 v Ori 4 Gen
model. Moreover, high-quality fake samples also have a po- £ 5o [ f—
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tential risk of privacy leakage since these high-quality features 2 i
are likely to contain similar features from real data. As shown E
in Fig. [6b, we try to transform all non-privacy-risky fake data o s 20 25
to the privacy-risky domain €2,., and all non-privacy-safe real #Training Samples  x10°

data to the privacy-safe domain 2. To enable this, the domain
transformation generative technique is designed. When train-
ing the privacy-preserving model, we empirically found that
symmetrical data augmentation on both real and fake data is
better for the model’s generalizability (shown in Fig. [5). For a generative model, the CycleGAN
architecture Zhu et al.|(2017) is utilized to transform data privacy domains.

Figure 5: Comparison among dif-
ferent augmentation options

Training Generators For training generators G s, and G..o5, two corresponding discriminators,
we also employ Dgo, and D,os in CycleGAN'’s training phase. The generator G4, transforms
privacy-safe samples, I, € (), into privacy-risky samples, G2, (I). The discriminator, Dgs,., can-
not identify Gso,(I5) ¢ €, after adversarial training dynamics. Likewise, D,.o5 cannot distinguish
I. € Q, and G,25(I,). The overview of the training phase is shown in Fig. @ The adversarial loss,
L ar,|Goodfellow et al.| (2014) is formulated as follows:

£AL(GS2’I" GT287 D82T7 DTZS) = (DSZT(GSZT(IS)) - 1)2 + DS2T(IS)2
+ (DT’QS(GTZS(IT)) - 1)2 + DTQS(IT)2

Besides that, to ensure the transformed sample can be aligned with the original sample as much as
possible, the cycle consistency loss, Loc 1, Zhou et al.|(2016) is introduced to keep the informative
consistency between the original sample and the transformed sample. It is formulated as,

L:CCL(G52T7 G'r‘2s) = ||Gr25(G52r(Is)) - Is)”l + ||G52r(Gr25(Ir)) - Ir)”l (3)
As aresult, the total loss for training CycleGAN, Lcyciecan, is formulated as,
LCycleGAN(GSQT; Gr257 DsQr» DTZS) = L:AL (Gs2ra Gr257 Ds27“; Dr2s) +)\£CCL(G82T) Gr25) (4)

where )\ is a coefficient to balance these two losses. With these losses, the generators can prop-
erly learn how to convert samples between privacy-safe and -risky domains with unpaired sample
training.
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Figure 7: Generalizability and Privacy Performance with MobileNetV3, ResNet, and HiViT on

CIFAR-100 and TinyImageNet. Additional results are included in Appendix due to space limita-
tions.

5 EMPIRICAL VALIDATION

5.1 EXPERIMENTAL SETTINGS

We evaluate our approach on CIFAR-100 Krizhevsky et al.| (2009) and TinyImageNet Le & Yang
(2015). On CIFAR-100, we evaluate our approach with MobileNetV3 Howard et al.| (2019),
ResNet18 |[He et al| (2016)), and HiViT-T [Zhang et al.| (2023)) (a transformer model). On TinyIm-
ageNet, we evaluate our approach with MobileNetV3 and ResNetl18. The SGD and Adam opti-
mizer are applied to train CNN and transformer models, respectively. In training on both datasets,
for augmentation, Random Cropping and Random Flip are applied for all cases. For privacy at-
tacks, we evaluate approaches on correctness-based attacks (Correctness)|Yeom et al.| (2020),
confidence-based attacks (Confidence) Song et al.|(2019), entropy-based attacks |Shokri et al.
(2017) (Ent ropy), and modified entropy-based attacks (M-Ent ropy)|Song & Mittal| (2021). For
comparison, SELENA [Tang et al.|(2022) and RelaxLoss|Chen et al.|(2022) are also evaluated. Every

experiment presented in this paper takes at most a day to run with the average task requiring only a
few hours on NVIDIA RTX4060Ti or A100 GPU.

5.2 RESULTS AND DISCUSSION

As shown in Fig.[7| we study the performance regarding testset and defending MIAs among different
approaches and training data. Among all four MIAs, the most effective attacks are correctness-based
MIAs and M-Entropy MIAs. Training models are with only real trainset, and cross-entropy is the
most privacy-risky case in Fig. Training with additional fake data and transformed data has
advantages in defending confidence-, entropy-, m-entropy-based MIAs compared with RelaxLoss
and SELENA. As for CE and fake data, CE with fake and transformed data has better privacy but
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worse testing accuracy, showing that our approach clearly changes the model’s memorizing priority
on training samples (although a part of the further decrease in testing accuracy is caused by the
poorer quality of transformed samples.) In contrast, RelaxLoss and SELENA are better at defending
correctness-based MIAs. This is because they set the maximum fitting degree of the model on

samples, mini-batch level, and sample level as a training object.

In Fig. a change in setting is that the model capacity
is much higher, leading to total privacy being more risky.
Also, it shows better results in terms of generalizability.
Under this condition, we find that the Correctness-based
MIAs become more risky when we train the model using
CE with the 1x quantity of fake data or fake & trans-
formed data. Note that the result of SELENA is not dis-
played since ResNet18 frequently suffered from crushes
when it was trained with SELENA, which is worth not-
ing.

In Fig.[7d| the trends change a lot. Due to the soft weights,
the HiViT memorizes the training data deeply. Compared
with other training techniques, the model shows deeper
memorization on the trainset. One difference is that the
model shows better test accuracy when training with Re-

10°
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laxLoss and fake data. This is because the data complex-
ity requirement of the transformer model is usually higher
than CNNs. Although the fake data’s quality is not im-
proved, the model can still learn the weights better with
them.

o
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In Fig.[I2] (in Appendix), we find that there are some ex-
ceptional cases when the fake data does not help privacy.
That is because the generator always produces similar but 02 04 06 08 1.0
poor-quality (too noisy and distorted) samples based on False Positive Rate
TinyImageNet (shown in Fig. [ITb). Hence, it is impor-
tant to generate fake data with diversity while maintaining
generalizability as much as possible.

(b) Linear Scale

Figure 8: Evaluations on LiRA.
Additionally, we evaluate MobileNetV3-S, trained on

CIFAR-100, with Likelihood Ratio Attack (LiRA) |Car-

lini et al.|(2022a). Shown in Fig. @ it can be seen that the

model trained with fake data and transformed data is still effective on privacy. When the model is
trained with both transformed data and fake data, the ROC curve becomes closer to the gray dashed
line, indicating that our approach is effective against MIAs.

6 CONCLUSION

In this paper, we observed privacy vulnerability caused by asymmetry of data complexity and model
capacity. The fundamentals of the solution are to prevent the model from memorizing more samples.
That is a process to transform samples privacy-safe. To achieve the goal, we conducted sample-level
data valuation, unlike existing literature, to categorize them as privacy-safe or -risky. On top of that,
we generated more fake samples and ultimately transformed the samples’ privacy domain. Through
extensive empirical results, we showed our approach is significantly capable of defending privacy
attack attempts.

10



Under review as a conference paper at ICLR 2025

REFERENCES

Nicholas Carlini, Steve Chien, Milad Nasr, Shuang Song, Andreas Terzis, and Florian Tramer. Mem-
bership inference attacks from first principles. In 2022 IEEE Symposium on Security and Privacy
(SP), pp. 1897-1914. IEEE, 2022a.

Nicholas Carlini, Matthew Jagielski, Chiyuan Zhang, Nicolas Papernot, Andreas Terzis, and Florian
Tramer. The privacy onion effect: Memorization is relative. In Advances in Neural Information
Processing Systems, volume 35, pp. 13263—-13276, 2022b.

Arantxa Casanova, Marlene Careil, Jakob Verbeek, Michal Drozdzal, and Adriana Romero So-
riano. Instance-conditioned gan. In M. Ranzato, A. Beygelzimer, Y. Dauphin, P.S.
Liang, and J. Wortman Vaughan (eds.), Advances in Neural Information Process-
ing Systems, volume 34, pp. 27517-27529. Curran Associates, Inc., 2021. URL
https://proceedings.neurips.cc/paper_files/paper/2021/file/
e7ac288b0f2d41445904d071ba37aaff-Paper.pdf.

Dingfan Chen, Ning Yu, and Mario Fritz. Relaxloss: Defending membership inference attacks
without losing utility. In International Conference on Learning Representations, 2022. URL
https://openreview.net/forum?id=FEDfGWVZYIn.

Christopher A Choquette-Choo, Florian Tramer, Nicholas Carlini, and Nicolas Papernot. Label-only
membership inference attacks. In International conference on machine learning, pp. 1964-1974.
PMLR, 2021.

Terrance DeVries and Graham W. Taylor. Improved regularization of convolutional neural networks
with cutout, 2017.

Xingli Fang and Jung-Eun Kim. Center-based relaxed learning against membership inference at-
tacks. In The 40th Conference on Uncertainty in Artificial Intelligence, 2024. URL https:
//openreview.net/forum?id=unlWrunF jgl

Jonathan Frankle and Michael Carbin. The lottery ticket hypothesis: Finding sparse, trainable neural
networks. In International Conference on Learning Representations, 2019. URL https://
openreview.net/forum?id=rJ1-b3RcF7.

Alireza Ganjdanesh, Shangqian Gao, Hirad Alipanah, and Heng Huang. Compressing image-to-
image translation gans using local density structures on their learned manifold. In Proceedings of
the AAAI Conference on Artificial Intelligence, volume 38, pp. 12118-12126, 2024.

Amirata Ghorbani and James Zou. Data shapley: Equitable valuation of data for machine learning.
In Kamalika Chaudhuri and Ruslan Salakhutdinov (eds.), Proceedings of the 36th International
Conference on Machine Learning, volume 97 of Proceedings of Machine Learning Research, pp.
2242-2251. PMLR, 09-15 Jun 2019. URL https://proceedings.mlr.press/v97/
ghorbanil9c.html.

Mingming Gong, Yanwu Xu, Chunyuan Li, Kun Zhang, and Kayhan Batmanghelich. Twin
auxilary classifiers gan. In H. Wallach, H. Larochelle, A. Beygelzimer, F. d'Alché-Buc,
E. Fox, and R. Garnett (eds.), Advances in Neural Information Processing Systems 32, pp.
1330-1339. Curran Associates, Inc., 2019. URL jhttp://papers.nips.cc/paper/
84l4-twin—auxilary-classifiers—gan.pdf.

Ian Goodfellow, Jean Pouget-Abadie, Mehdi Mirza, Bing Xu, David Warde-Farley, Sher-
jil Ozair, Aaron Courville, and Yoshua Bengio. Generative adversarial nets. In
Z. Ghahramani, M. Welling, C. Cortes, N. Lawrence, and K.Q. Weinberger (eds.), Ad-
vances in Neural Information Processing Systems, volume 27. Curran Associates, Inc.,
2014. URL https://proceedings.neurips.cc/paper_files/paper/2014/
file/5ca3e9p122f61f8f06494c97blafccf3-Paper.pdfl

Jiyang Guan, Jian Liang, and Ran He. Are you stealing my model? sam-
ple correlation for fingerprinting deep neural networks. In S. Koyejo, S. Mo-
hamed, A. Agarwal, D. Belgrave, K. Cho, and A. Oh (eds.), Advances in Neural In-
formation Processing Systems, volume 35, pp. 36571-36584. Curran Associates, Inc.,

11


https://proceedings.neurips.cc/paper_files/paper/2021/file/e7ac288b0f2d41445904d071ba37aaff-Paper.pdf
https://proceedings.neurips.cc/paper_files/paper/2021/file/e7ac288b0f2d41445904d071ba37aaff-Paper.pdf
https://openreview.net/forum?id=FEDfGWVZYIn
https://openreview.net/forum?id=unlWrunFjg
https://openreview.net/forum?id=unlWrunFjg
https://openreview.net/forum?id=rJl-b3RcF7
https://openreview.net/forum?id=rJl-b3RcF7
https://proceedings.mlr.press/v97/ghorbani19c.html
https://proceedings.mlr.press/v97/ghorbani19c.html
http://papers.nips.cc/paper/8414-twin-auxilary-classifiers-gan.pdf
http://papers.nips.cc/paper/8414-twin-auxilary-classifiers-gan.pdf
https://proceedings.neurips.cc/paper_files/paper/2014/file/5ca3e9b122f61f8f06494c97b1afccf3-Paper.pdf
https://proceedings.neurips.cc/paper_files/paper/2014/file/5ca3e9b122f61f8f06494c97b1afccf3-Paper.pdf

Under review as a conference paper at ICLR 2025

2022. URL https://proceedings.neurips.cc/paper_files/paper/2022/
file/ed189de2611f200bd4c2ab30c576e99e—-Paper—Conference.pdf.

Kaiming He, Xiangyu Zhang, Shaoqing Ren, and Jian Sun. Deep residual learning for image recog-
nition. In Proceedings of the IEEE conference on computer vision and pattern recognition, pp.

770-778, 2016.

Kaiming He, Xinlei Chen, Saining Xie, Yanghao Li, Piotr Dollar, and Ross Girshick. Masked au-
toencoders are scalable vision learners. In Proceedings of the IEEE/CVF conference on computer
vision and pattern recognition, pp. 16000-16009, 2022.

Liang Hou, Qi Cao, Huawei Shen, Siyuan Pan, Xiaoshuang Li, and Xueqi Cheng. Conditional
GANSs with auxiliary discriminative classifier. In Kamalika Chaudhuri, Stefanie Jegelka, Le Song,
Csaba Szepesvari, Gang Niu, and Sivan Sabato (eds.), Proceedings of the 39th International Con-
ference on Machine Learning, volume 162 of Proceedings of Machine Learning Research, pp.
8888-8902. PMLR, 17-23 Jul 2022. URL https://proceedings.mlr.press/v162/
hou22a.htmll

Andrew Howard, Mark Sandler, Grace Chu, Liang-Chieh Chen, Bo Chen, Mingxing Tan, Weijun
Wang, Yukun Zhu, Ruoming Pang, Vijay Vasudevan, et al. Searching for mobilenetv3. In Pro-
ceedings of the IEEE/CVF international conference on computer vision, pp. 1314-1324, 2019.

Tianyang Hu, Fei Chen, Haonan Wang, Jiawei Li, Wenjia Wang, Jiacheng Sun, and Zhenguo
Li. Complexity matters: Rethinking the latent space for generative modeling. In A. Oh,
T. Naumann, A. Globerson, K. Saenko, M. Hardt, and S. Levine (eds.), Advances in Neu-
ral Information Processing Systems, volume 36, pp. 29558-29579. Curran Associates, Inc.,
2023a. URL https://proceedings.neurips.cc/paper_files/paper/2023/
file/5e8023f07625374c6fdf3aal08bb38e0e—-Paper—-Conference.pdf.

Tie Hu, Mingbao Lin, Lizhou You, Fei Chao, and Rongrong Ji. Discriminator-cooperated feature
map distillation for gan compression. In Proceedings of the IEEE/CVF Conference on Computer
Vision and Pattern Recognition, pp. 20351-20360, 2023b.

Hoyong Jeong, Suyoung Lee, Sung Ju Hwang, and Sooel Son. Learning to generate inversion-
resistant model explanations. In Alice H. Oh, Alekh Agarwal, Danielle Belgrave, and Kyunghyun
Cho (eds.), Advances in Neural Information Processing Systems, 2022. URL https://
openreview.net/forum?id=1y2G-yLGuku.

Jinyuan Jia, Ahmed Salem, Michael Backes, Yang Zhang, and Neil Zhengiang Gong. Memguard:
Defending against black-box membership inference attacks via adversarial examples. In Pro-
ceedings of the 2019 ACM SIGSAC conference on computer and communications security, pp.
259-274, 2019.

Tero Karras, Miika Aittala, Janne Hellsten, Samuli Laine, Jaakko Lehtinen, and Timo
Aila.  Training generative adversarial networks with limited data. In H. Larochelle,
M. Ranzato, R. Hadsell, M.F. Balcan, and H. Lin (eds.), Advances in Neural In-
formation Processing Systems, volume 33, pp. 12104-12114. Curran Associates, Inc.,
2020. URL https://proceedings.neurips.cc/paper_files/paper/2020/
file/8d30aa%96e72440759f74bd2306clfa3d-Paper.pdf.

Yigitcan Kaya and Tudor Dumitras. When does data augmentation help with membership inference
attacks? In Marina Meila and Tong Zhang (eds.), Proceedings of the 38th International Con-
ference on Machine Learning, volume 139 of Proceedings of Machine Learning Research, pp.
5345-5355. PMLR, 18-24 Jul 2021. URL https://proceedings.mlr.press/v139/
kayazla.htmll

Alex Krizhevsky, Geoffrey Hinton, et al. Learning multiple layers of features from tiny images,
2009.

Ya Le and Xuan Yang. Tiny imagenet visual recognition challenge, 2015.
Jane Lehr and Pralhad Ron. Electrical breakdown in solids, liquids, and vacuum. Wiley-1EEE Press,
2018.

12


https://proceedings.neurips.cc/paper_files/paper/2022/file/ed189de2611f200bd4c2ab30c576e99e-Paper-Conference.pdf
https://proceedings.neurips.cc/paper_files/paper/2022/file/ed189de2611f200bd4c2ab30c576e99e-Paper-Conference.pdf
https://proceedings.mlr.press/v162/hou22a.html
https://proceedings.mlr.press/v162/hou22a.html
https://proceedings.neurips.cc/paper_files/paper/2023/file/5e8023f07625374c6fdf3aa08bb38e0e-Paper-Conference.pdf
https://proceedings.neurips.cc/paper_files/paper/2023/file/5e8023f07625374c6fdf3aa08bb38e0e-Paper-Conference.pdf
https://openreview.net/forum?id=iy2G-yLGuku
https://openreview.net/forum?id=iy2G-yLGuku
https://proceedings.neurips.cc/paper_files/paper/2020/file/8d30aa96e72440759f74bd2306c1fa3d-Paper.pdf
https://proceedings.neurips.cc/paper_files/paper/2020/file/8d30aa96e72440759f74bd2306c1fa3d-Paper.pdf
https://proceedings.mlr.press/v139/kaya21a.html
https://proceedings.mlr.press/v139/kaya21a.html

Under review as a conference paper at ICLR 2025

Mehdi Mirza and Simon Osindero. Conditional generative adversarial nets, 2014.

Milad Nasr, Reza Shokri, and Amir Houmansadr. Machine learning with membership privacy using
adversarial regularization. In Proceedings of the 2018 ACM SIGSAC conference on computer and
communications security, pp. 634—-646, 2018.

Yao Ni, Piotr Koniusz, Richard Hartley, and Richard Nock. Manifold learning benefits gans. In Pro-
ceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition, pp. 11265—
11274, 2022.

Augustus Odena, Christopher Olah, and Jonathon Shlens. Conditional image synthesis with aux-
iliary classifier GANs. In Doina Precup and Yee Whye Teh (eds.), Proceedings of the 34th In-
ternational Conference on Machine Learning, volume 70 of Proceedings of Machine Learning
Research, pp. 2642-2651. PMLR, 06-11 Aug 2017. URL https://proceedings.mlr.
press/v70/odenal7a.html.

Alec Radford, Luke Metz, and Soumith Chintala. Unsupervised representation learning with deep
convolutional generative adversarial networks, 2016.

Virat Shejwalkar and Amir Houmansadr. Membership privacy for machine learning models through
knowledge transfer. In Proceedings of the AAAI conference on artificial intelligence, volume 35,
pp- 9549-9557, 2021.

Reza Shokri, Marco Stronati, Congzheng Song, and Vitaly Shmatikov. Membership inference at-
tacks against machine learning models. In 2017 IEEE symposium on security and privacy (SP),
pp- 3—18. IEEE, 2017.

Karen Simonyan and Andrew Zisserman. Very deep convolutional networks for large-scale image
recognition, 2015.

Liwei Song and Prateek Mittal. Systematic evaluation of privacy risks of machine learning models.
In 30th USENIX Security Symposium (USENIX Security 21), pp. 2615-2632, 2021.

Liwei Song, Reza Shokri, and Prateek Mittal. Privacy risks of securing machine learning models
against adversarial examples. In Proceedings of the 2019 ACM SIGSAC Conference on Computer
and Communications Security, pp. 241-257, 2019.

Theresa Stadler, Bristena Oprisanu, and Carmela Troncoso. Synthetic data—anonymisation ground-
hog day. In 315t USENIX Security Symposium (USENIX Security 22), pp. 1451-1468, 2022.

Cory Stephenson, suchismita padhy, Abhinav Ganesh, Yue Hui, Hanlin Tang, and SueYeon Chung.
On the geometry of generalization and memorization in deep neural networks. In International
Conference on Learning Representations, 2021. URL https://openreview.net/forum?
1d=V8jrrnwGbuc.

Jasper Tan, Daniel LeJeune, Blake Mason, Hamid Javadi, and Richard G. Baraniuk. A blessing
of dimensionality in membership inference through regularization. In Francisco Ruiz, Jennifer
Dy, and Jan-Willem van de Meent (eds.), Proceedings of The 26th International Conference on
Artificial Intelligence and Statistics, volume 206 of Proceedings of Machine Learning Research,
pp. 10968-10993. PMLR, 25-27 Apr 2023. URL https://proceedings.mlr.press/
v206/tan23b.htmll

Xinyu Tang, Saeed Mahloujifar, Liwei Song, Virat Shejwalkar, Milad Nasr, Amir Houmansadr, and
Prateek Mittal. Mitigating membership inference attacks by {Self-Distillation} through a novel
ensemble architecture. In 31st USENIX Security Symposium (USENIX Security 22), pp. 1433—
1450, 2022.

Florian Tramer, Reza Shokri, Ayrton San Joaquin, Hoang Le, Matthew Jagielski, Sanghyun Hong,
and Nicholas Carlini. Truth serum: Poisoning machine learning models to reveal their secrets. In
Proceedings of the 2022 ACM SIGSAC Conference on Computer and Communications Security,
pp. 2779-2792, 2022.

13


https://proceedings.mlr.press/v70/odena17a.html
https://proceedings.mlr.press/v70/odena17a.html
https://openreview.net/forum?id=V8jrrnwGbuc
https://openreview.net/forum?id=V8jrrnwGbuc
https://proceedings.mlr.press/v206/tan23b.html
https://proceedings.mlr.press/v206/tan23b.html

Under review as a conference paper at ICLR 2025

Yifei Wang, Jizhe Zhang, and Yisen Wang. Do generated data always help contrastive learning?
In The Twelfth International Conference on Learning Representations, 2024. URL https:
//openreview.net/forum?id=S5Egs1EHnzl

Yijue Wang, Chenghong Wang, Zigeng Wang, Shanglin Zhou, Hang Liu, Jinbo Bi, Caiwen Ding,
and Sanguthevar Rajasekaran. Against membership inference attack: Pruning is all you need.
In Zhi-Hua Zhou (ed.), Proceedings of the Thirtieth International Joint Conference on Artificial
Intelligence, IJCAI-21, pp. 3141-3147. International Joint Conferences on Artificial Intelligence
Organization, 8 2021. doi: 10.24963/ijcai.2021/432. URL https://doi.org/10.24963/
ijcai.2021/432. Main Track.

Zhaoxuan Wu, Yao Shu, and Bryan Kian Hsiang Low. DAVINZ: Data valuation using deep neural
networks at initialization. In Kamalika Chaudhuri, Stefanie Jegelka, Le Song, Csaba Szepesvari,
Gang Niu, and Sivan Sabato (eds.), Proceedings of the 39th International Conference on Machine
Learning, volume 162 of Proceedings of Machine Learning Research, pp. 24150-24176. PMLR,
17-23 Jul 2022. URL https://proceedings.mlr.press/v162/wu22j.html.

Ziqi Yang, Lijin Wang, Da Yang, Jie Wan, Ziming Zhao, Ee-Chien Chang, Fan Zhang, and Kui Ren.
Purifier: Defending data inference attacks via transforming confidence scores. In Proceedings of
the AAAI Conference on Artificial Intelligence, volume 37, pp. 10871-10879, 2023.

Samuel Yeom, Irene Giacomelli, Alan Menaged, Matt Fredrikson, and Somesh Jha. Overfitting,
robustness, and malicious algorithms: A study of potential causes of privacy risk in machine
learning. Journal of Computer Security, 28(1):35-70, 2020.

Da Yu, Huishuai Zhang, Wei Chen, Jian Yin, and Tie-Yan Liu. How does data augmentation affect
privacy in machine learning? In Proceedings of the AAAI Conference on Artificial Intelligence,
volume 35, pp. 10746-10753, 2021.

Runpeng Yu and Xinchao Wang.  Generator born from classifier. In A. Oh, T. Nau-
mann, A. Globerson, K. Saenko, M. Hardt, and S. Levine (eds.), Advances in Neural
Information Processing Systems, volume 36, pp. 54139-54151. Curran Associates, Inc.,
2023. URL https://proceedings.neurips.cc/paper_files/paper/2023/
file/a97f0218b49%cl7ea3fl21al0e724f028-Paper—Conference.pdf.

Xiaoyong Yuan and Lan Zhang. Membership inference attacks and defenses in neural network
pruning. In 31st USENIX Security Symposium (USENIX Security 22), pp. 4561-4578, 2022.

Xiaosong Zhang, Yunjie Tian, Lingxi Xie, Wei Huang, Qi Dai, Qixiang Ye, and Qi Tian. Hivit: A
simpler and more efficient design of hierarchical vision transformer. In International Conference
on Learning Representations, 2023.

Tinghui Zhou, Philipp Krahenbuhl, Mathieu Aubry, Qixing Huang, and Alexei A Efros. Learning
dense correspondence via 3d-guided cycle consistency. In Proceedings of the IEEE conference
on computer vision and pattern recognition, pp. 117-126, 2016.

Jun-Yan Zhu, Taesung Park, Phillip Isola, and Alexei A Efros. Unpaired image-to-image translation
using cycle-consistent adversarial networks. In Proceedings of the IEEE international conference
on computer vision, pp. 2223-2232,2017.

14


https://openreview.net/forum?id=S5EqslEHnz
https://openreview.net/forum?id=S5EqslEHnz
https://doi.org/10.24963/ijcai.2021/432
https://doi.org/10.24963/ijcai.2021/432
https://proceedings.mlr.press/v162/wu22j.html
https://proceedings.neurips.cc/paper_files/paper/2023/file/a97f0218b49bc17ea3f121a0e724f028-Paper-Conference.pdf
https://proceedings.neurips.cc/paper_files/paper/2023/file/a97f0218b49bc17ea3f121a0e724f028-Paper-Conference.pdf

Under review as a conference paper at ICLR 2025

APPENDIX
A  MORE DETAILS FOR SEC.

Table 1: The data augmentation deployed on CIFAR-100 in Sec.

Data Aug. Tech. Conf. Occur Probability
Random Cropping size=32 x 32, padding=4 1.00
Random Flip Horizontal Only 1.00

Configurations on data augmentation The data augmentation details of CIFAR-100 experiments
are shown in Table[T] To make the augmented samples as independent as possible from the original
samples for privacy safety, we set the occurrence probability of all data augmentation techniques to
100% (in fact, data augmentation on CIFAR-100 in most common experiments is also set to 100%.)

Generator for generated data To synthesize data, we employ a generative model. In our study,
Twin Auxiliary Classifiers GAN (TAC-GAN) |Gong et al|(2019) is utilized. There are several rea-
sons to use it:

* It can directly generate data of the corresponding class we need, which makes the experi-
ments convenient.

* GAN is widely used in literature and practice. Hence it is good for reproducibility.

* Compared with other generative techniques (e.g., VAE, Flow-Based Models, and Diffusion
Models), GAN is rich in generative diversity.

* We find that generating high-quality data across various datasets is challenging. Fortu-
nately, our method does not require generated data to contribute to the generalizability of
the model, indicating our approach is highly adaptable.

Table 2: The average training information among 40 runs. (CIFAR-100, MobileNetV3-S)

Train data \ Train data acc. (%) Train dataloss Real train data acc. (%) Real train data loss

No Aug. n/a n/a 99.50 0.06
Aug. 72.22 0.92 77.43 0.76
1x Aug. 92.85 0.27 57.89 1.86
8% Aug. 94.74 0.22 97.76 0.14

B MORE DISCUSSION FOR SEC.

B.1 WHY NOT MERELY TRAIN WITH GENERATED DATA

The main reason we do not directly use generated data to train the model for real data privacy is that
the quality of generated data is hard to compete with natural data (real data), which can be seen in
Fig. [10| & For generative models, extracting more generalized features from real data is risky
in terms of privacy. On the one hand, the model may be overfitted, causing the generated data to
lose both diversity and independence, leading to the generated data itself also becoming risky to
real data privacy. As shown in Fig.[0] the model trained with only generated data shows very poor
generalizability even with much more samples than original data (real data). On the other hand,
data-free learning is a challenging issue, especially on challenging datasets, which makes training
with generated data unrealistic. In contrast, the model trained with both original and generated data
shows acceptable generalizability (it sometimes shows even better testing accuracy than the model
trained with real data only.) Therefore, it is worthwhile to consider how to protect real data privacy
better, given the training model with both real data and generated data.
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Figure 9: Performance comparison between training with original (real) trainset and different size
of generated trainset.

(a) Real Data (b) Fake Data (Generated by TAC-GAN)

Figure 10: Samples of real data and fake data (generated) on CIFAR-100

(a) Real Data

(b) Fake Data (TAC-GAN, Gaussian Blur)

Figure 11: Samples of real data and fake data (generated) on TinyImageNet
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(b) ResNet18, TinylmageNet

Figure 12: Additional results for Fig.
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