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Abstract

Large language models (LLMs) and multi-
modal large language models (MLLMs) have
shown excellent general capabilities, even ex-
hibiting adaptability in many professional do-
mains such as law, economics, transportation,
and medicine. Currently, many domain-specific
benchmarks have been proposed to verify the
performance of (M)LLMs in specific fields.
Among various domains, transportation plays
a crucial role in modern society as it impacts
the economy, the environment, and the quality
of life for billions of people. However, it is
unclear how much traffic knowledge (M)LLMs
possess and whether they can reliably perform
transportation-related tasks. To address this
gap, we propose TransportationGames, a care-
fully designed and thorough evaluation bench-
mark for assessing (M)LLMs in the transporta-
tion domain. By comprehensively consider-
ing the applications in real-world scenarios and
referring to the first three levels in Bloom’s
Taxonomy, we test the performance of various
(M)LLMs in memorizing, understanding, and
applying transportation knowledge by the se-
lected tasks. The experimental results show that
although some models perform well in some
tasks, there is still much room for improve-
ment overall. We hope the release of Trans-
portationGames' can serve as a foundation for
future research, thereby accelerating the imple-
mentation and application of (M)LLMs in the
transportation domain.

1 Introduction

Large language models (LLMs) are revolutioniz-
ing the way humans work by augmenting them in
various tasks. As these LLMs, for example GPT-
4 (OpenAl, 2023) and LLaMA (Touvron et al.,
2023), become more sophisticated, they will be
able to handle more complex tasks, enabling them
to assist and collaborate with humans in a multitude

!The evaluation method has been released in https://
transportation.games.

of professional domains (Sanh et al., 2021; Ouyang
et al., 2022; Zhang et al., 2022; Shao et al., 2023).
Additionally, beyond single-modal LLM, the Mul-
timodal Large Language Model (MLLM) has re-
cently emerged as a popular area of research (Bai
et al., 2023b; Ye et al., 2023; Liu et al., 2023a;
Zhang et al., 2023a). The MLLM utilizes power-
ful LLMs to effectively handle multimodal tasks,
resulting in versatile problem solvers. To com-
prehensively and accurately assess the capabili-
ties of (M)LLMs, evaluation benchmarks play a
crucial and indispensable role in their develop-
ment (Hendrycks et al., 2020). By evaluating
(M)LLMs using these benchmarks, researchers
and developers can gain valuable insights into the
strengths and weaknesses of different models, en-
abling them to identify areas for improvement and
innovation.

Currently, many benchmarks have been pro-
posed to assess (M)LLMs on various aspects of uni-
versal capabilities, e.g., MMLU (Hendrycks et al.,
2020), C-Eval (Huang et al., 2023b), CMMLU (Li
et al., 2023), BIG-bench (Srivastava et al., 2023),
MMBench (Liu et al., 2023b) and MME (Fu et al.,
2023). Moreover, when evaluating (M)LLM:s,
it is important to not only focus on their gen-
eral capabilities but also to incorporate domain-
specific benchmarks for assessing models special-
ized in specific fields (Zhao et al., 2023d), because
domain-specific benchmarks push (M)LLMs to-
wards tackling the specific challenges and com-
plexities of their target fields, ultimately driving
practical progress and responsible implementa-
tion. Existing domain-specific benchmarks include
LawBench (Fei et al., 2023), LegalBench (Guha
et al., 2023), and LAiW (Dai et al., 2023) for the
legal domain, MIR-based benchmark (Goenaga
et al., 2023) for the medicine domain, ChemLLLM-
Bench (Guo et al., 2023) for the chemistry domain,
etc. Among various domains, transportation plays
a crucial role in modern society as it impacts the
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Figure 1: The organization of our TransportationGames. Considering the specific scenarios in the transportation
domain, our TransportationGames employs the first three levels in Bloom’s Taxonomy, which are Memorization,
Understanding, and Applying, to evaluate the (M)LLMs. We select 10 tasks based on diverse sub-domains in the
transportation domain such as urban transportation, rail transit, aviation, and maritime transport.

economy, the environment, and the quality of life
for billions of people (Taylor, 2015; Koopmans,
1949). However, it is unclear how much traffic
knowledge? (M)LLMs possess and whether they
can reliably perform transportation-related tasks.

To address this gap, we introduce Transporta-
tionGames (refer to Figure 1): a thoughtfully de-
signed, all-encompassing evaluation benchmark to
accurately evaluate the capabilities of (M)LLMs
in executing transportation-related tasks. By com-
prehensively considering the applications in real-
world scenarios, we select 10 varied tasks across
3 types: multiple-choice, “True/False” judge, and
text generation, including text and image modal-
ity. We categorize these tasks into three skill lev-
els based on widely recognized Bloom’s cogni-
tive models (Krathwohl, 2002): (1) Transportation
knowledge memorization: whether (M)LLMs can
memorize transportation-relevant concepts, facts,
regulations, and traffic law articles; (2) Transporta-
tion knowledge understanding: whether (M)LLMs
can understand, analyze and reasoning based on
transportation-domain knowledge; (3) Transporta-
tion knowledge applying: whether (M)LLMs can
effectively make the necessary logical deductions
to solve practical transportation tasks both for pub-
lic and professionals. Overall, our Transporta-
tionGames offers a systematic outline of the skillset
necessary for tasks related to transportation.

Our main contributions are three-fold:

» Systematically-constructed benchmark.

*We only focus on Chinese.

We introduce TransportationGames, a
carefully designed and thorough evaluation
benchmark for assessing (M)LLMs in
transportation-related tasks. It is the first
benchmark specifically designed for the
transportation domain.

* Experiments. We design appropriate rules
to accurately extract answers from the model-
generated predictions, and employ proper met-
rics for each task. We conduct extensive test-
ing on 16 widely used (M)LLMs and the eval-
uation results are presented in Table 3 and
Table 4.

Analysis. We observe that although some
LLMs perform well in some tasks on text-only
knowledge, there is still room for improve-
ment. As for multimodal knowledge, most
MLLMs exhibit poor capability. Additionally,
we analyze the key factors affecting model
performance.

2 Related Work

2.1 Large Language Models

Large language models (LLMs) typically refer to
Transforme-based language models encompass-
ing several billion (or more) parameters (Zhao
et al., 2023b), such as GPT-4 (OpenAl, 2023),
LLaMA (Touvron et al., 2023), Baichuan (Yang
et al., 2023), and so on. With the implementa-
tion of many training strategies, e.g., model pre-
training, instruction tuning, reward model training,



and reinforcement learning with human feedback
(RLHF) (Zhao et al., 2023c), LLMs can achieve
commendable performance on tasks within general
domains. To improve the performance of LLMs on
more specific domains, more research endeavors
increasingly aspire to deploy LLMs across diverse
domains, including but not limited to law (Nguyen,
2023; Huang et al., 2023a), medicine (Zhang et al.,
2023c,b; Jiang et al., 2023), transportation (Da
et al., 2023; Lai et al., 2023; Mo et al., 2023),
chemistry (Guo et al., 2023; Ouyang et al., 2023;
Wellawatte and Schwaller, 2023), and psychol-
ogy (Ke et al., 2024; Cho et al., 2023), to profi-
ciently accomplish domain-specific tasks. More-
over, multimodal large language models (MLLMs)
have emerged as a recent focal point in the com-
munity (Zhao et al., 2023a; Bai et al., 2023b; Ye
et al., 2023; Liu et al., 2023a), capitalizing on the
prowess of potent large language models to serve
as cognitive entities for executing multimodal tasks,
thereby exhibiting remarkable emergent capabili-
ties.

In this paper, we focus on the development of
(M)LLMs in the transportation domain. There are
many (M)LLMs tailored for the traffic domain in-
cluding TransGPT (Peng, 2023), TrafficGPT>, MT-
GPT*, and TransCore-M?. Among them, TransGPT
and TransCore-M have undergone instruction tun-
ing based on traffic domain data.

2.2 Existing Benchmarks

The comprehensive and precise evaluation of the
functionalities inherent in (M)LLM:s is pivotal and
irreplaceable in their development. Evaluation
benchmarks assume a critical role, furnishing a
standardized framework that facilitates the meticu-
lous measurement and analysis of (M)LLM perfor-
mance across diverse tasks and domains.
Recently, more and more benchmarks have
been developed to evaluate the various capa-
bilities of (M)LLMs. To assess the com-
prehensive capabilities of LLMs, many bench-
marks have been constructed based on knowledge
across various disciplines and languages, including
MMLU (Hendrycks et al., 2020) and ARC (Clark
etal., 2018), which are grounded in English, as well
as C-Eval (Huang et al., 2023b) and CMMLU (Li
et al., 2023), which are rooted in Chinese. As for

3https ://github.com/1lijlansg/TrafficGPT

4h’ctps ://www.7its.com/?m=home&c=View&a=index&
aid=19245

5h'ctps ://github.com/PCIResearch/TransCore-M

MLLMs, there are also many benchmarks with
the comprehensive evaluation pipeline, such as
MME (Fu et al., 2023) and MMBench (Liu et al.,
2023b). In addition, some benchmarks are de-
signed to evaluate the performance of (M)LLMs
on some specific domains, e.g., LawBench (Fei
et al., 2023), LegalBench (Guha et al., 2023), and
LAiW (Dai et al., 2023) for the legal domain, MIR-
based benchmark (Goenaga et al., 2023) for the
medicine domain, ChemLLLMBench (Guo et al.,
2023) for the chemistry domain, and so on. How-
ever, to the best of our knowledge, there is no sys-
tematic evaluation benchmark for the transportation
domain, so we propose the TransportationGames
for assessing (M)LLMs in transportation-related
tasks.

3 Benchmark Construction

In this section, we provide a detailed introduction
to the construction of our TransportationGames.
Firstly, we elucidate the classification criteria (§3.1)
employed in the design of the benchmark, along
with the corresponding selection of evaluation tasks
(§3.2). Subsequently, we introduce the data collec-
tion procedures (§3.3) and the adoption of evalua-
tion metrics (§3.4).

3.1 The Taxonomy of TransportationGames

In the construction of benchmarks, an effective
process involves not only evaluating models on
multiple sub-tasks but also organizing benchmarks
systematically. These benchmarks can be orga-
nized based on task difficulty or task categories,
which to some extent reflect the models’ aptitude.
However, such a simplistic classification criterion
may not adequately capture the full range of model
capabilities.

Inspired by Fei et al. (2023), we adopt Bloom’s
cognitive model for task classification, aiming to
capture the models’ capabilities at a higher level.
Bloom’s Taxonomy system (Anderson et al., 2000),
initially introduced by the educational psychologist
Benjamin Bloom and his collaborators in 1956, has
obtained widespread application and continuous
development in subsequent decades. It has proven
instrumental in assisting educators in both curricu-
lum design and the evaluation of student learning
outcomes. The taxonomy categorizes learning ob-
jectives within the cognitive domain into six pro-
gressively ascending levels: Remember, Under-
stand, Apply, Analyze, Evaluate, and Create. These
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Capability Levels ID Task Modality Type Metric
. T1 Traffic Concepts Question Answering Text TF/MLC Accuracy
g/:::lso[: (i)::l?it(l)(l)]n Knowledge T2  Traffic Regulations Question Answering Text TF/MLC Accuracy
T3  Traffic Signs Question Answering Multimodal TF/MLC Accuracy
T4  Traffic Accidents Analysis Text/Multimodal Generation ROUGE/GPT-4
Transportation Knowledge TS  Traffic Pubic Sentiment Anal.ysis TexF Generat?on ROUGE/GPT-4
Understanding T6  Traffic Safety Recommendation Text/Multimodal Generation ROUGE/GPT-4
T7  Traffic Sign Error Detection Multimodal Generation ROUGE/GPT-4
T8  Traffic Road Occupation Detection Multimodal Generation ROUGE/GPT-4
Transportation Knowledge | T9 Traffic Emergency Plan Generation Text/Multimodal Generation ROUGE/GPT-4
Applying T10 Traffic Safety Education Copy Generation Text Generation ROUGE/GPT-4

Table 1: Task list of TransportationGames. There are 10 tasks corresponding to 3 capability levels: Transportation
Knowledge Memorization, Understanding, and Applying, and 2 modalities: Text and Multimodal (text + image),
and 3 task types: multiple-choice (MLC), “True/False” judge (TF), and text generation. Additionally, the metrics
used for each task are also listed and described in detail in §3.4.

hierarchical levels delineate the depth and intricacy
of cognitive learning, providing educators with a
structured framework for instructional design and
assessment.

Considering the specific scenarios in the trans-
portation domain, we employ the first three levels
in Bloom’s Taxonomy to assess the (M)LLMs as
shown in Figure 1. The detailed introduction is as
follows:

Transportation Knowledge Memorization. It
tests whether (M)LLMs can memorize and answer
basic transportation-related knowledge, such as
concepts, facts, regulations, or traffic law articles.

Transportation Knowledge Understanding.
The excellent understanding capability gener-
ally requires the model to engage in activities
such as interpretation, illustration, categoriza-
tion, summarization, and inference based on
transportation-domain knowledge. For example,
the models can interpret traffic regulations and
rules, compare the applicable conditions of
different rules, classify traffic rules based on some
features, etc.

Transportation Knowledge Applying. The ap-
plying capability is to assess whether the model
can flexibly apply acquired knowledge and effec-
tively make the necessary logical deductions to
solve practical transportation tasks both for the pub-
lic and professionals.

3.2 Tasks

The core knowledge areas of the transportation
profession generally include transportation infras-
tructure construction, carrier theory and technical
equipment, transportation system planning, port

and station hub planning and design, passenger op-
eration organization, cargo operation organization,
operation dispatching command, as well as trans-
portation policies and regulations, transportation
commerce, transportation economy, transportation
safety, modern logistics, and comprehensive trans-
portation. And it mainly involves four sub-domains:
road transportation, railway transportation, water-
way transportation, and aviation transportation.

During selecting tasks, we take into account di-
verse sub-domains in transportation and the vary-
ing needs of different people, including the general
public and industry practitioners, in their day-to-
day lives or professional undertakings. Further-
more, we conduct detailed consultations with do-
main experts to choose the specific tasks. Finally,
we select 10 tasks under the aforementioned capa-
bility levels and the task list is presented in Table 1.
Note that due to the different application scenarios
of different tasks, it involves multiple modalities of
knowledge, such as text and image modality. The
concrete introduction is as follows.

Transportation Knowledge Memorization Tasks

* Traffic Concepts Question Answering (T1):
Inquire about common concepts in the field
of transportation, formulating queries in ei-
ther multiple-choice (MLC) or “True/False”
judge (TF) formats. In the case of multiple-
choice questions, the model is expected to
select the correct answer from a set of four op-
tions, whereas true/false questions necessitate
the model to determine the correctness of a
given statement.

* Traffic Regulations Question Answering
(T2): Question the model regarding nuanced



components of traffic regulations, including
numerical parameters, years, or analogous el-
ements. The question formats are MLC or
TF.

» Traffic Signs Question Answering (T3):
Given a traffic sign image and a query, test
whether the model can memorize the meaning
of different traffic signs. The query formats
are MLC or TF.

Transportation Knowledge Understanding
Tasks

¢ Traffic Accidents Analysis (T4): Given a
photo of a traffic accident scene or a traffic
accident process, the model is required to ex-
tract and summarize information including the
origins, progression, or consequences of the
incident.

e Traffic Public Sentiment Analysis (T5):
Given the feedback from the public regard-
ing the proposed traffic proposal, the model
should analyze, summarize, and discern the
authentic demands of the public. This task fa-
cilitates a more comprehensive understanding
for professionals of public sentiment, enabling
targeted actions to be taken to fulfill the pub-
lic’s needs.

e Traffic Safety Recommendation (T6):
Given travel plans, such as weather conditions
and road conditions, the model needs to pro-
vide reasonable safety traffic advice. Addi-
tionally, given an image, the model can point
out the hidden security risks.

¢ Traffic Sign Error Detection (T7): Given
images containing traffic signs or lines on the
road, the model needs to analyze whether the
traffic signs are obstructed or defaced, whether
traffic lines are designed reasonably, or if
these lines need to be redrawn due to dam-
age.

e Traffic Road Occupation Detection (T8):
Given images of roads, the model needs to an-
alyze whether there is any illegal occupation
of the road.

Transportation Knowledge Applying Tasks

* Traffic Emergency Plan Generation (T9):
Given an urgent description of a traffic acci-
dent or malfunction, the model should gener-
ate targeted emergency response plans.

* Traffic Safety Education Copy Generation
(T10): When provided with specific target
audiences, the model should generate targeted
educational materials.

3.3 Data Collection

In this section, a comprehensive exposition is pre-
sented regarding the process of data collection, in-
cluding the data sources, data processing proce-
dures, and ultimately, culminating in an overview
of the acquired data.

Data Sources The aforementioned tasks primar-
ily involve two modalities: text and images. For
textual data, the primary source of our dataset is
available on the internet. For instance, we have re-
trieved numerous examination papers related to the
field of transportation for the source of question-
and-answer data. The accident reports or public
sentiment about specific regulations are predomi-
nantly sourced from news websites and municipal
management platforms. Additionally, specialized
articles, such as emergency response plans, are pri-
marily obtained from relevant sections of various
institutional websites. As for image data, we em-
ploy keyword-based queries to retrieve and select
images from online repositories, ensuring confor-
mity with predefined criteria. Simultaneously, the
text from image titles or title links is preserved for
further analysis.

Data Processing The formats of collected data
are various, including Microsoft Word documents,
PDFs, PNGs, JPGs, or Web pages. We employ rele-
vant Python toolkits (e.g., pdfplumbe ro, pypdf2’,
python-docx?®) to extract text and preprocess it
into the appropriate format for the designated tasks.
In cases where automated extraction is not feasi-
ble, we seek the relevant professionals to process
it manually. Additionally, we take measures to
eliminate sensitive information from the data, in-
cluding but not limited to personal phone numbers,
ID numbers, emails, and detailed home addresses,
safeguarding privacy. Furthermore, we ensure that
each piece of data has undergone meticulous man-
ual verification to guarantee alignment with the
specified task, accuracy of answers, and coherence
of sentences.

6ht’cps: //pypi.org/project/pdfplumber/
"https://pypi.org/project/PyPDF2/
8https: //pypi.org/project/python-docx/
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Model Parameters SFT RLHF Access BaseModel

Large Language Models

ChatGLM3-6B (Zeng et al.) 6B v X Weights ChatGLM
Qwen-7B-Chat (Bai et al.) 7B v X Weights Qwen-7B
Qwen-14B-Chat (Bai et al.) 14B v X Weights Qwen-14B
Baichuan2-13B-Chat (Baichuan) 13B v X Weights Baichuan2-13B-Base
InternLM-Chat-7B (Team) 7B v v Weights InternLM-7B
InternL.M-Chat-20B (Team) 20B v v Weights InternLM-20B
Yi-6B-Chat 6B v X Weights Yi-6B
LLaMa2-Chinese-13B-Chat-ms 13B v X Weights LLaMa2-13B

GPT-4 / v v API /

Multimodal Large Language Models

Visual GLM (Zeng et al.) 7.8B v X Weights ChatGLM-6B + BLIP2-Qformer
mPLUG-OwI2 (Ye et al.) 8.2B v X Weights LLaMa-7B + CLIP ViT-L/14
Qwen-VL-Chat (Bai et al.) 9.6B v X Weights Qwen-7B + ViT-G/16
Chinese-LLaVa-Cllama2 7.3B v X Weights LLaVa + Chinese-LLaMa2-7B
Chinese-LLaVa-Baichuan 7.3B v X Weights LLaVa + Baichuan-7B
InternLM-XComposer-7B (Zhang et al.) &B v X Weights InternLM-Chat-7B + EVA-CLIP
LLaVa-v1.5-13B (Liu et al.) 13.4B v X Weights  Vicuna-v1.5-13B + CLIP ViT-L/14
Transportation-domain Models

TransGPT (Peng) 7B v X Weights ChatGLM2-6B
TransCore-M 13.4B v X Weights PCITransGPT-13B + CLIP ViT/L-14

Table 2: Models tested on TransportationGames. We classify these models by different modalities and we list the
open-source models TransGPT and TransCore-M in the transportation domain separately.

Data Overview Following data processing and
manual verification, we obtain the final dataset cor-
responding to each task. Due to variations in task
difficulty, the amount of data instances is different
across tasks. A detailed data distribution is shown
in Appendix A. Additionally, according to the in-
volved modalities of different tasks (refer to the
fourth column in Table 1), the entire dataset can be
divided into two parts, the text-only dataset and the
multimodal dataset, which will be utilized to eval-
uvate LLMs and MLLMs respectively. The input
for the text-only dataset is a text question and the
input for the multimodal dataset is an image with a
question. We have listed some examples for each
task in Appendix B.

3.4 Evaluation

For the evaluation of each task, we first extract
the answer from the model-generated prediction
and then compute the corresponding metric values
according to the golden answer.

Answer Extraction For questions with the type
of MLC and TF, some models generate answers
that include content other than “A/B/C/D” or
“True/False”. It is imperative to extract the options
from the generated answers in such cases before
calculating metrics. Moreover, we do not conduct
extraction for other question types.

Different Metrics

* Accuracy: For MLC and TF, there are the
gold answers for each query (T1~T3). There-
fore, we calculate the accuracy of the ex-
tracted answer according to the gold answer.
Additionally, we also calculate the format er-
ror rate of model-generated answers.

* ROUGE: For the questions of Generation
type (T4~T10), we calculate the ROUGE-
Chinese-L? score between the predicted an-
swer and the reference answer. ROUGE-L is
a commonly used metric in generation tasks.

* GPT-4-Eval: Since the reference answers
for some tasks (T4~T10) are not unique, we
also utilize GPT-4° to evaluate the model-
generated answers for accuracy, redundancy,
fluency, and completeness. The example in-
struction that we designed is presented in Ap-
pendix C.

4 Experiments

4.1 Selected Models

We evaluate a substantial number of models (listed
in Table 2) on our TransportationGames. Accord-
ing to modalities and domains, they are primarily

‘https://pypi.org/project/ROUGE-chinese/
'The 0613 version.
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Models Tl T2 T4 T5 T6 T9 TI0  SUM
GPT4 81.33000) 80.89000 21.2/88.6 443/99.5 10.6/97.6 19.4/93.6 18.1/954 750.52
Qwen-14B-Chat 80.12(0 55 84.89(095) 20.2/82.6 39.2/97.5 12.6/96.0 20.8/87.7 16.4/89.4 72734
Yi-6B-Chat 7916011 8778711, 14.8/85.6 39.597.8 7.5/98.0 17.3/85.4 11.4/92.7 717.00
Baichuan2-13B-Chat 69.04000) 77.11¢000) 22.9/83.8 359/97.3 9.0/97.3 18.8/93.0 13.8/939 711.72
Qwen-7B-Chat T181(sgs 82220067 177797 39.5/97.2 12.7/96.9 19.9/83.4 16.5/84.9 702.44
ChatGLM3-6B 63.98(705) 71.56(755 21.0/835 361964 9.1/95.1 19.0/89.6 14.9/89.1 689.43
TransGPT 62.05335 69.78(73 16.1/84.6 38.4/97.2 10.3/96.2 19.3/88.9 15.0/90.2 688.03
InternLM-Chat-20B 62.89000) 7644000 11.0/50.8 49.6/957 12.1/96.9 22.2/904 17.2/92.0 677.21
InternLM-Chat-7B 62.650.12 6600000 18.7/727 37.8/87.6 15.4/88.0 19.9/81.1 17.5/89.6 656.81
LLaMa2-Chinese-13B-Chat-ms | 49.64(505) 6289333 16.1/75.5 35.6/94.0 10.1/88.3 20.4/84.1 14.1/77.1 627.65

Table 3: The evaluation results of LLMs on the text-only dataset of our TransportationGames. For T1 and T2 tasks,
the values of Accuracy are listed and the format error rate is placed in the bottom right corner marker. “xx/yy” in the
T4~T10 columns represents the values of the “ROUGE/GPT-4-Eval” metrics. The larger the value of all metrics
except the format error rate, the better the performance. “SUM” is the sum of all values of different tasks, and we
list all results according to the value of “SUM?” from largest to smallest. Results highlighted in bold represent the

best result in each column.

categorized into three groups: Large Language
Models (LLMs), Multimodal Large Language
Models (MLLMs), and Transportation-domain
Models (T-LMs). Specifically, for LLMs, we select
some common models that support Chinese, such
as ChatGLM3 (Zeng et al., 2023), Qwen-7/14B-
Chat (Bai et al., 2023a), Baichuan2-13B-Chat
(Baichuan, 2023), InternLM-Chat-7/20B (Team,
2023), Yi-6B-Chat'!, and LLaMa2-Chinese-13B-
Chat-ms'%. We also evaluate GPT-4!3 on our Trans-
portationGames. For MLLMs, we pick out some
models that also support Chinese, such as Visu-
alGLM (Zeng et al., 2023), mPLUG-OwI2 (Ye
et al., 2023), Qwen-VL-Chat (Bai et al., 2023b),
Chinese-LLaVa-Cllama2'4/Baichuan!’, InternLM-
XComposer-7B (Zhang et al., 2023a), and LLaVa-
v1.5-13B (Liu et al., 2023a). Moreover, we also
evaluate TransGPT (Peng, 2023) and TransCore-
M'®, the open-sourced models in the transportation
domain. The more detailed information about these
models is shown in Table 2.

4.2 Experimental Settings

We set the input token length limit to 2048 and the
output token length to 1024. Right truncation is
performed for input prompts exceeding the length

llhttps://www.modelscope.cn/models/01ai/
Yi-6B-Chat/summary

12https://www.modelscope.cn/models/modelscope/
Llama2-Chinese-13b-Chat-ms/summary

Bhttps://chat.openai.com/

14https://huggingface.co/LinkSoul/
Chinese-LLaVA-Cllama2

Bhttps://huggingface.co/LinkSoul/
Chinese-LLaVA-Baichuan

Yhttps://huggingface.co/PCIResearch/
TransCore-M

limitation. For all open-sourced models, we set the
officially recommended decoding strategy for each
model. Additionally, we evaluate all models in the
zero-shot setting. We utilize the text-only dataset
and the multimodal dataset to evaluate LLMs and
MLLMs respectively.

4.3 Main Results

The evaluation results of the selected models on
our TransportationGames are shown in Table 3 and
Table 4. Next, we will introduce the performance
of LLMs and MLLMs separately.

Large Language Models Table 3 presents the
evaluation results of LLMs on the text-only dataset
of our TransportationGames. The values of “SUM”
in the last column show that GPT-4 obtains the best
performance and Qwen-14B-Chat ranks second.
Yi-6B-Chat also achieves outstanding performance
on many tasks, such as the T2 and T6 tasks, ranking
third. Overall, it is promising that some LLMs
perform well in memorizing, understanding, and
applying transportation knowledge, but there’s still
room for improvement on many tasks.

Multimodal Large Language Models The eval-
uation results of MLLMs on the multimodal dataset
shown in Table 4 present that Qwen-VL-chat per-
forms excellently on the majority of tasks and ranks
first as a whole. InternLM-XComposer-7B ranks
second and LLaVa-v1.5-13B ranks third. How-
ever, even the top-performing model in the T3 task,
Qwen-VL-chat, achieves only 54.47% accuracy,
indicating the poor capability of MLLMs in the
multimodal transportation domain.


https://www.modelscope.cn/models/01ai/Yi-6B-Chat/summary
https://www.modelscope.cn/models/01ai/Yi-6B-Chat/summary
https://www.modelscope.cn/models/modelscope/Llama2-Chinese-13b-Chat-ms/summary
https://www.modelscope.cn/models/modelscope/Llama2-Chinese-13b-Chat-ms/summary
https://chat.openai.com/
https://huggingface.co/LinkSoul/Chinese-LLaVA-Cllama2
https://huggingface.co/LinkSoul/Chinese-LLaVA-Cllama2
https://huggingface.co/LinkSoul/Chinese-LLaVA-Baichuan
https://huggingface.co/LinkSoul/Chinese-LLaVA-Baichuan
https://huggingface.co/PCIResearch/TransCore-M
https://huggingface.co/PCIResearch/TransCore-M

Models T3 T4 T6 T7 T8 T9 SUM
Qwen-VL-Chat 54470000 9.3/75.1 15.3/86.7 7.4/70.5 20.6/85.9 14.4/64.5 504.15
InternLM-XComposer-7B | 48.94¢00  8.9/77.9 16.1/86.4 10.5/56.4 32.7/67.7 19.7/77.6 502.76
TransCore-M 46.810.000 8.0/79.3 11.6/82.1 7.2/60.8 13.2/80.3 19.1/77.6 486.01
LLaVa-v1.5-13B 48.94(128) 10.3/67.4 14.0/79.3  6.5/54.4 15.9/67.6 18.3/77.9 460.51
Chinese-LLaVa-Baichuan | 20.43(g985) 6.9/73.5  9.9/84.6 ~ 4.2/60.5 10.3/73.4 14.0/82.0 439.80
Visual GLM-6B 26.38(79.15) 10.1/73.0 11.6/77.6  7.4/64.0 ~ 8.8/75.2 14.6/65.6 434.18
mPLUG-OwI2 404343 11.6/64.0 14.8/71.1 8.8/48.3 22.7/60.8 14.9/70.4 427.66
Chinese-LLaVa-Cllama2 | 8.09g394) 7.6/65.5 10.3/83.5 4.5/54.1  9.3/74.7 12.2/79.5 409.39

Table 4: The evaluation results of MLLMs on the multimodal dataset of our TransportationGames. The values of
Accuracy are listed for T3 task and the values of “ROUGE/GPT-4-Eval” metrics are present for the T4~T9 tasks.

And other pattern introduction is the same as Table 3.

4.4 Analysis

Different models have different instruction-
following capacities in T1/T2/T3 tasks. Accord-
ing to the format error rate of T1/T2/T3 tasks listed
in Table 3 and Table 4, we observe that the for-
mat error rate of GPT-4 and the InternLM series
models are all zero, demonstrating the excellent
instruction-following ability. We speculate that the
reason may be that these models have been trained
with RLHF.

There is still much room for improvement for
some tasks. Due to the varying difficulty of dif-
ferent tasks, the performance of the models also
varies. Overall, the model performs poorly on dif-
ficult tasks, especially in all tasks of multimodal
scenarios as shown in Table 4. This provides a
guiding direction for the model to further adapt to
the transportation field.

The BaseModel is a key factor affecting model
performance. The selection of BaseModel is
critical to the overall model performance, as the
model learns large-scale knowledge during the
pre-training phase. We can observe from Table
3 and Table 4 that the performance of some small-
scale models can even outperform that of many
large-scale models, such as Yi-6B-Chat surpassing
InternLM-Chat-20B, Qwen-7B-Chat surpassing
LLaMa2-Chinese-13B-Chat-ms, Qwen-VL-Chat
surpassing LLava-v1.5-13B, and so on. Addition-
ally, due to the limited amount of Chinese corpus
learned by LLaMa during the pre-training stage,
the performance of the LLaMa series models is
unsatisfactory such as LLaMa2-Chinese-13B-Chat-
ms and Chinese-LLaVa-Cllama2. These results
further demonstrate the importance of the Base-
Model, which almost determines the upper limit of
model performance.

Scaling up the model size improves the perfor-
mance with the similar BaseModel. The results
in Table 3 showcase that Qwen-14B-Chat exceeds
Qwen-7B-Chat and InternLM-Chat-20B exceeds
InternL.M-Chat-7B, which indicates that expand-
ing the model scale will further improve the model
performance when the BaseModel is the model of
the same series.

5 Conclusion

In this work, we propose TransportationGames, a
carefully designed and thorough evaluation bench-
mark for assessing (M)LLMs in the transportation
domain. By comprehensively considering the appli-
cations in real-world scenarios, we select 10 varied
tasks including the text and image modality. Refer-
ring to the first three levels in Bloom’s Taxonomy,
we categorize these tasks into three skill levels to
test the performance of various (M)LLMs in mem-
orizing, understanding, and applying transportation
knowledge. The experimental results show that
although some models perform well in some tasks,
there is still much room for improvement overall.
Additionally, we analyze the key factors affecting
model performance, which is helpful for how to
further improve model performance. We hope the
release of TransportationGames can serve as a foun-
dation for future research, thereby accelerating the
implementation and application of (M)LLM:s in the
field of transportation.

Furthermore, due to the need to connect to ex-
ternal databases for some scenarios in the trans-
portation domain, such as real-time road condition
queries and traffic flow prediction, our Transporta-
tionGames does not include these complex tasks.
In future work, we will further test the ability of
(M)LLMs as an agent to call relevant interfaces to
achieve specified tasks.



Limitations

First, the biggest limitation is data leakage as our
data is collected from the Internet. Although the
original format of the data is complex and various,
it is still difficult to ensure that existing (M)LLMs
have not been directly trained on relevant data. We
will explore more effective methods to prevent data
leakage and strive for a more fair evaluation.

Second, the evaluation of long text generation
tasks is very difficult, and we used ROUGE-L and
GPT-4-Eval to evaluate the model-generated pre-
dictions together in our work. Due to the non-
uniqueness of the answers, it is still difficult to
ensure that the same effect as manual evaluation
can be achieved.

Moreover, due to time constraints and the large
amount of existing open-source models, we only
test a small portion of common models in this work.
We will test more models in the future.
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A Data Distribution

The detailed data distribution is shown in Figure 2.
All data in our TransportationGames has undergone
meticulous manual verification.

T7-M(35)T8'M(34) T9(31) T9-M(30) , T10(72)

T6-M(30)
T6(37)
T5(123)
T4-M(30)
T4(45)

T1(830)

T3-M(235)

T2(450)

Figure 2: The distribution of data amounts for different
tasks. “-M” means the multimodal dataset.

B Examples of Tasks

We list some examples for each task in Figure 3,
Figure 4, and Figure 5.

C An Example Instruction for
GPT-4-Eval

We utilize GPT-4 to evaluate the model-generated
answers for accuracy, redundancy, fluency, and
completeness. The English version of the in-
struction is “Below, I will give a question and
a standard answer to the question, as well as
an answer generated by the question-and-answer
model. Since the answer is not unique, please
judge the rationality of the answer generated by
the question-and-answer model according to the
reference answer given and combined with the ac-
tual situation, and it is necessary to consider the
logic/accuracy/redundancy/fluency/integrity of the
generated answer. The returned format is JSON,
and the field is gpt4-score: The value is a decimal
in the range of 0 to 1. Three decimal places are
reserved after the decimal point. Question: xxx.
Standard answer: xxx. The answer generated by
the question-and-answer model: xxx.”
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(T1) Traffic Concepts Question Answering

' Question: #FH| B T @& HLER T EMA? R E S0 S EH AR, R PAF6hsh £ 2 5 698 28 410 %,
Please determine whether the following statement is correct. Just answer right or wrong.
A motor vehicle driving license obtained for the first time 1s valid for 10 years.

—Answer: 44i%
Wrong Example-1

! Question: FMA T HHA. By C. DmAKXEPAFRMirh —ALHEE,;, RESZDERFLAZBIACADE T,
RBAFERBEFEI RPN, A4S BERN— 4 @R A500mm X 500mm 6958 B A R FAE£ 2 BRX
TESFFTERG—AS—ARLALB?

A10  B.20 C.15 D.25

Please choose a correct answer from the four answers A, B, C and D below. Just answer the option name A or B
or CorD;

When the traffic sign layout is installed. it should be smooth and intact, and there should not be one or more
bubbles with a total area greater than how many square millimeters within the range of any part of the sign
surface with an arca of 500mm ~500mm?

Al10 B20 Ci15 D23

L ~Answer: A Example-2
(T2) Traffic Regulations Question Answering

Question: FHE THOILERATEH? RELZNLLHAIBRY T, ZEF7EHBTETOTLr7aq L, £F
B E AT,

Please determine whether the following statement is correct. Just answer right or wrong. The arrow of the green

direction indicator light points upward. indicating that the vehicle is allowed to go straight.
—Answer: L7
Right Example-1

Question: M T &HIJA. B. C. DWAZETAFRiEE —AEMHEL;, REZHNELRLAIBHCADET;
AFBHR, RILEAESOKAAN, KSR ERE S F?
A30NHE BASAE C502 D.o0A %
Please choose a correct answer trom the four answers A, B, C and D below. Just answer the option name A or B
or C or D; When the car meets a rainy day, the visibility is within 50 meters, the maximum speed is not allowed
to exceed how much?
A30 km B.45 km C.50 km D.60 km

—Answer: A Example-2

(T13) Traffic Signs Question Answering

’ Question: 2474 B 5, WHE TROHERTEH? REXDEEHRERET,
L S PR

Combined with the pictures given, please judge whether the following statement 1s correct. e%

Just answer right or wrong. The picture shows the ease of vehicle slip sign.

—Answer: if 3
Right Example-1

" Question: 2 4 AE A, A T&EMGA. By C. DAL E T AP ML - ERLEE:
AREREERFLAZBIRCHEDE T,

B &R FH A 24257

A LEiEE B.A% .k ChE#% D. gt %

Please choose A correct answer from the following four answers A, B, C and D. Just

answer the option name A or B or C or D
What signal does the policeman's hand signal in the picture signify??
A Stoptotheleft  B.stop  C. Tumright D. Pull over to the side of the road

L —~Answer: D

Figure 3: There are some examples for the T1/T2/T3 tasks. The blue text represents the answer, and the gray text is
the version of English.
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(T4) Traffic Accidents Analysis

Question: A TEA RN X BEFHAALTPE LR FTHOLT; 2022834176345, IT+EEB5FH
HoR A S £ G BB G IR R E B NE ALY B AR, BTRE TR
AHEBBRELYHE T AMTHRE LAY, EERFLERLFTHONEE LS AMTHE ZARTE
BT ANFRRIFEIOE , FREM FRBEFS, ERTAEHEHRTH B F
Please summarize the cause of the accident from the following traffic accident events: At 6:34 on March 17,
2022, Wang * drove Yu * heavy truck with special structure along Gaoteng Avenue from the direction of Jinzhi
Road, crossed the double Yellow Solid line of the road center and turned left to the direction of Jinzeng Road.

When the car reached the pedestrian crossing line at Jinzeng Intersection of Gaoteng Avenue, High-tech Zone,
Chongqing, The front of the vehicle will be from the direction of the vehicle from right to left by the pedestrian
crossing line across the road after the collision. the right wheel of the vehicle crushed Tan *#, resulting in the
pedestrian Tan ** on the spot death of the traffic accident.

—Answer: E+E Bbush FATIR A F i R BAFKEAT, BATAEAL BT ASTHEE 0 R FIRAT, RARFHA
ANAZERA, FHEF T REHITH.
Wang * driving motor vehicles in the process of violation of traffic markings, pedestrians are
passing through the crosswalk did not stop to give way, is the direct cause of the accident,
Tan *

in the accident without fault behavior. Example-1

| Question: #F )M E T THERTBERLAGEE.
Please analyze the possible causes of tratfic accidents in the figure.
—Answers [ ¥ 4% & £45 F i i 5484 £i8 09 £ 4mAa g,
The silver vehicle in the picture illegally changed lanes and collided with
the vehicle in the adjacent lane.

Example-2

(T5) Traffic Pubic Sentiment Analysis

Question: T &AL H AR R — LB RFE Loy — i, APPSR B FHALHFRIE
AR ARRABERZRALETPOHEITHE, ANAHBLR—2HRPEMG I ZEL AXNEH
B BE R, HEFLRREI20R, sTARBERYhRK, BALLHRE LBITEES,
ALK E MG R, AS~A%E. T4 L2, RERFAE, MREESRKE TR,

Below I will give some questions or suggestions raised by the public, please summarize the real demands or

suggestions of users;

The current status of Zhennan Road is the main road connecting Jiading District and downtown Shanghai. At
the same time, Zhennan Road is also a major road for cargo transportation. The planned diversion and
truncation of Zhennan Road at the entrance of Zhongren Road and the narrowing of the red line width to 20
meters will greatly affect the traffic flow of Zhennan Road and reduce the traffic capacity of Zhennan Road,
resulting in more congestion than the current situation. At the same time, it will produce noise, pollution, dust,
nuisance and other problems, and the living quality of the community will decline.

—Answer: 2% ARG BATR S, BLBGERB e F oK, ALY B AW EREEIER I

To preserve the capacity of True South Road, avoid diversion to cut off and narrow the red

line, in order to maintain traffic flow and improve the living environment. Example-1

(T6) Traffic Safety Recommendation

Question: 1F R BRI TR, HFEHERXTORBE RGP, FRAAKBERATE, FAXEF, HTRE

HATHO R A R AR F R B 0 92 5% B8 SR F R,
You are an expert in the field of transportation, please answer the questions I put forward below: If there is a
strong typhoon warning in a place and someone plans to travel, what should he consider about transportation?
At the same time, the risk of traffic accidents is assessed.

—Answer: § NX A, HARFEBIFRAELELGT, FETETFHREKROKELR . ZBZ BB F LT
M, FAEFELBT.
In typhoon weather, please ensure that your vehicle is parked in a safe place, and take care to
avoid low-lying areas prone to flooding. There is a high probability of traffic accidents on this

section of road, please try to avoid traveling. Example-1

| Question: 547 B ¥ 67 LB B A AR R A BTG

E Traftfic hazards in the figure are analyzed and corresponding safe travel
; suggestions are given.

| Answer: b3 £ KA MM, EEHRATRR. FTREGH
N, FERFAIESERF R, EFANTE. Bd &L IEE S
B, MG AT R, BAFEEFR. REHITEH
FfTE B ER R L.

Overload of electric vehicles will increase the difficulty of handling, and

even appear front wheel warping, difficult turning, and cause problems such

as prolonged braking distance. Serious accidents such as sideslip, rollover in

place, ditching, etc. are likely to occur when entering a curve, lateral

mountain ramp or system. Safe travel Electric vehicle travel should be

strictly prohibited overloading and overdriving. Example-2

Figure 4: There are some examples for the T4/T5/T6 tasks.
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(T7) Traffic Sign Error Detection
Question: 3545474 T B/ F 3B AF KA A6 AL F,

Please analyze the unreasonable place of traffic marking in the following picture.
— Answer: # 18 i AR & KA 4, BIhERT Ko

The coexistence of old and new traffic signs is easy to cause interference.

(T8) Traffic Road Occupation Detection
| Question: 5 HE A T AL 2 FELEAR.

Please analyze the picture for illegal traffic.
—Answer: B 5 ¥ A3k & R EE ST

There is illegal occupation of fire escape in the picture.

(T9) Traffic Emergency Plan Generation
' Question: R AKX SR, HOET@AILE O FM; WAEAFUHE LT FER?

You are an expert in the field of transportation. Please answer the following questions.
What is the emergency treatment plan for subway safety accidents?
—~Answer: (1) ZARKELFHE, S THARBE LB RALT S, FAHIBEERE.
(2) AT ARBRZRFRE, ARAREERK, FARAR TR 2 K T,
(3) WARTAEAR B R R XA FHLFS, JFATALRRBATAEH, ARRAG L Lo
(4) WS IHAR B 5AMERITE D4, EFFHAT I, HFRARBERBRFUYH, oA G L
EE KABEF,
(5) sk TAF AT @B AR Ao AR AN Z A AT &, BEERBRA L RNET, RIP AT T,
(6) BN B PGSR LAENAERL, MREFAH LB ST, BB ELFHORES
Fogk &

(1) After a subway safety accident occurs, the subway staff shall immediately notify the dispatch center and

initiate an emergency plan.

(2) Subway statt should quickly guide passengers, ensure the safe evacuation of personnel, and organize
personnel to rescue and first aid work.

(3) Subway staft should urgently close the accident station and conduct traffic control in the surrounding area to
ensure the safety of the scene.

(4) Subway staft should work closely with relevant departments to investigate the accident and take measures to
mitigate the impact of the accident, such as timely repair of equipment and resumption of operations.

(5) Subway staff should timely release accurate information to the media and the public to avoid panic and
unnecessary rumors and maintain social stability.

(6) The subway company shall establish and improve the subway safety monitoring and early warning system,
strengthen accident prevention and emergency management, and improve the ability and efficiency of
responding to emergencies. Example-1

Question: LAY X 5 AEFH % EAAFR, ER2BEL, HHEIA
2, EHFWHIIF RS LT F R ZRAL?
In the above picture, the bus in the high-speed section of the
accident, resulting in 2 deaths and several injuries, 4 km tratfic
jam. the road management department of this accident
emergency treatment plan should be what?

—Answer: | £ & £ 75 5% B EFHE;

2LEBAHATINR A AR LB B ABPREILAEE; :
S RZHARART AR GEEREIL, AL ZH AR, FEERIEA R ETHE;
400 Z O MR FHEL, AR AR A .
1. Set up warning signs in the direction of incoming vehicles.
2. Organize personnel with the ability to quickly evacuate to a safe position outside the highway guardrail.
3. Determine the number and condition of the injured and the dead, treat the injured in a timely manner, and
organize rescue workers to carry out rescue.
4. Disassemble the accident vehicle if necessary to complete rescue and restore tratfic flow as soon as possible.

(T10) Traffic Safety Education Copy Generation

Example-2

- Question: 1R GERRGKE K, HHKLF AT A R BT M6 B R AR F M4
You are an education expert in the field of transportation. Please help me design traffic safety education
; materials on the theme of public travel for students
—Answer: 1. RFAEMSEEF AL EFEREH,
i 2. HIEE, AA LT %,
3. Rt AERAT, AEARRBITH, FRE, Tk FELMRETREM 2 F 5.
4 R ERAEEFTIEN £,
5. FTHEREREMT £
1. Do not wait for buses and chase vehicles in the motorway.
2. Queue up and get on and off the bus in an orderly manner.
3. Sit firmly and hold well when riding, do not play in the car, do not eat, do not stick out of the window any

part of the body such as the head, hands.
4. Do not take overloaded or no passenger permit vehicles.
5. Get off from the right side after the car has stopped.

Figure 5: There are some examples for the T7/T8/T9/T10 tasks.
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