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Abstract

Despite the significant progress of large lan-001
guage models (LLMs) in various tasks, they002
often produce factual errors due to their lim-003
ited internal knowledge. Retrieval-Augmented004
Generation (RAG), which enhances LLMs with005
external knowledge sources, offers a promising006
solution. However, these methods can be mis-007
led by irrelevant paragraphs in retrieved docu-008
ments. Due to the inherent uncertainty in LLM009
generation, inputting the entire document may010
introduce off-topic information, causing the011
model to deviate from the central topic and012
affecting the relevance of the generated con-013
tent. To address these issues, we propose the014
Retrieve-Plan-Generation (RPG) framework.015
RPG generates plan tokens to guide subsequent016
generation in the plan stage. In the answer017
stage, the model selects relevant fine-grained018
paragraphs based on the plan and uses them for019
further answer generation. This plan-answer020
process is repeated iteratively until completion,021
enhancing generation relevance by focusing022
on specific topics. To implement this frame-023
work efficiently, we utilize a simple but effec-024
tive multi-task prompt-tuning method, enabling025
the existing LLMs to handle both planning and026
answering. We comprehensively compare RPG027
with baselines across 5 knowledge-intensive028
generation tasks, demonstrating the effective-029
ness of our approach.030

1 Introduction031

With the persistent scaling up of training parame-032

ters and datasets (Kaplan et al., 2020), large lan-033

guage models (LLMs) (Touvron et al., 2023; Jiang034

et al., 2023a; Bai et al., 2023; Achiam et al., 2023)035

have made remarkable advancements, becoming036

the cornerstone of many Natural Language Process-037

ing (NLP) tasks in recent years. Despite improve-038

ments in model architecture and the expansion of039

training data, LLMs still struggle with factual er-040

rors (Lyu et al., 2022; He et al., 2022). To address041

Question: How do jellyfish function without brains or nervous systems?

Retrieved Documents: Title: Jellyfish, Simple yet Mysterious Ocean
Creatures. Jellyfish lack a brain but possess a rudimentary nervous
system and neural cells capable of sensing external stimuli such as light
and touch[...] They likely coordinate these functions through a nerve
ring [...] Jellyfish are invertebrates [...] Some species have remarkably 
brief lifespans, lasting merely hours. Yet their vitality is remarkably 
resilient[...]  Most strikingly, jellyfish possess an astounding capacity for 
regeneration [...]
Normal RAG: Despite their seemingly lifeless appearance, jellyfish are
among the most wondrous creatures on Earth! Though lacking a brain,
jellyfish possess a rudimentary nervous system and neural[...] Their 
bodies also exhibit a peculiar self-healing ability, rapidly regenerating 
even when cut into pieces and reassembled. Furthermore, jellyfish can 
bioluminescent, illuminating the dark [...]
Plan Before Generate: [Plan: Body composition and structure of 
jellyfish] <p>Jellyfish…Their bodies are almost entirely made up of
gelatinous hydrogel tissue, with a water content of more than
98%...</p>Jellyfish are indeed very simple creatures, almost more than
98% of which are made up of water. [Plan: Nervous system of jellyfish] 
<p>Jellyfish barely have nervous systems…They have primitive nerve
cells that help them</p>However, although jellyfish do not have brains,
they do have a rough nervous system that can sense external stimuli
such as light and touch[...] [Plan: Nerve ring of jellyfish] 
<p>..</p>Jellyfish coordinate through nerve rings [...]

Figure 1: The retrieval documents contain off-topic
paragraphs (highlighted in yellow), causing potential de-
viations in RAG outputs. By planning first (highlighted
in green), selecting relevant fine-grained paragraphs,
and then answering, the plan-answer iteration ensures a
more consistent and relevant generation.

this issue, the Retrieval-Augmented Generation 042

(RAG) system has been introduced (Lewis et al., 043

2020; Guu et al., 2020). By retrieving external in- 044

formation and incorporating it into the input, the 045

RAG system demonstrates excellent performance 046

in knowledge-intensive tasks. 047

The most common approach in RAG involves 048

using the user input as a query for a single-time 049

retrieval (Lewis et al., 2020), with LLMs then gen- 050

erating answers based on the retrieved information. 051

However, documents retrieved for input into the 052

LLM are often lengthy, and not all paragraphs may 053

be practically helpful for answering the question. 054

Recent research (Lan and Jiang, 2021; Sun et al., 055

2023) indicates that off-topic paragraphs can be 056
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detrimental to the generation. As the Figure 1057

illustrates, due to the inherent uncertainty in the058

generation process of LLMs, inputting the entire059

retrieved document can lead to those off-topic para-060

graphs misleading the model, causing a shift in061

focus and resulting in content that gradually devi-062

ates from the main topic.063

Currently, many researchers have acknowledged064

this issue and have adopted various solutions.065

Some works (Jiang et al., 2023b; Asai et al., 2023)066

determine whether retrieval is necessary before gen-067

erating an answer and input the retrieved document068

only when required. Self-RAG (Asai et al., 2023)069

further introduces reflection tokens to evaluate the070

quality of retrieved documents, thereby excluding071

irrelevant documents. Despite significant advance-072

ments with these methods, their effectiveness di-073

minishes when dealing with longer retrieved texts,074

particularly those that are generally relevant but075

contain some irrelevant details. Additionally, when076

the retrieved documents are too lengthy, it becomes077

challenging for users to verify the correctness of078

specific details in the generated content.079

We propose that the susceptibility of LLMs to080

irrelevant content stems from a lack of explicit081

pre-planning in generating subsequent content. As082

illustrated in Figure 1, if the model continuously083

plans the next topic at each step and only focuses on084

highly relevant paragraphs, it can avoid being mis-085

led by irrelevant material during lengthy generation086

processes. To implement this plan-answer process,087

we introduce the Retrieve-Plan-Generation (RPG)088

framework. RPG iterates through two stages: the089

plan stage and the answer stage. In the plan stage,090

the model generates tokens representing upcoming091

text topics. During the answer stage, the model092

selects highly on-topic paragraphs from retrieved093

documents based on these topics, and uses them094

to generate targeted answers. This iterative pro-095

cess between planning and answering continues096

until the generation is complete. Unlike traditional097

full-text input methods, RPG provides detailed con-098

trol over content generation by focusing on spe-099

cific topics at each step, ensuring the generation100

is highly relevant and accurate. Additionally, this101

fine-grained approach makes it easier for users to102

verify the correctness of answer details, even when103

dealing with long documents.104

Existing LLMs struggle to effectively integrate105

both planning and answering capabilities. Since the106

plan must be incrementally developed during the107

generation process, relying solely on pre-designed108

prompts for plan generation is challenging. Addi- 109

tionally, prompts need to guide the model in gen- 110

erating both the plan and the answer based on gen- 111

erated context and relevant paragraphs, which im- 112

poses high demands on the model’s ability to com- 113

prehend complex prompts. Therefore, we prompt 114

ChatGPT to create supervision for plan generation 115

and fine-grained paragraph utilization based on ex- 116

isting datasets (Asai et al., 2023; Yang et al., 2018), 117

then train our model end-to-end on this dataset. 118

Fully fine-tuning an LLM is resource-intensive 119

and often unnecessary. To balance the learning 120

capabilities of the LLMs with training efficiency, 121

prompt tuning has emerged as a promising method. 122

Given that the input and output formats for plan- 123

ning and answering tasks differ, we adopt a multi- 124

task prompt tuning approach, training two learnable 125

prompt tokens specifically for plan and answer gen- 126

eration. These two prompt tokens share the same 127

soft prompt. During the training stage, each data is 128

simultaneously used for both planning and answer- 129

ing tasks. To train task-specific prompts, we first 130

transform the soft prompt to the corresponding task 131

mode, and then exclude the impact of other parts 132

during loss computation. 133

Empirical results on 5 tasks, including long- 134

form, multi-hop, and short-form generation, 135

demonstrate that RPG significantly outperforms 136

instruction-tuned LLMs with more parameters and 137

widely adopted RAG approaches. Technical contri- 138

butions of this paper can be summarized as follows: 139

• We propose a new framework, RPG, which 140

incorporates an explicit planning stage for 141

LLMs, enhancing generation relevance by fo- 142

cusing on specific topics iteratively. 143

• We also adopt a simple but effective method 144

that enables existing LLMs to easily configure 145

plan-answer capabilities, adapting to the dis- 146

tinct requirements of these two tasks through 147

multi-task learning. 148

• Experimental results on 5 tasks demonstrate 149

the superiority of our proposed method over 150

state-of-the-art methods. 151

2 Related Work 152

Retrieval-Augmented Generation. Retrieval- 153

Augmented Generation (RAG) (Lewis et al., 2020; 154

Guu et al., 2020) enhances LLMs by retrieving 155

relevant passages, thereby improving both the qual- 156

ity and accuracy of generated content, particularly 157
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Figure 2: Illustration of the proposed RPG. The left shows the training process, where plan and answer tasks use the
same example data, different loss functions, and train two task-specific prompts simultaneously. The right shows
the inference process, where the plan-answer process is repeated iteratively until completion.

in knowledge-intensive tasks (Shen et al., 2023;158

Chen et al., 2023). Early works (Es et al., 2023;159

Lyu et al., 2024) chose to retrieve once, incorpo-160

rating a fixed number of retrieved passages with a161

query into LLMs to generate a response. Recent162

research indicates that adaptive retrieval, tailored163

to the demands of LLMs, can further enhance gen-164

eration. FLARE (Jiang et al., 2023b) uses the gen-165

erated sentence with a low confidence score as the166

query to retrieve external knowledge adaptively and167

then regenerates the current sentence, while Self-168

RAG (Asai et al., 2023) introduces special tokens169

allowing the model to adaptively retrieve and reflect170

the quality of generated content. SuRe (Kim et al.,171

2024) generates conditional summarizations of re-172

trieval and evaluating them with carefully designed173

prompts. However, existing approaches may not174

take full advantage of the planning capabilities of175

LLMs. Additionally, these methods may struggle176

to extract relevant content from retrieved passages177

and are easily influenced by irrelevant information.178

Parameter-Efficient Fine-Tuning. Despite the179

powerful generative capabilities of LLMs, fine-180

tuning them requires substantial computational re-181

sources (Lester et al., 2021; Ding et al., 2022; Liu182

et al., 2023). To achieve more efficient fine-tuning,183

parameter-efficient tuning methods have emerged.184

These methods either fine-tune a small portion of 185

the model parameters or introduce additional learn- 186

able parameters without fine-tuning the model it- 187

self (Hu et al., 2021; Liu et al., 2021; Ding et al., 188

2022; Wang et al., 2023). LoRA (Low-Rank Adap- 189

tation) (Hu et al., 2021) reduces the number of pa- 190

rameters to be updated by decomposing the weight 191

matrices into low-rank components. Prompt tun- 192

ing (Liu et al., 2021, 2023) introduces task-specific 193

prompts by concatenating learnable tokens before 194

the input sequence, requiring minimal parameter 195

updates. Multi-task Prompt Tuning (MPT) (Wang 196

et al., 2023) further highlights the commonalities 197

between multi-task learning, suggesting that using 198

a shared soft prompt and task-specific low-rank 199

matrices can yield better results. 200

3 Methodology 201

In this section, we first introduce the task definition 202

and basic notation. Then, we provide a comprehen- 203

sive explanation of the RPG framework from the 204

perspectives of fine-grained dataset construction, 205

training, and inference. 206

3.1 Task Definition & Notation 207

Given a user input x, a retrieverR and document 208

corpus D = {d1, d2, . . . , dn}, RAG aims to en- 209
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hance the quality of a language model’s (LM’s)210

output y by retrieving relevant passages from D211

and incorporating them into the answer. For a query212

q, the retriever R can retrieve a list of documents213

Dq = R(q,D) from corpus D.214

Vanilla Retrieval Augmented Generation. The215

most common approach is to use the user input x216

directly as the query for retrieval, and then gen-217

erate the complete answer in a single step y =218

LM([Dx, x]).219

Dynamic Retrieval Generation. To aid long-form220

generation with retrieval, dynamic retrieval gen-221

eration further refines the RAG approach by dy-222

namically retrieving information according to the223

model’s needs during the generation process. Al-224

though dynamic retrieval can reduce the factual225

errors of LM, the lack of explicit planning may226

lead to interference from irrelevant information, re-227

sulting in the focus shift phenomenon. Based on228

this fundamental structure, this paper innovatively229

proposes a two-stage method using the distinct plan230

and answer stage to achieve generated content with231

reduced focus shift.232

3.2 Method Overview233

To enhance the factuality of LLMs and improve234

topic consistency in long-form generation, LLMs235

should be capable of generating a preliminary plan236

to select fine-grained evidence, guiding subsequent237

content generation on specific topics. Based on this238

consideration, our RPG framework is designed into239

two stages: plan and answer. During the plan stage,240

the LLM should generate a topic for the upcoming241

answer, reflecting pre-planned thoughts and guid-242

ing the subsequent generation. This approach effec-243

tively prevents the output from deviating from the244

specific topic. In the answer stage, by removing ir-245

relevant information at the sentence level, a founda-246

tional denoising capability is achieved. This decou-247

ples the processes of filtering and utilizing relevant248

information during the generation, thereby enhanc-249

ing the model’s ability to leverage fine-grained rel-250

evant evidence. Through the iterative alternation of251

these two stages, the focus shift phenomenon dur-252

ing long text generation can be effectively avoided.253

Specifically, to train an LLM end-to-end with254

both planning and fine-grained evidence utilization255

capabilities efficiently, multi-task prompt tuning is256

employed to learn these two tasks synchronously257

on a dataset we reconstructed. During the inference258

stage, the LLM iteratively repeats the plan-answer259

process until the final response is generated. Fig-260

<plan_start>Plan<plan_end><fp>Fine-grained evidence</fp>
<answer_start>Answer<answer_end>

Input: Paragraph Answer

fparagraphPlan

Output:

ParagraphAnswerPlanAnswer

fparagraphPlan Answer

Figure 3: Illustration of the data processing for one of
the segments in a sample.

ure 2 illustrates both the training and inference of 261

the RPG framework. 262

3.3 Dataset Construction 263

To train the aforementioned LLM, we reconstruct 264

a fine-grained dataset based on the existing Self- 265

RAG (Asai et al., 2023) and HotpotQA (Yang et al., 266

2018) datasets, where the annotated data has been 267

split into segments with retrieved documents. 268

Data collection for plan. Since answer segments 269

are specific implementations of an individual’s 270

planning at each step, we can treat the intent of 271

these segments as human planning, thereby avoid- 272

ing topic deviation. As shown in Figure 3, to ob- 273

tain the intent of each segment, we prompt Chat- 274

GPT to summarize the segment and use these sum- 275

maries as labels for the plan stage. For data that 276

do not require additional retrieved information, we 277

attach <no_info> directly at the beginning of the 278

answer, indicating that no planning is needed and 279

the LLM’s inherent ability to answer is sufficient. 280

Data collection for answer. As mentioned before, 281

the coarse-grained documents provided in existing 282

datasets often contain off-topic paragraphs, which 283

has been shown to be adverse to generation (Yoran 284

et al., 2023). After filtering the paragraphs at the 285

sentence level, we retain only the information re- 286

lated to the plan tokens and the corresponding an- 287

swer segment for the answer stage training. Specifi- 288

cally, we provide ChatGPT with pre-generated plan 289

tokens, along with corresponding coarse-grained 290

documents and the answer segment. We then re- 291

quire ChatGPT to select sentences related to the 292

plan and answer from the document as fine-grained 293

evidence, which is further used to train the LLM’s 294

ability of fine-grained evidence utilization. The an- 295

4



swer segments are the labels for the answer stage.296

Finally, we collect 50k supervised training data297

to form a new dataset for RPG training. More298

details about our dataset are shown in Appendix B.299

Prompts and examples are shown in Appendix C.300

3.4 RPG Training301

To efficiently leverage the information within the302

data, we introduce a multi-task training method for303

the RPG framework. During the training phase,304

we utilize different components of the samples,305

plan and answer, from the constructed dataset to306

train the model. Simultaneously, we train two task-307

specific learnable prompts with different loss func-308

tions. This approach enables the frozen LLM to309

acquire planning and answering capabilities with-310

out requiring any modifications to the model itself.311

As shown in Figure 2, to achieve more parameter-312

efficient fine-tuning, we opt to freeze the LLM313

and train the additional continuous prompt vectors314

prepended to the input. Recent research (Wang315

et al., 2023) indicates that commonalities exist316

across various tasks, paving the way for more ef-317

ficient prompt tuning. Following them, we first318

employ a soft prompt P ∗ as the shared prompt319

across plan and answer tasks. To adapt to the dis-320

tinct requirements of these two tasks, we further321

utilize two different low-rank matrices, Wplan and322

Wans, to transform the soft prompt to the specific323

task mode. The task prompts for plan and answer324

generation task are parameterized as follows:325

Ptask = P ∗ ◦Wtask = P ∗ ◦ (utask ⊗ vTtask),
(1)326

where ◦ denotes the Hadamard product between327

two matrices, and task ∈ {plan, ans} denotes the328

specific generation task.329

To enhance the efficiency of multi-task training,330

we utilize different components of the samples to si-331

multaneously train the plan prompt and the answer332

prompt. Specifically, we adopt to mask different333

parts of the same data instance to guide the learning334

of corresponding tasks. For the plan stage train-335

ing, tokens other than the plan tokens in the ground336

truth are masked, guiding the LLM to focus solely337

on plan generation. Similarly, for the answer stage,338

tokens that are not part of the answer are excluded339

from the loss calculation. For formal expression,340

the conditional language modeling objective Lplan341

and Lans are employed to optimize our modelM342

in two stages: 343

Lplan = −
∑

yi∈plan
logP (yi|xi; Θ, Pplan), (2) 344

345
Lans = −

∑
yi∈ans

logP (yi|xi; Θ, Pans), (3) 346

where Pplan and Pans are learnable. During train- 347

ing, we combine the two loss functions and opti- 348

mize the model parameters simultaneously. 349

3.5 RPG Inference 350

Algorithm 1 RPG Inference
Require: Generator LLMM, RetrieverR, Large-

scale passage collections D = {d1, . . . , dN},
Task Prompts Pplan, Pans

1: Input: user input x and retrieved relevant pas-
sages Dx = R(x,D), Output: response y

2: Initialize the response y ← ∅
3: M predicts plan P given (Pplan, x)
4: if P == <no_info> then
5: M generates y given (Pans, x)
6: else
7: whileM has not generated the <EOS> token

do
8: Select relevant paragraphs e given

(Dx,P)
9: M predicts yt given (Pans, x, e, y<t)

10: M predicts plan P given (Pplan, x, y<t)
11: Append yt to y
12: end while
13: end if
14: return y

Figure 2 and Algorithm 1 presents an overview 351

of RPG at inference. During the inference phase, 352

the RPG framework enhances response quality 353

by iteratively invoking the plan-answer capabil- 354

ity. This approach not only provides additional 355

knowledge to the LLM but also ensures topic con- 356

sistency. To reduce costs, the bge-reranker (Xiao 357

et al., 2023) is employed instead of ChatGPT to 358

select fine-grained on-topic paragraphs during the 359

inference phase. Specifically, for every user input 360

x and retrieved passages Dx, the LLMM first de- 361

termines whether additional information is needed. 362

IfM generates <no_info>, the LLMM predicts 363

the output y directly using prompt Pans and input 364

x. In other cases, relevant information about plan 365

tokens P in retrieved passages is selected as fine- 366

grained paragraphs to supplementM with external 367
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LLMs
ASQA ELI5

(rg) (mau) (rg) (mau)
SOTA LLMs

ChatGPT 36.2 68.8 22.8 32.6
Ret-ChatGPT 39.9 79.7 20.6 57.2

Baselines without retrieval
Llama2 7B 15.3 19.0 18.3 32.4
Alpaca 7B 29.4 61.7 - -

Llama2 13B 12.4 16.0 18.2 41.4
Alpaca 13B 32.0 70.6 - -

Baselines with retrieval
Llama2 7B 22.1 32.0 18.6 35.3
Alpaca 7B 33.3 57.9 - -

Llama2-FT 7B 35.8 51.2 - -
Llama2 13B 20.5 24.7 18.6 42.3
Alpaca 13B 36.7 56.6 - -

Self-RAG 7B 35.7 74.3 17.9 35.6
Self-RAG 13B 37.0 71.6 - -

RPG 7B 37.6 84.4 19.1 46.4

Table 1: The experimental results on Long-form genera-
tion tasks. Bold numbers indicate the best performance
except ChatGPT.

knowledge. Furthermore, the LLMM, using an-368

swer prompt Pans, then incorporates fine-grained369

paragraphs into the generation of the next output370

segment yt. This segment yt is subsequently ap-371

pended to y. The plan-answer process is repeated372

until the <EOS> token is generated, at which point373

y is output as the final answer.374

4 Experiments375

4.1 Experiment Setup376

To validate the effectiveness of our Plan-Retrieve-377

Generation framework, we conduct in-depth exper-378

iments on 5 carefully selected knowledge-intensive379

tasks. Aligning with the previous work (Asai et al.,380

2023), we conduct zero-shot evaluations and uti-381

lize metrics focused on assessing the correctness,382

factuality, and fluency of outputs.383

4.1.1 Tasks and Datasets384

Long-form generation tasks. The long-form385

QA tasks aim to generate comprehensive answers386

to questions seeking complex information, which387

is a primary application scenario for our model.388

And evaluations of these tasks can serve as evi-389

dence to the frameworks’ capability of generating390

on-topic and comprehensive answers. We utilize391

ASQA (Stelmakh et al., 2022) and ELI5 (Fan et al.,392

2019) as our testbed, where inputs are ambigu- 393

ous questions with multiple interpretations, and 394

outputs are expected to address them comprehen- 395

sively. Following Self-RAG (Asai et al., 2023) and 396

ALCE (Gao et al., 2023), we use ROUGE (Lin, 397

2004) and MAUVE (Pillutla et al., 2021) for cor- 398

rectness and fluency evaluations. 399

Multi-hop generation tasks. A multi-hop QA 400

task aims to test reasoning and inference skills by 401

requiring a model to read multiple paragraphs and 402

answer a given question. We use the 2WikiMulti- 403

HopQA (Ho et al., 2020) dataset and adopt the F1 404

score as the metric. 405

Short-form generation tasks. The short-form 406

QA tasks aim to generate precise answers for 407

users, which evaluate the model’s ability to effec- 408

tively leverage retrieved information to response 409

precisely. We use two open-domain QA datasets, 410

PopQA (Mallen et al., 2022) and PubHealth (Zhang 411

et al., 2023), where models need to answer arbitrary 412

questions about factual knowledge. We process 413

these two datasets following (Asai et al., 2023). 414

4.1.2 Baselines 415

Our training dataset is derived from Self-RAG and 416

HotpotQA, where each sample is divided into plan- 417

ning and answering segments using ChatGPT. To 418

ensure a fair comparison, we select baseline models 419

that are fundamentally consistent with Self-RAG 420

and categorize them into three major groups. 421

Baselines without retrieval. To explore the spe- 422

cific impact of external knowledge on model per- 423

formance, several retrieval-free baselines are es- 424

tablished. We evaluate the open-source models 425

Llama27B, 13B and Alpaca7B, 13B (Touvron et al., 426

2023), which have shown outstanding performance 427

on various tasks. 428

Baselines with retrieval. We further set up base- 429

line models with retrieval, covering the standard 430

RAG systems. The standard RAG generates con- 431

tent by merging the query and retrieved documents 432

into the input. We also compare the full-parameter 433

fine-tuned version of Llama2-FT based on Self- 434

RAG train data. And we evaluate the Self-RAG 435

model, which enhances the standard RAG by intro- 436

ducing dynamic retrieval and reflection tokens. 437

ChatGPT-Based baselines. Lastly, we conduct 438

a comparison with the SOTA in the field of LLMs: 439
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LLMs
Multi-Hop Short-form

2Wiki PopQA Pub
(F1) (acc) (acc)

SOTA LLMs
ChatGPT 24.8 29.3 70.1

Ret-ChatGPT 32.8 50.8 54.7
SuRe GPT 38.1 - -

Baselines without retrieval
Llama2 7B 18.9 14.7 34.2
Alpaca 7B - 23.6 49.8

Llama2 13B 20.2 14.7 29.4
Alpaca 13B - 24.4 55.5

Baselines with retrieval
Llama2 7B 21.0 38.2 30.0
Alpaca 7B - 46.7 40.2

Llama2-FT 7B - 48.7 64.3
Llama2 13B 31.2 45.7 30.2
Alpaca 13B - 46.1 51.1

SuRe Llama2 7B 20.6 - -
Self-RAG 7B 25.1 54.9 72.4
Self-RAG 13B - 55.8 74.5

RPG 7B 33.6 56.0 73.4

Table 2: The experimental results on Multi-Hop and
Short-form generation tasks. Bold numbers indicate the
best performance except ChatGPT.

ChatGPT and Ret-ChatGPT (ChatGPT with re-440

trieval passage). As a leading LLM, ChatGPT441

has demonstrated exceptional performance across442

multiple domains, providing a strong comparative443

benchmark for our model.444

4.1.3 Implementation Details445

Training. As mentioned before, our training data446

is reconstructed from the Self-RAG dataset. We447

adopt Llama27B as our foundational LLM, and use448

the prompt tuning implementation of the Hugging-449

face PEFT (Mangrulkar et al., 2022) library to450

fine-tune LLama27B on 4 Nvidia A6000 GPUs.451

Inference. During inference, the plan and answer452

stages alternate, using a simple greedy decoding453

strategy. The plan phase has a token limit of 30,454

and the answering phase is 100. For short-form QA,455

the model only completes one plan-answer cycle.456

For long-form and multi-hop QA tasks, the model457

alternates between planning and answering until it458

generates a termination symbol or reaches the oper-459

ation limit (3 in this paper). In multi-hop QA, a spe-460

cial "[Combine]" symbol indicates that the model461

will summarize the previous content to produce a462

concise answer. For the retriever model, we use 463

Contriever-MS MARCO for PopQA, PubHeath, 464

and ASQA datasets, and BM25 for the 2WikiMul- 465

tiHop datasets, aligning with all baselines. 466

4.2 Experiment Results 467

Long-form generation. Our model demonstrates 468

brilliant performance in the domain of long-form 469

generation, which is the primary application sce- 470

nario for our model. As Table 1 displayed, the 471

experimental results demonstrate that our model 472

has achieved a significant improvement in long- 473

form generation performance with only a slight tun- 474

ing of 0.3 billion parameters. Notably, our model 475

outperforms the prior SOTA Self-RAG. Specifi- 476

cally, on the ASQA dataset, our model outper- 477

forms Self-RAG by 2 points on the ROUGE metric, 478

which measures the correctness and comprehen- 479

siveness of long-form generation. Additionally, on 480

MAUVE, a newly introduced metric for evaluating 481

the fluency and coherence of model-generated text, 482

our model significantly outperforms the Self-RAG 483

model by more than 10 points. Even when com- 484

pared to the current SOTA model, ChatGPT with 485

retrieved knowledge, our model achieves compa- 486

rable results. Similar findings are also observed in 487

the ELI5 dataset. 488

These results underscore our model’s strong ca- 489

pabilities in long-form generation tasks, demon- 490

strating the comprehensiveness and relevance of 491

our model’s responses. The iterative alternation be- 492

tween the planning and answering phases ensures 493

that the generated text remains on-topic and coher- 494

ent. Our approach not only enhances fluency but 495

also maintains factual accuracy, further highlight- 496

ing the superiority of our method. 497

Multi-hop generation. For multi-hop generation 498

tasks, the model needs to integrate all generated 499

information to provide a concise answer. Exper- 500

imental results in Table 2 indicate that our RPG 501

framework significantly outperforms other Llama- 502

based baseline models, demonstrating the benefit 503

of pre-planning and utilizing fine-grained evidence 504

for reasoning. While the GPT-based SuRe (Kim 505

et al., 2024) model performs better than ours, the 506

Llama-based SuRe model performs poorly due to 507

its dependence on rewriting retrieved content, a 508

process reliant on LLM’s capabilities. In contrast, 509

our model avoids this rewriting process and still 510

achieves exceptional performance on multi-hop 511

datasets. 512
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Variations
Pub
(acc)

2Wiki
(F1)

ASQA
(rg)

RPG 73.4 33.6 37.6
Training

No Plan 69.1 27.4 32.0
No Multi-task Learning 70.1 23.1 34.1

Inference
No Retrieval 72.3 27.0 32.4

No Paragraph Selection 72.3 30.2 34.8

Table 3: Ablations in training and inference.

Short-form generation. Although short-form513

generation is not the primary application scenario514

of our model, we still demonstrate its performance515

in this context to prove its versatility and applicabil-516

ity. In some short-form generation tasks, especially517

on the Pub dataset, we find that retrieved content is518

not always effective. In fact, retrieval-augmented519

ChatGPT often underperforms compared to its non-520

retrieval-augmented counterpart due to the incorpo-521

ration of irrelevant information. By focusing on the522

relevance of retrieved content and excluding irrele-523

vant details, our model shows progress in various524

short-form generation tasks.525

4.3 Ablations526

As shown in Table 3, we conduct a comprehensive527

ablation study on the RPG framework to clarify528

which factors play a decisive role in the training529

and inference processes.530

Training Phase. We investigate the impact of re-531

moving the planning phase on model performance.532

By eliminating all plan texts from the training533

dataset and using prompt tuning to train the model534

with only answer texts, we observe a significant535

drop in performance across all three tasks. In long-536

form generation, the absence of planning caused537

the model to deviate from the topic. In short-form538

generation, unscreened retrieved texts were not al-539

ways beneficial. Thus, the planning phase is crucial540

for maintaining the relevance of generated content.541

Furthermore, we investigate the differences be-542

tween fine-tuning a model with uniform learnable543

prompt tokens for both plans and answers versus544

using distinct tokens for each. Results show that545

uniform tokens diminished performance in both546

long-term and short-term generation tasks, sug-547

gesting that planning and answering function as548

separate tasks. Thus, it is more appropriate to use549

multi-task learning to train LLMs for both planning550

and answering capabilities.551
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Figure 4: Training scale analysis.

Additionally, we study the model’s performance 552

with varying scales of training datasets as Figure 553

4 displayed. The results show that performance 554

gradually improves as the dataset size increases. 555

We believe further expanding the training data will 556

continue to enhance the model’s performance. 557

Inference Phase. In the inference phase, we as- 558

sess the impact of retrieval on model performance. 559

Results show that retrieval is crucial for long-form 560

generation tasks, which require comprehensive 561

answers. Without retrieval, generating complete 562

answers is significantly more challenging. Con- 563

versely, for short-term generation tasks, retrieval 564

has a minor impact, since these tasks may typically 565

do not require extensive knowledge. 566

Additionally, we examine the effects on model 567

performance when using retrieved passages di- 568

rectly. The results show a significant decline in 569

performance across all tasks, highlighting the detri- 570

mental impact of off-topic paragraphs on the qual- 571

ity of generated outputs. 572

5 Conclusion 573

In this paper, we propose a Retrieve-Plan- 574

Generation (RPG) framework, which integrates 575

an explicit plan stage into the lengthy generation 576

process. By generating plan tokens, the model is 577

guided to selectively utilize retrieved paragraphs. 578

The iterative alternation between plan and answer 579

stages ensures that the generated content remains 580

relevant to the topic. To implement this framework, 581

we adopt an efficient multi-task fine-tuning method 582

that equips existing models with both planning 583

and answering capabilities. Experimental results 584

demonstrate that RPG outperforms state-of-the-art 585

models across five tasks, validating the effective- 586

ness of our approach. 587
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6 Limitations588

Due to computational resource constraints, we only589

present the specific implementation of the RPG590

framework under the Llama27B, without explor-591

ing further experiments on larger models, such592

as Llama213B, Llama270B. Additionally, due to593

the API costs associated with accessing ChatGPT,594

we conducted experiments solely on a 50k recon-595

structed dataset, without collecting and analyzing596

more extensive data to provide more experimental597

results on larger datasets.598
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A More PRG Implementation Details787

Training As previously mentioned, our training788

data is structured based on the Self-RAG dataset.789

During the training phase, we utilize the Llama27B790

as our foundational language model. For the re-791

triever model, we have selected the readily accessi-792

ble Contriever-MS MARCO for the PopQA, Pub,793

and ASQA datasets, and the BM25 algorithm for794

the 2Wiki datasets, aligning with the baselines795

Inference During the inference process, the plan-796

ning and answering stages alternate, and we have797

employed a simple greedy decoding strategy for798

both. In the planning phase, we set a maximum799

token generation limit of 30, while in the answer800

phase, it is 100. As for the retrieved documents,801

by default, we use the top five documents ranked802

by Contriever-MS MARCO (Izacard et al., 2021);803

For ASQA, we utilized the top five documents se-804

lected by the authors from GTR-XXL (Ni et al.,805

2021), which is done to ensure a fair comparison806

among all baseline models. In short-form QA, the807

model executes a single planning and answering cy-808

cle. Conversely, in long-form QA tasks, the model809

alternates between planning and answering multi-810

ple times until it generates a termination symbol811

or reaches the limit of operations(3 in this paper).812

Multi-hop QA follows a similar approach to long-813

form QA. However, there is a minor difference: as814

the generation process nears completion, our model815

generates a special "[Combine]" symbol. This indi-816

cates that the model will then summarize the previ-817

ously generated content and ultimately produce a818

concise answer to the original question.819

B Statistical information of the Dataset820

In this section, we provide a detailed discussion821

of the statistical information and relevant details822

of the dataset. The statistical information of the823

experimental data is presented in Table 4, with ad-824

ditional statistics on the dataset’s Plan information825

shown in Table 5.826

C Prompts for Dataset construction and827

Examples828

In this section, we provide a detailed explanation829

of the construction methods for each dataset. We830

first introduce the instructions used for dataset con-831

struction and then provide corresponding examples832

for each dataset.833

Instructions for Plan Generation of Short-
form QA

Plan Generation:
Instructions:
Extract the body of the statement from the
question into a Plan token. The plan token
should be like [Plan: XX].
Input: which company Javed Afridi is best
known as CEO?
Output: [Plan: Javed Afridi best known com-
pany].
Input: a question
Output:

Figure 5: Instructions for Constructing Plan Generation
Datasets of Short-form QA

To construct our own dataset, we utilize 834

gpt-3.5-turbo-0125 to generate comprehensive 835

annotations leveraging existing datasets and few- 836

shot examples. Given the straightforward nature 837

of the short-form questions, we prompt ChatGPT 838

to summarize their statements as the Plan, which 839

is outlined in Figure 5. We apply this method 840

to Natural Questions, FEVER, OpenBoookQA, 841

and Arc-Easy. ASQA consists of numerous am- 842

biguous questions, where each problem within 843

the annotated dataset is further divided into mul- 844

tiple sub-problems post artificial disambiguation. 845

These segments address specific parts of the ques- 846

tion, and due to their close resemblance, ChatGPT 847

may generate very similar topics based on answer 848

summaries. ChatGPT should identify which sub- 849

problems the current answer corresponds to, and 850

then summarize these sub-problems into a state- 851

ment. The process is guided by prompts detailed 852

in Table 6. As ShareGPT does not encounter many 853

ambiguous questions, for each part of the answer, 854

we directly prompt ChatGPT to summarize the cur- 855

rent segment’s topic based on the provided answer 856

context as the label for the Plan Generation. De- 857

tailed information is provided in Table 7. For Hot- 858

potQA, since there is sufficient evidence in the 859

annotated data and the question only needs two 860

jumps at most, we believe that ChatGPT is suffi- 861

cient to give good planning based on the question 862

and answer. The instructions are shown in Table 9. 863

Prompts used for fine-grained evidence selection 864

are shown in Table 8. Examples of our dataset can 865

be found in Table 10, Table 11, and Table 12. 866
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Dataset name Category Data source # of instances
ShareGPT Instruction-following Open-Instruct 13,095
Natural Questions Knowledge-intensive KILT 15,226
FEVER Knowledge-intensive KILT 9,665
OpenBoookQA Knowledge-intensive HF Dataset 4,699
Arc-Easy Knowledge-intensive HF Dataset 1847
ASQA Knowledge-intensive ASQA 3,564
HotpotQA Knowledge-intensive HotpotQA 3830

Table 4: Dataset statistics

Dataset name Data source Avg. # of Plan % of Plan=True
ShareGPT Open-Instruct 3.939 70.3
Natural Questions KILT 0.877 87.7
FEVER KILT 0.634 63.4
OpenBoookQA HF Dataset 0.023 2.3
Arc-Easy HF Dataset 0.108 10.8
ASQA ASQA 1.916 91.6
HotpotQA HotpotQA 1.338 77.8

Table 5: Detailed plan statistics of dataset

12



Instructions for Plan Generation of ASQA

Plan Generation:
Instructions:
Given several short qa-pairs and a sentence, you need to decide which qa-pair is this sentence
relevant to. Always cite for any factual claim. When citing several search results, use [1][2][3].
If multiple qa-pairs support the sentence, only cite a minimum sufficient subset of the qa-pairs.
QA-Pairs:
[0] Where Haier Pakistan is located? Pakistan.
[1] When was Haier Pakistan established? 2000.
Sentence:
Established in 2000, it is a subsidiary of the Chinese multinational group Haier.
Out: [1]
QA-Pairs:
[0] When does episode 42 of bunk’d come out? May 24, 2017.
[1] When does episode 41 of bunk’d come out?? April 28, 2017.
[2] When does episode 40 of bunk’d come out? April 21, 2017.
Sentence:
The new bunk’d episode 41 comes out on April 21, 2017, episode 42 comes out on April 28, 2017
and episode 42 is due to come out on May 24, 2017.
Out: [0][1][2]
QA-Pairs:
your qa-pairs
Sentence:
your sentence
Out:

Given a number of questions, you need to summarize them as concisely and accurately as possible
into one question, avoiding missing information about each question. You don’t have to answer
these questions.
Questions:

[0] first question
[1] second question
. . .
Output:

Table 6: Instructions for Plan Generation of ASQA
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Instructions for Plan Generation of ShareGPT

Plan Generation:
Instructions:
Generate appropriate Plan token in the following format: [Plan: xx], for each [Plan] based on
relevant context. Be sure always generate a Plan Token for each [Plan] in order, Keep the details to
be as different as possible from other Plan tokens. Do not generate a Plan Token where there is no
[Plan].
Input: AB is famous for his work in Parkistan Haier.[Plan] Established in 2000, it is a subsidiary of
the Chinese multinational group Haier.
Output:AB is famous for his work in Parkistan Haier.[Plan: Parkistan Haier establish time]
Established in 2000, it is a subsidiary of the Chinese multinational group Haier.
Input: answer segment
Output:

Table 7: Instructions for Plan Generation for each answer segment of ShareGPT

Instructions for Fine-grained evidence selection

Fine-grained evidence selection:
Instructions:
Write an accurate, engaging, and concise answer for the given question answer pair using only
the provided search results (some of which might be irrelevant) and cite them properly. Use an
unbiased and journalistic tone. Always cite for any factual claim. When citing several search
results, use [1][2][3]. If multiple documents support the sentence, only cite a minimum sufficient
subset of the documents.
Question: When was Haier Pakistan established?
Answer: 2000.
[0] Haier Pakistan is a consumer electronics and home appliances company in Pakistan.
[1] Established in 2000, it is a subsidiary of the Chinese multinational group Haier.
[2] It is one of the largest companies in Pakistan’s home appliances market, in terms of sales and
revenues generated.
Out: [1]
Ouestion: question
Answer: answer
[0] first evidence
[1] second evidence
. . .
Out:

Table 8: Instructions for Fine-grained evidence selection for each answer segment
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Instructions for HotpotQA

Plan Generation:
Instructions:
Given a question and corresponding short answer. Expand the short answer to an accurate, fine-
grained, and concise answer with thinking steps for the given question using only the provided
search results (some of which might be irrelevant) and cite them properly. During the generation,
make sure the plan token in answers start with the question and work their way up logically from
the answers you already have. Use an unbiased and journalistic tone. Always cite for any factual
claim. Cite at most one evidence in each sentence. If multiple documents support the sentence,
only cite the first one.
Question: In what year was the company, for which Javed Afridi is best known as CEO, established?
Answer: 2000.
Evidence:
[0] Established in 2000, Haier Pakistan is a subsidiary of the Chinese multinational group Haier.
[1] Javed Afridi is best known as the CEO of Haier Pakistan and owner of MG Motors Pakistan.
Out: [Plan: Javed Afridi best known company]Javed Afridi is best known as the CEO of Haier
Pakistan[1],[Plan: Haier Pakistan establish]which was established in 2000.[0]
As mentioned before, the first plan token should be generated from question [Plan: Javed Afridi
best known company], considering the answer already generated and further plan the establish time
of Haier Pakistan.
Question: Where are Steph Curry and Lebron James both from?
Answer: America.
Evidence:
[0] Stephen Curry is a professional American basketball player with the Golden State Warriors..
[1] Lebron James is a professional American basketball player with the Lakers.
Out: [Plan: Steph Curry from]Steph Curry is from America[0],[Plan: Lebron James from]Lebron
James is also from America.[1]
Question: question
Answer: answer
Evidence: your evidences
Out:

Table 9: Instructions for HotpotQA
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Input: What harmful phenomenon can cause atmospheric warming? A: gasses with pollution B: acid rain C:
nuclear war D: melting ice caps (OpenBoookQA)
Output: <plan_start>Harmful phenomenon causing atmospheric warming<plan_end><paragraph>Asian brown
cloud past century. The report suggested that air pollution regulations can have large amplifying effects on
global warming. Another major impact is on the polar ice caps. Black carbon (soot) in the Asian Brown Cloud
may be reflecting sunlight and dimming Earth below but it is warming other places by absorbing incoming
radiation and warming the atmosphere and whatever it touches. Black carbon is three times more effective
than carbon dioxide—the most common greenhouse gas—at melting polar ice and snow. Black carbon in
snow causes about three times the temperature change as carbon dioxide in the atmosphere. On snow—even
at concentrations</paragraph><fparagraph>The report suggested that air pollution regulations can have large
amplifying effects on global warming.</fparagraph><answer_start>A<answer_end>
Input:how long does a president have secret service protection (Natural Questions)
Output: <plan_start>president secret service protection duration<plan_end><paragraph>Former Presidents
Act health insurance under the Federal Employees Health Benefits Program; a GSA legal opinion ruled Jimmy
Carter ineligible. Former presidents were entitled from 1965 to 1996 to lifetime Secret Service protection,
for themselves, spouses, and children under 16. A 1994 statute, (), limited post-presidential protection to ten
years for presidents inaugurated after January 1, 1997. Under this statute, Bill Clinton would still be entitled to
lifetime protection, and all subsequent presidents would have been entitled to ten years’ protection. On January
10, 2013, President Barack Obama signed the Former Presidents Protection Act of 2012, reinstating lifetime
Secret Service protection for his</paragraph><fparagraph>Former presidents were entitled from 1965 to 1996
to lifetime Secret Service protection, for themselves, spouses, and children under 16. Under this statute, Bill
Clinton would still be entitled to lifetime protection, and all subsequent presidents would have been entitled to
ten years’ protection. </fparagraph><answer_start>lifetime<answer_end>
Input: Is the following statement correct or not? Say true if it’s correct; otherwise say false.## Input: Evan
Goldberg is a Canadian director. (FEVER)
Output: <plan_start>Evan Goldberg is a Canadian director.<plan_end><paragraph>Evan Goldberg Evan
Goldberg Evan Goldberg (born May 11, 1982) is a Canadian screenwriter, film producer, and director. He has
collaborated with his childhood friend Seth Rogen in several films, including "Superbad" (2007) (which they
first conceived as teenagers), "Pineapple Express" (2008), "This Is the End" (2013) (their directorial debut),
and "The Interview" (2014). Goldberg was born in Vancouver, British Columbia, to a Jewish family. He was
raised in Marpole. He attended Point Grey Secondary School (where he met Rogen) and McGill University,
and is married to Lisa (Yadavaia) Goldberg. Goldberg started his writing career joining the staff of "Da Ali
G</paragraph><fparagraph>Evan Goldberg Evan Goldberg Evan Goldberg (born May 11, 1982) is a Canadian
screenwriter, film producer, and director.</fparagraph><answer_start>true<answer_end>
Input: Given four answer candidates, A, B, C and D, choose the best answer choice. ## Input: Darwin’s theory
that animal species can change over time was inspired by his research on which set of islands? A: the Philippine
Islands B: the Virgin Islands C: the Hawaiian Islands D: the Galapagos Islands(Arc-Easy)
Output: <plan_start>Darwin’s theory animal species change over time inspired research is-
lands<plan_end><paragraph>Speciation tendency of small, isolated genetic pools to produce unusual traits.
Examples include insular dwarfism and the radical changes among certain famous island chains, for example on
Komodo. The Galápagos Islands are particularly famous for their influence on Charles Darwin. During his five
weeks there he heard that Galápagos tortoises could be identified by island, and noticed that finches differed
from one island to another, but it was only nine months later that he reflected that such facts could show that
species were changeable. When he returned to England, his speculation on evolution deepened after experts
informed him that these were</paragraph><fparagraph>The Galápagos Islands are particularly famous for their
influence on Charles Darwin.</fparagraph><answer_start>D<answer_end>

Table 10: Examples for short-form datasets
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Input: Answer the following question. The question may be ambiguous and have multiple correct answers, and
in that case, you have to provide a long-form answer including all correct answers.## Input: Where is superoxide
dismutase found in the body?(ASQA)
Output: <plan_start>different types of superoxide dismutase found in the body<plan_end><paragraph>Reactive
oxygen species nearly all cells exposed to oxygen. In mammals and most chordates, three forms of superoxide
dismutase are present. SOD1 is located primarily in the cytoplasm, SOD2 in the mitochondria and SOD3
is extracellular. The first is a dimer (consists of two units), while the others are tetramers (four subunits).
SOD1 and SOD3 contain copper and zinc ions, while SOD2 has a manganese ion in its reactive centre.
The genes are located on chromosomes 21, 6, and 4, respectively (21q22.1, 6q25.3 and 4p15.3-p15.1). The
SOD-catalysed dismutation of superoxide may be written with the following half-reactions: where M = Cu
("n" =</paragraph><fparagraph>SOD1 is located primarily in the cytoplasm, SOD2 in the mitochondria and
SOD3 is extracellular.The genes are located on chromosomes 21, 6, and 4, respectively (21q22.1, 6q25.3 and
4p15.3-p15.1).</fparagraph><answer_start>Three forms of superoxide dismutase are present in humans, in
all other mammals, and in most chordates, SOD1, SOD2, and SOD3, each located in a different part of the
body.<answer_end><plan_start>different types of superoxide dismutase (SOD1, SOD2, SOD3) found in the
body<plan_end><paragraph>Reactive oxygen species nearly all cells exposed to oxygen. In mammals and most
chordates, three forms of superoxide dismutase are present. SOD1 is located primarily in the cytoplasm, SOD2
in the mitochondria and SOD3 is extracellular. The first is a dimer (consists of two units), while the others are
tetramers (four subunits). SOD1 and SOD3 contain copper and zinc ions, while SOD2 has a manganese ion
in its reactive centre. The genes are located on chromosomes 21, 6, and 4, respectively (21q22.1, 6q25.3 and
4p15.3-p15.1). The SOD-catalysed dismutation of superoxide may be written with the following half-reactions:
where M = Cu ("n" =</paragraph><fparagraph>SOD1 is located primarily in the cytoplasm, SOD2 in the
mitochondria and SOD3 is extracellular.</fparagraph><answer_start>Superoxide dismutase 1, or SOD1, is
located in the cytoplasm, the material within a eukaryotic cell enclosed by the cell membrane except for the
cell nucleus.<answer_end><plan_start>different types of superoxide dismutase (SOD1, SOD2, SOD3) found in
the body<plan_end><paragraph>Reactive oxygen species nearly all cells exposed to oxygen. In mammals and
most chordates, three forms of superoxide dismutase are present. SOD1 is located primarily in the cytoplasm,
SOD2 in the mitochondria and SOD3 is extracellular. The first is a dimer (consists of two units), while the others
are tetramers (four subunits). SOD1 and SOD3 contain copper and zinc ions, while SOD2 has a manganese
ion in its reactive centre. The genes are located on chromosomes 21, 6, and 4, respectively (21q22.1, 6q25.3
and 4p15.3-p15.1). The SOD-catalysed dismutation of superoxide may be written with the following half-
reactions: where M = Cu ("n" =</paragraph><fparagraph>SOD1 is located primarily in the cytoplasm, SOD2
in the mitochondria and SOD3 is extracellular.SOD1 and SOD3 contain copper and zinc ions, while SOD2
has a manganese ion in its reactive centre.</fparagraph><answer_start>SOD2 is found in the mitochondria, an
organelle found in most eukaryotic organisms.<answer_end><plan_start>Superoxide dismutase SOD3 found in
the body<plan_end><paragraph>SOD3 SOD3 Extracellular superoxide dismutase is an enzyme that in humans
is encoded by the "SOD3" gene. This gene encodes a member of the superoxide dismutase (SOD) protein family.
SODs are antioxidant enzymes that catalyze the dismutation of two superoxide radicals into hydrogen peroxide
and oxygen. The product of this gene is thought to protect the brain, lungs, and other tissues from oxidative stress.
The protein is secreted into the extracellular space and forms a glycosylated homotetramer that is anchored
to the extracellular matrix (ECM) and cell surfaces through an interaction with heparan sulfate proteoglycan
and collagen. A fraction of</paragraph><fparagraph>SOD3 SOD3 Extracellular superoxide dismutase is an
enzyme that in humans is encoded by the "SOD3" gene.The protein is secreted into the extracellular space and
forms a glycosylated homotetramer that is anchored to the extracellular matrix (ECM) and cell surfaces through
an interaction with heparan sulfate proteoglycan and collagen.</fparagraph><answer_start>Finally, SOD3 is
extracellular, meaning it occurs in the space outside the plasma membrane of a cell.<answer_end>

Table 11: An Example for ASQA datasets
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Input: Which movie came out first Escape to Witch Mountain or Pete’s Dragon ?(HotpotQA)
Output: <plan_start>Escape to Witch Mountain release<plan_end><paragraph>Escape to Witch Mountain
is a 1975 American fantasy-children’s film, adapted from the 1968 science fiction novel of the same name
written by Alexander H. Key. The film was produced by Walt Disney Productions, released in March 1975
by Buena Vista Distribution Company and directed by John Hough. </paragraph><fparagraph>Escape to
Witch Mountain is a 1975 American fantasy-children’s film, adapted from the 1968 science fiction novel of
the same name written by Alexander H. Key</fparagraph><answer_start>Escape to Witch Mountain came out
first,<answer_end><plan_start>Pete’s Dragon release<plan_end><paragraph>Pete’s Dragon is a 2016 American
fantasy comedy-drama adventure film directed by David Lowery, written by Lowery and Toby Halbrooks, and
produced by James Whitaker. The film is a live-action reimagining of Disney’s 1977 live-action/animated
musical film of the same name written by Malcolm Marmorstein. The film stars Bryce Dallas Howard, Oakes
Fegley, Wes Bentley, Karl Urban, Oona Laurence, and Robert Redford. The film tells the story of an orphaned
feral boy who befriends a dragon in the Pacific Northwest, and the ensuing repercussions of their discovery by
the town’s local residents. </paragraph><fparagraph>Pete’s Dragon is a 2016 American fantasy comedy-drama
adventure film directed by David Lowery, written by Lowery and Toby Halbrooks, and produced by James
Whitaker. </fparagraph><answer_start>before Pete’s Dragon. <answer_end>[Combine]<answer_start>Escape
to Witch Mountain<answer_end>

Table 12: An Example for HotpotQA datasets

18


	Introduction
	Related Work
	Methodology
	Task Definition & Notation
	Method Overview
	Dataset Construction
	RPG Training
	RPG Inference

	Experiments
	Experiment Setup
	Tasks and Datasets
	Baselines
	Implementation Details

	Experiment Results
	Ablations

	Conclusion
	Limitations
	More PRG Implementation Details
	Statistical information of the Dataset
	Prompts for Dataset construction and Examples

