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Abstract

Contemporary translation engines based on the001
encoder-decoder framework have made signif-002
icant strides in development. However, the003
emergence of Large Language Models (LLMs)004
has disrupted their position by presenting the005
potential for achieving superior translation006
quality. To uncover the circumstances in which007
LLMs excel and explore how their strengths can008
be harnessed to enhance translation quality, we009
first conduct a comprehensive analysis to assess010
the strengths and limitations of various com-011
mercial NMT systems and MT-oriented LLMs.012
Our findings indicate that neither NMT nor MT-013
oriented LLMs alone can effectively address all014
the translation issues, but MT-oriented LLMs015
show promise as a complementary solution to016
NMT systems. Building upon these insights,017
we propose Cooperative Decoding (CoDec),018
which treats NMT systems as a pretranslation019
model and MT-oriented LLMs as a supplemen-020
tal solution to handle complex scenarios be-021
yond the capability of NMT alone. Experimen-022
tal results on the WMT22 test sets and a newly023
collected test set WebCrawl demonstrate the ef-024
fectiveness and efficiency of CoDec, highlight-025
ing its potential as a robust solution for com-026
bining NMT systems with MT-oriented LLMs027
in the field of machine translation.028

1 Introduction029

Over the years, the encoder-decoder framework030

has established Neural Machine Translation (NMT)031

models as the prevailing standard, achieving im-032

pressive translation quality through extensive train-033

ing on large-scale and high-quality parallel data034

(Vaswani et al., 2017; Freitag and Firat, 2020; Fan035

et al., 2021). Commercial machine translation en-036

gines, e.g., Google Translate, are proficient in ad-037

dressing the majority of translation requirements.038

More recently, with the emergence of generative039

large language models (LLMs), the position of tra-040

ditional NMT models has been challenged (Brown041
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Figure 1: Comparison between the Hybrid Threshold
and CoDec frameworks. CoDec is more efficient than
Hybrid Threshold as it eliminates the need for an extra
quality evaluation module and autoregressive generation
of the whole translation using MT-oriented LLM.

et al., 2020; OpenAI, 2023). While commercial 042

LLMs like OpenAI’s GPT-4 currently perform well 043

in translation (Hendy et al., 2023; Zhu et al., 2023; 044

Lin et al., 2022; Agrawal et al., 2022), they are 045

constrained by their interface nature, thereby limit- 046

ing further customization and improvement due to 047

privacy concerns in industrial applications. A more 048

promising approach involves fine-tuning relatively 049

smaller LLMs (i.e., fewer than 13B parameters) 050

to create LLMs specifically tailored for MT (Zeng 051

et al., 2023; Zhang et al., 2023; Jiao et al., 2023). 052

In this context, this study aims to investigate the 053

following research questions: In which scenarios 054

do MT-oriented LLMs demonstrate superior per- 055

formance to conventional NMT models, and how 056

can we leverage the strengths of the two paradigms 057

to enhance translation quality? 058

To begin, we conduct a comprehensive analysis 059

into the characteristics of translations generated 060

by commercial NMT systems and MT-oriented 061

LLMs. Our findings reveal that commercial NMT 062

systems excel at producing adequate translations 063

in specific domains or languages. Conversely, MT- 064

oriented LLMs demonstrate proficiency in gener- 065
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ating authentic-sounding translations and handling066

infrequent words that are not effectively processed067

by NMT systems. In summary, MT-oriented LLMs068

can serve as valuable fallback systems in cases069

where the output of commercial NMT systems is070

unsatisfactory.071

To complement NMT with MT-oriented LLMs,072

Hendy et al. (2023) introduced the Hybrid Thresh-073

old approach (Figure 1(a)), which employs the074

NMT system as the primary translation system.075

When the translation fails to meet the quality thresh-076

old determined by the quality estimation (QE) mod-077

ule, an alternative translation is generated using a078

GPT-like model. However, this approach faces two079

primary challenges. First, existing reference-free080

metrics struggle to align with human judgment, re-081

sulting in inaccuracies being propagated (Freitag082

et al., 2021, 2020; Ma et al., 2019; Rei et al., 2022a).083

Second, the integration of neural quality estimation084

modules and the sequential execution by LLMs085

leads to increased decoding time (Tay et al., 2023;086

Xu et al., 2021), which poses concerns for efficient087

translation in practical applications.088

To address the above issues, we propose an effi-089

cient implementation approach for system ensem-090

bles called Cooperative Decoding (CoDec). As091

illustrated in Figure 1(b), the NMT system func-092

tions as the front-end module, generating an initial093

translation draft for a given input sentence. Subse-094

quently, the MT-oriented LLM serves as both an095

evaluator and a refiner, which firstly evaluates the096

draft from a language modeling perspective, and097

then the LLM refines the partial translation starting098

from a specific position where the token in the draft099

is not among the top-k token candidates suggested100

by the LLM. Since the evaluation process takes101

advantage of parallel computation and the front-102

end module can handle most situations effectively,103

CoDec is more efficient compared to using LLMs104

for complete decoding.105

The contributions of this paper are three-fold:106

• We conduct in-depth analyses on the WMT22107

test sets and a newly collected test set, We-108

bCrawl, to identify the strengths and weak-109

nesses of traditional NMT systems and MT-110

oriented LLMs, finding that MT-oriented111

LLMs can complement NMT systems.112

• We present CoDec, a novel hybrid framework113

that synergizes the strengths of NMT systems114

and MT-oriented LLMs. By harnessing the115

complementary capabilities of MT-oriented116

LLMs, CoDec effectively overcomes the lim- 117

itations of traditional NMT systems. We 118

promise to release the code, data, and transla- 119

tions of different systems upon acceptance. 120

• We evaluate the performance of CoDec on var- 121

ious test sets. Our CoDec, without the need 122

for an additional quality estimation module, 123

achieves competitive or even better perfor- 124

mance than Hybrid Threshold. Furthermore, 125

CoDec offers a significant acceleration advan- 126

tage, achieving an acceleration ratio of approx- 127

imately 2x compared to directly using LLM 128

for generation. 129

2 Related Work 130

2.1 Large Language Models on Machine 131

Translation 132

Research on Large Language Models (LLMs) for 133

machine translation can be broadly divided into 134

two categories: utilizing LLMs as an interface and 135

optimizing them for specific translation tasks. For 136

the former, Hendy et al. (2023) evaluate ChatGPT, 137

GPT3.5, and text-adavinci-002 in eighteen trans- 138

lation directions, while Zhu et al. (2023) assess 139

XGLM, BLOOMZ, OPT, and ChatGPT across 202 140

directions and 102 languages. Other researchers 141

explore strategies for selecting translation exem- 142

plars (Lin et al., 2022; Agrawal et al., 2022) and 143

incorporating external knowledge (Lu et al., 2023) 144

to enhance GPT translation. Fine-tuning smaller 145

models (e.g., 7B) specifically for translation tasks 146

has attracted increasing attention (Zeng et al., 2023; 147

Zhang et al., 2023; Jiao et al., 2023). Diverging 148

from existing approaches, our research focuses on 149

examining the capabilities and limitations of com- 150

mercial NMT systems and MT-oriented LLMs and 151

developing efficient hybrid frameworks that lever- 152

age their respective strengths. 153

2.2 Accelerate Generation for Large 154

Language Models 155

Efforts to improve the inference efficiency of LLMs 156

have been ongoing for several years (Tay et al., 157

2023; Xu et al., 2021), leveraging techniques such 158

as knowledge distillation (Hinton et al., 2015; Jiao 159

et al., 2020; Wang et al., 2020), quantization (Shen 160

et al., 2020; Sun et al., 2020), pruning(Fan et al., 161

2020), and others (Kim and Cho, 2021; Lei, 2021). 162

The most related work is to leverage speculative 163

execution (Burton, 1985; Hennessy and Patterson, 164

2012) for the speedup of autoregressive models. 165
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System COMET COMETk. COMET COMETk. COMET COMETk. COMET COMETk.

DE⇒EN EN⇒DE ZH⇒EN EN⇒ZH
WMT-Best 85.0 81.4 87.2 83.6 81.0 77.7 86.7 82.0
GoogleMT 85.8 81.8 88.1 84.1 82.7 79.3 88.2 82.7
MicroMT 85.1 81.4 87.4 83.7 80.3 77.5 86.0 81.3
BayLing-7B 83.2 80.1 82.1 79.2 77.5 75.1 84.4 79.6
TIM-13B 84.4 81.0 86.4 83.1 80.8 77.8 87.6 82.3

RU⇒EN EN⇒RU JA⇒EN EN⇒JA
WMT-Best 86.0 81.7 89.5 84.4 81.6 80.3 89.3 85.8
GoogleMT 86.6 82.0 89.5 84.2 84.0 81.7 90.2 86.5
MicroMT 85.5 81.1 88.7 83.6 81.5 80.1 88.0 85.3
BayLing-7B 82.5 79.3 74.7 70.6 72.2 72.5 71.2 73.5
TIM-13B 84.2 80.8 86.7 82.5 80.8 79.8 87.5 84.5

Table 1: Experimental results on the WMT22 test sets. MT-oriented LLMs have the potential to achieve
comparable performance to commercial NMT systems, eliminating the need for rule-based engineering techniques.

Stern et al. (2018) propose to decode several to-166

kens in parallel to accelerate greedy decoding. For167

LLMs, speculative decoding (Chen et al., 2023a;168

Leviathan et al., 2023) uses an additional draft169

model and generates sequences with sampling.170

Yang et al. (2023) copy some tokens from retrieved171

reference text to the decoder, which are validated172

with output probabilities. Santilli et al. (2023) re-173

frame MT’s standard greedy autoregressive decod-174

ing procedure with a parallel formulation. We are175

pioneers in using speculative execution as a fu-176

sion approach for commercial NMT systems and177

MT-oriented LLMs, without requiring an auxiliary178

quality estimation module or modifications to the179

target LLMs’ parameters.180

3 Preliminary Experiments181

In this section, we conduct a series of analyses182

to quantitatively investigate the characteristics of183

translations from different systems.184

3.1 Setup185

Commercial NMT Systems & MT-oriented186

LLMs. Our focus is the use of MT-oriented187

LLMs in industrial settings, and the chosen com-188

mercial NMT systems consist of Google Trans-189

late (GoogleMT for brevity)1 and Microsoft Trans-190

late (MicroMT for brevity)2 due to their strong191

performance and high reproducibility. Regarding192

MT-oriented LLMs, we utilize BayLing-7B (Zhang193

et al., 2023). We directly use the translations re-194

leased on GitHub3. Additionally, we develop an in-195

house MT-oriented LLM. We fine-tune the tigerbot-196

1https://translate.google.com/
2https://www.bing.com/translator
3https://github.com/ictnlp/BayLing/tree/main/exp/translation

_benchmark/bayling-7b

13b-base4 with TIM (Zeng et al., 2023) as the final 197

MT-oriented LLM, denoted as TIM. More details 198

can be found in Appendix A. 199

Automated MT Metrics. We follow previous 200

studies (Hendy et al., 2023; Zhu et al., 2023; Zeng 201

et al., 2023; Zhang et al., 2023) to utilize COMET- 202

22 (wmt22-COMET-da) (Rei et al., 2021), and 203

COMETkiwi (wmt22-COMET-kiwi-da) (Rei et al., 204

2022b) for reference-free quality estimation. We 205

also report ChrF (Popovic, 2015) and SacreBLEU 206

(Papineni et al., 2002) in Table 8 in Appendix. 207

3.2 Analyses on WMT22 test sets 208

To prevent data leakage (Garcia et al., 2023), we 209

analyze the WMT22 test sets. Detailed statistics 210

are reported in Appendix B. 211

Main Results. The experimental results are il- 212

lustrated in Table 1. We have made the following 213

observations: 1) GoogleMT and MicroMT show- 214

case excellent performance. They consistently out- 215

perform the WMT winner in most of the language 216

pairs, highlighting the robust capabilities of these 217

well-established translation engines. 2) Despite the 218

existing performance gap, MT-oriented LLMs still 219

have untapped potential for further improvement. 220

Notably, TIM outperforms BayLing by a significant 221

margin across all language pairs. Moreover, TIM 222

exhibits slightly inferior performance compared to 223

MicroMT on most test sets. This suggests that em- 224

ploying more effective fine-tuning methods with 225

large amounts of high-quality parallel data can en- 226

hance the translation capabilities of MT-oriented 227

LLMs, making them close to commercial NMT 228

systems. 229

4https://huggingface.co/TigerResearch/tigerbot-13b-base
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Figure 2: Off-target rates (%) of translations. MT-oriented LLMs (i.e., BayLing and TIM) exhibit a higher
prevalence of off-target translations than NMT systems.
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Figure 3: Comparison of unaligned source words, unaligned target words, and the length of translations. MT-
oriented LLMs consistently generate translations that are noticeably shorter in length and have a higher occurrence
of unaligned source words across the test sets when compared to NMT models.

Off-target Rates. Off-target indicates transla-230

tions generated by machines involve segments of231

wrong languages or code-mixing, presenting a sig-232

nificant challenge in multilingual neural machine233

translation (Chen et al., 2023b; Zhang et al., 2020).234

Here, we use langdetect5 to identify the language235

of each translation. The off-target rate of a trans-236

lation is the subtraction of the probability of the237

target language prediction from 1. For a test set,238

we compute the average off-target rate across all239

the sentences.240

As depicted in Figure 26, the MT-oriented241

LLMs tend to produce translations with higher off-242

target rates compared to NMT systems. Specifi-243

cally, BayLing exhibits off-target rates of 21% and244

53.83% for EN⇒RU and EN⇒JA translations, re-245

spectively, which falls outside the language scope246

covered by the training data. This highlights a247

more pronounced off-target issue in LLMs, es-248

pecially in zero-shot scenarios. In contrast, TIM249

achieves notably lower off-target rates in EN⇒RU250

and EN⇒JA compared to BayLing. We speculate251

that this can be attributed to TIM’s incorporation252

5https://github.com/Mimino666/langdetect
6Due to limited space, we only present the results for

English-to-Many translations here. The results for Many-to-
Enligsh can be found in Figure 6 in Appendix.

of corresponding training data, which enhances its 253

ability to handle language switching and produce 254

more accurate translations. 255

Unaligned Source/Target Words. To assess the 256

literalness of the translation, we follow Raunak 257

et al. (2023); Hendy et al. (2023) to calculate the 258

number of source and target words that do not align 259

on a word-to-word basis. More details can be found 260

in Appendix C. The left portion of Figure 3 illus- 261

trates that the MT-oriented LLMs incur a notably 262

larger number of unaligned source words across 263

the test sets than the NMT counterpart. We exam- 264

ine the top six part-of-speech (POS) tags of the 265

unaligned source words (in Appendix D). The dif- 266

ference mainly lies in nouns (NN) and adjectives 267

(JJ), indicating the possibility of increased para- 268

phrasing or a higher degree of inadequacy, such as 269

omitted or inserted content. However, back to the 270

middle part of Figure 3, the number of unaligned 271

target words of the MT-oriented LLMs does not 272

significantly differ from those of NMT systems, 273

suggesting that the adequacy of translations pro- 274

duced by LLMs is comparable to NMT. 275

Additionally, we calculate the average word 276

count in the generated translations. As depicted 277

in Figure 3, MT-oriented LLMs tend to produce 278
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ReferenceUSWTranslationSystemEample
您能使⽤电脑从⽹站购
买吗？

-您是否可以尝试在⽹站上的计算机上购买？MicroMTWere you able to try purchasing on 
the computer on the website? computer你能在⽹站上尝试购买吗？TIM

在为了让别⼈能听到和/
或听懂我说的话⽽在打
电话时对着⼿表⼤喊⼤
叫之后。

-在打电话时对着⼿表⼤喊⼤叫之后，我⾮常沮
丧，这样我就可以被听到和/或理解。

MicroMTAfter much frustration shouting
at my watch during phone calls so 
I could be heard and / or 
understood.

frustration在电话⾥对着我的⼿表⼤喊⼤叫，这样我才能
被听到和/或被理解。

TIM

这会向⼀个接受能⼒强、
⾼度警觉的⼩孩⼦传递
什么样的信息呢？

-这会向⼀个⼩孩⼦的接受性、超级警觉的⼤脑
发送什么样的信息？

MicroMTWhat kind of message does that 
send into the receptive , super-
alert brain of a tiny child ? brain, receptive, 

super-alert
这会给幼⼩的孩⼦传递什么样的信息？TIM

Figure 4: Examples of free translation generated by MT-oriented LLM. MT-oriented LLMs often produce
shorter translations with significant paraphrasing, maintaining the original meaning while using different words and
sentence structures.

Model ZH⇒EN EN⇒ZH
COMET/COMETk. COMET/COMETk.

GoogleMT 64.4/59.1 71.2/60.5
MicroMT 59.2/57.4 68.9/62.9
TIM 65.1/61.9 74.6/64.9

Table 2: Experimental results on WebCrawl test sets.
LLMs hold promise as potential fallback systems when
NMT systems fail to meet quality expectations.

shorter sentences, utilizing concise and precise lan-279

guage. Humans often use concise language, espe-280

cially in conversations, which is abundant in the281

training corpus of LLMs. This influence may result282

in LLMs generating shorter translations.283

Figure 4 presents several examples that highlight284

translation differences. For instance, the phrase285

“frustration shouting” should be translated as “大286

喊大叫 (scream in frustration)”. While MicroMT287

aims for fidelity by using translation augmenta-288

tion segments like “我非常沮丧 (I feel extremely289

frustrated)”, TIM demonstrates a better understand-290

ing of the entire sentence and provides more accu-291

rate translations. However, in the third example,292

TIM overlooks the inclusion of the expression “the293

receptive, super-alert brain of a tiny child” from294

the source text, resulting in a certain degree of295

translation oversight. In summary, MT-oriented296

LLMs tend to generate shorter translations with297

substantial paraphrasing, where the original text298

is rephrased using different words and sentence299

structures while preserving the same meaning.300

3.3 Analyses on Web Crawl test sets301

The WMT22 test set is meticulously screened and302

annotated, with source sentences free of errors and303

from common domains. While the sentences have304

strong syntactic structures and grammatical cor-305

rectness, real-world translation scenarios may not 306

always have these ideal conditions. To reflect prac- 307

tical challenges, we collected a challenging test set 308

from the open domain through web crawling. Here, 309

we focus on Chinese⇔English directions. To ac- 310

quire the data, we follow the process outlined in 311

Appendix E. 312

Main Results. Similarly, we compute COMET 313

and COMETkiwi7 for NMT systems and TIM on 314

the WebCrawl test sets8. As shown in Table 2, it 315

is noteworthy that TIM demonstrates significant 316

improvements in both ZH⇒EN and EN⇒ZH di- 317

rections. This surprising finding suggests that MT- 318

oriented LLMs can serve as valuable fallback sys- 319

tems in cases where the quality of commercial 320

NMT systems is unsatisfactory. 321

To further support our hypothesis, we calculate 322

the COMETkiwi scores of the translations gener- 323

ated by GoogleMT and TIM against the source text, 324

selecting a group of sentences where GoogleMT 325

has higher scores than TIM by more than 3 points, 326

and another group where TIM has higher scores 327

than GoogleMT. To mitigate the impact of sentence 328

lengths, we retain only those sentences containing 329

fewer than 60 tokens. Next, we use gpt2-large9 to 330

calculate the perplexity for the two groups. The 331

perplexity for sentences in which GoogleMT ex- 332

cels is 38.61, whereas for sentences in which TIM 333

performs better, it is 45.51. The MT-oriented LLM 334

showcases superior proficiency in handling com- 335

plex source language sentences, as reflected by 336

7We also show the other metrics (e.g., USW) in Table 7 in
Appendix, the phenomena observed are consistent with the
analysis in Section 3.2, demonstrating the generalizability of
our findings.

8We select TIM as the representative for MT-oriented
LLMs, due to its better performance on the WMT22 test set.

9https://huggingface.co/gpt2-large
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System Translation

Terminology/abbreviations
Source 刚好准备去厦门旅游，还能顺便跑个厦马,
GoogleMT I was just about to go to Xiamen for a trip, and I could also run the Xiamen Horse Racing.
TIM Just ready to go to Xiamen for a trip, and can also run the Xiamen Marathon,

Ill-informed text
Source Use a no. 6 fi lbert to create the illusion of the rungs and the back of the chair on the left.
GoogleMT 使用否。 6榛子创建左边的梯级和椅背的幻觉。
TIM 用 6号画笔在左边的椅子上创造梯级和椅背的错觉。

Complex，Repetition-containing
Source 拯救剧荒\《爱之全蚀》啊啊啊啊啊啊啊两个亲亲怪！！
GoogleMT Save the drama\“Total Eclipse of Love” Ahhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhh

hhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhh being to To to to toto to Eclips e Love! !
TIM Save the drama drought \ “Total Eclipse of Love” ah ah ah ah ah two kissing monsters!!

Table 3: Case Study. We present examples of several translation challenges that pose difficulties for NMT systems
but are effectively mitigated by MT-oriented LLMs.

higher perplexity scores.337

Case Study. In Table 3, we provide several ex-338

amples that are hard for GoogleMT to handle but339

are solved well by TIM. It shows that the NMT sys-340

tem struggles to understand the meaning of some341

professional terms and fails to produce suitable342

translations for ill-informed text. In contrast, MT-343

oriented LLM demonstrates its superiority in han-344

dling such issues, which can be attributed to its345

enhanced ability to comprehend rare, specialized346

words, and informal texts.347

3.4 Discussion348

The analysis in Section 3.2 demonstrates the accu-349

racy of commercial NMT systems, likely due to350

their extensive training and cross-attention capabil-351

ity. MT-oriented LLMs, known for their paraphras-352

tic nature, can further enhance NMT’s ability to353

handle figurative text translations. Moreover, MT-354

oriented LLMs excel on WebCrawl test sets (Sec-355

tion 3.3), particularly with specialized terminology356

and ill-formed sentences. This suggests that an357

effective hybrid framework combining NMT and358

LLMs can handle challenging input domains and359

figurative text. Based on these insights, we pro-360

pose to investigate an effective hybrid framework361

to answer the second question: How can we effec-362

tively harness the capabilities of LLMs to enhance363

translation quality?364

Hybrid Threshold (Hendy et al., 2023) em-365

ploys the NMT model as the primary translation366

system, with a quality estimation module (e.g.,367

COMETkiwi) to assess the translation. If the qual-368

ity falls below a certain threshold, the GPT-like369

model is used as an alternative translation engine.370

However, it faces two main challenges: autoregres- 371

sive decoding latency and reliable quality estima- 372

tion. It is crucial for the practical implementation 373

of the hybrid approaches to ensure efficient decod- 374

ing and high translation quality. 375

4 Cooperative Decoding 376

We propose an innovative cooperative decoding 377

approach10, which leverages an NMT model as 378

a pretranslation model and incorporates an MT- 379

oriented LLM as a quality assessment module and 380

fallback model if needed. We will give a detailed 381

description of each step in the following. 382

Step1: Draft Generation. Given an input source 383

sentence x, the NMT system generates the trans- 384

lation o using an autoregressive decoding strategy 385

like beam search. The difference is that the transla- 386

tion o is considered as a draft and requires further 387

confirmation or modification before being used as 388

the final output. 389

Step2: Verification. We feed o into the MT- 390

oriented LLM in a forward process, which fully 391

utilizes parallel computing. The procedure is the 392

same as training LLMs, and we can obtain a prob- 393

ability distribution vt at each position, which is 394

modeled as P (ot|o<t, x). The distribution can be 395

regarded as the confidence of the LLM given the 396

specific prefix of the draft o, and we use it to verify 397

the prediction of the NMT model. One straightfor- 398

ward approach for verification is to check whether 399

the token with the highest probability matches the 400

prediction of NMT. If o is fortunately exactly the 401

10We illustrate clear processing of cooperative decoding in
Figure 7 in Appendix.
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ZH⇒EN EN⇒ZH
Method COMET COMETk. Token/s Speedup Ratio COMET COMETk. Token/s Speedup Ratio

GoogleMT 76.8 72.8 - - - 81.9 74.5 - - -
TIM 75.6 72.3 21.8 1.0× - 83.0 76.0 20.7 1.0× -

CoDec-4 76.7 73.0 28.5 1.3× 24.44 83.3 76.1 24.1 1.2× 21.64
CoDec-8 77.1 73.2 32.0 1.5× 38.83 83.4 76.1 25.8 1.3× 32.69
CoDec-16 77.1 73.3 38.7 1.8× 55.11 83.1 76.0 29.7 1.4× 46.06
CoDec-32 77.1 73.2 47.9 2.2× 67.36 83.0 75.8 33.6 1.6× 57.06
CoDec-64 77.0 73.1 57.7 2.7× 76.23 82.7 75.6 38.7 1.9× 66.25
CoDec-128 77.0 73.0 73.5 3.4× 84.29 82.6 75.4 45.5 2.2× 74.35

Table 4: Effect of different values of k (Eq. 1) for CoDec. We present the results on ZH⇒EN and EN⇒ZH
including COMET-22, COMETkiwi, decoding speed measured by tokens per second, decoding speedup, and the
ratio of the number of tokens accepted at the verification stage to the total tokens of the draft. The choice of k
should be considered to strike a balance between performance and efficiency.

same with {argmax(v1), ..., argmax(vn)}, the in-402

ference will finish with o as the final translation.403

However, high-quality generation does not follow404

a distribution of the highest probability of the next405

tokens, and the tokens in o that can be regarded as406

accurate may appear outside of the top-1 selection,407

like in beam search. To address this issue, we relax408

the matching constraint using the top-k candidates409

of the LLM and define the verification criterion as410

ot ∈ top−k(vt). (1)411

Step3: Re-decoding. The verification is per-412

formed from left to right, and we end the verifi-413

cation once there is a situation that does not meet414

the verification criteria, i.e., ot′ /∈ top−k(vt′).415

Then, we feed the verified prefix ot′−1 into the416

MT-oriented LLM and use it to re-decode the sub-417

sequent sequence. Compared to totally replacing418

NMT models with MT-oriented LLMs, our coop-419

erative decoding can speed up the whole inference420

process due to the expensive cost of autoregressive421

decoding. The speedup is more significant when422

the longer draft is accepted. Moreover, the cooper-423

ative mechanism alleviates the issue of inaccuracy424

of LLMs by exploiting the output of NMT models.425

5 Experiments426

5.1 Main Results427

We merge the WMT22 and WebCrawl test sets428

to simulate the distribution of translation requests429

in real-world scenarios. For CoDec, we use430

GoogleMT as the NMT system, and TIM as the431

MT-oriented LLM. Detailed setup can be found in432

Appendix F.433

Effect of different values of k. Intuitively, as k434

increases, cooperative decoding can accept a wider435

range of tokens in NMT translations during the ver- 436

ification stage. As a result, less content needs to be 437

re-decoded by LLMs, leading to a reduction in pro- 438

cessing time. Here, we examine the performance 439

of CoDec under various values of k. 440

As shown in Table 4, with the increase of k, the 441

ratio of tokens accepted on average and the decod- 442

ing speed increase consistently. With a larger k, 443

CoDeC-128 achieves a 3.4x and 2.2x speedup over 444

TIM in ZH⇔EN. This signifies that CoDec effec- 445

tively reduces decoding latency while maintaining 446

translation quality. Besides, our CoDec-(*) mod- 447

els exhibit superior performance compared to both 448

GoogleMT and TIM. This highlights the potential of 449

cooperative decoding in improving translation ac- 450

curacy and overall system performance. Moreover, 451

models with lower values of k, such as CoDec-8, 452

achieve better translation quality, suggesting that 453

the choice of k should be considered to strike a 454

balance between performance and efficiency. 455

CoDec vs. Hybrid Threshold. In our com- 456

parison between CoDec and Hybrid Threshold, 457

we utilize different Quality Estimation (QE) 458

methods, including HT(Random), where 50% 459

of GoogleMT’s translations are randomly re- 460

placed with TIM’s translations, HT(BLEURT-12), 461

which uses BLEURT-20-D1211 as the QE method; 462

HT(BLEURT-20), which employs BLEURT-2012 463

as the QE method; and HT(COMETk.). Addition- 464

ally, CoDec is integrated into the Hybrid Thresh- 465

old pipeline as a comparative system, referred to 466

as HT(COMETk.) w/ CoDec. Furthermore, we 467

follow Hendy et al. (2023) to use Hybrid Max- 468

Routing to establish an upper bound by selecting 469

11https://huggingface.co/lucadiliello/BLEURT-20-D12
12https://huggingface.co/lucadiliello/BLEURT-20
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Model ZH⇒EN EN⇒ZH
COMET/COMETk. COMET/COMETk.

GoogleMT 76.8/72.8 81.9/74.5
TIM 75.6/72.3 83.0/76.0

HT(Random) 76.2/72.5 82.4/75.2
HT(BLEURT-12) 76.3/72.8 82.6/75.1
HT(BLEURT-20) 76.3/72.8 82.7/75.2
HT(COMETk.) 76.5/73.1 83.3/76.2

w/ CoDec 77.1/73.3 83.4/76.2

CoDec-8 77.1/73.2 83.4/76.1

Max-Routing 77.4/74.3 84.0/76.5

Table 5: Comparison among CoDec-8 and Hybrid
Threshold with different QE methods. Different QE
methods in Hybrid Threshold (HT) show varying per-
formances, whereas CoDec surpasses most HT models.
Our CoDec achieves a better balance between efficiency
and effectiveness.

the best translation from either system based on the470

COMETkiwi.471

The performance comparison in Table 5 reveals a472

notable performance disparity between GoogleMT473

and Max-Routing. This result supports our asser-474

tion that MT-oriented LLMs can play a crucial475

role as reliable fallback systems for NMT systems.476

Moreover, the different QE modules employed477

in Hybrid Threshold yield varying performances,478

highlighting the dependence of Hybrid Threshold’s479

performance on the precision of the QE modules480

and the quality of LLM translations used as replace-481

ments. In contrast, CoDec-8 surpasses most of the482

Hybrid Threshold models and achieves competitive483

results with HT(COMETk.) w/ CoDec, suggesting484

that the QE modules may not be necessary. The485

findings validate that our approach achieves a bet-486

ter balance between efficiency and effectiveness,487

resulting in enhanced translation quality without488

compromising system efficiency.489

5.2 Human Evaluation490

In addition, we carry out a human evaluation on491

the WebCrawl EN⇒ZH dataset. A total of 300492

sentences are randomly selected from the test set,493

and two individuals are asked to evaluate the trans-494

lations produced by GoogleMT, HT(COMETk.),495

and our CoDec-8. We use the commonly used pair-496

wise comparison method to count the number of497

better, similar, and worse translations from Sys-498

tem 1 rather than System 2. The result of CoDec499

vs. GoogleMT is 144:115:41, while the result of500

CoDec vs. HT(COMETk.) is 106:130:64. It shows501

that our CoDec significantly outperforms the com-502

Model DE⇒EN ZH⇒EN
COMET/ChrF Suc. COMET/ChrF Suc.

Lingua Custodia 73.5/61.8 62.2 60.9/32.6 74.7
UEDINLLM 81.3/60.0 58.8 75.7/41.2 75.3

GoogleMT 80.3/54.3 55.0 75.3/41.0 67.1
TIM w/o term 79.6/54.0 54.1 73.8/38.5 58.6
TIM w/ term 82.3/65.2 82.5 73.4/39.4 85.0

CoDec-8 80.7/56.1 59.0 75.3/41.0 76.4

Table 6: Performance on WMT23 terminology trans-
lation. “Suc.” denotes Terminology Success Rate.
Our CoDec combines NMT’s superior translation qual-
ity with the constrained translation capabilities of MT-
oriented LLMs.

mercial NMT system and performs better than the 503

Hybrid Threshold without an additional quality 504

evaluation module. 505

5.3 Terminology Translation 506

Unlike conventional NMT models, MT-oriented 507

LLMs enable them to exploit instructions to han- 508

dle various translation scenarios. Here, we apply 509

CoDec to assess the effectiveness of incorporating 510

instructions in a dedicated terminology translation 511

test set obtained from WMT2313. The result is 512

shown in Table 6, evaluated by COMET, ChrF, and 513

Terminology Success Rate. The data statistics and 514

details of baselines can be found in Appendix G. 515

The results indicate that the use of terminology 516

information in instructions, as demonstrated by 517

TIM w/ term, enables MT-oriented LLMs to achieve 518

constrained machine translation, resulting in more 519

accurate domain-specific terminology in the trans- 520

lated output. When compared to Lingua Custodia 521

and UEDINLLM (Semenov et al., 2023), CoDec-8 522

combines the advantages of higher translation qual- 523

ity offered by NMT and the constrained translation 524

capabilities of MT-oriented LLMs. This combi- 525

nation leads to higher-quality translations while 526

maintaining a higher Terminology Success Rate. 527

6 Conclusion 528

We explore the strengths of both NMT and LLM 529

and propose CoDec that integrates the two to 530

achieve superior performance compared to existing 531

hybrid frameworks. Notably, our CoDec offers re- 532

duced decoding latency compared to relying solely 533

on LLMs for inference, and it does not require any 534

modifications to the target LLMs. 535

13https://wmt-terminology-task.github.io/
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7 Limitations536

This paper primarily concentrates on enhancing537

translation performance for medium and high-538

resource language pairs. Further investigation is539

required to analyze the translation characteristics of540

different systems in low-resource languages, which541

we defer to future research.542

Additionally, the draft translations were vali-543

dated by directly utilizing the top-k candidates544

predicted by the target MT-oriented LLM. We ac-545

knowledge that the implementation of more metic-546

ulously designed token-level validation methods547

has the potential to further enhance CoDec, and we548

consider it as an avenue for future exploration.549
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A Training details of TIM 825

We develop an in-house MT-oriented LLM, trained 826

on human-written validation data from previous 827

WMT competitions14, such as the newstest2017- 828

2021 of German⇔English, Chinese⇔English, 829

Russian⇔English, and Jappanese⇔English. In 830

addition, we have incorporated high-quality 831

bilingual sentence pairs in Chinese⇔English, 832

German⇔English, and Russian⇔English, result- 833

ing in a total of two million sentences in our train- 834

ing data. According to the data license of WMT22, 835

the data released for the General MT task can be 836

freely used for research purposes. We fine-tune the 837

tigerbot-13b-base15 with TIM (Zeng et al., 2023) 838

as the final MT-oriented LLM. 839

B WMT22 test sets 840

To prevent data leakage (Garcia et al., 2023), we 841

analyze the WMT22 test sets, consisting of recent 842

content from diverse domains including news, so- 843

cial media, e-commerce, and conversation. The 844

test sets consist of the following number of sam- 845

ples for each language pair: German-to-English 846

(DE⇒DE) - 1984 samples, English-to-German 847

(EN⇒DE) - 2037 samples, Chinese-to-English 848

(ZH⇒EN) - 1875 samples, English-to-Chinese 849

(EN⇒ZH) - 2037 samples, Russian-to-English 850

(RU⇒EN) - 2016 samples, English-to-Russian 851

(EN⇒RU) - 2037 samples, Japanese-to-English 852

(JA⇒EN) - 2008 samples, English-to-Japanese 853

(EN⇒JA) - 2037 samples. 854

C Unaligned Source/Target Words. 855

For English and German, we utilize the Moses 856

tokenizer16. We use jieba17 and MeCab18 for Chi- 857

nese and Japanese, respectively. We use awesome- 858

14https://www.statmt.org/wmt22/translation-task.html
15https://huggingface.co/TigerResearch/tigerbot-13b-base
16https://github.com/moses-

smt/mosesdecoder/tree/master/scripts/tokenizer
17https://github.com/fxsjy/jieba
18https://github.com/SamuraiT/mecab-python3
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Figure 5: POS tags of unaligned source words. We show the top-6 POS tags of USW on the WMT22 EN⇒ZH
test set, and the incremental USW of MT-oriented LLMs mainly lies in nouns (NN) and adjectives (JJ).

align19 (Dou and Neubig, 2021) to obtain the word859

alignments. Unaligned source words (USW) indi-860

cate the number of words in the source text that861

have no corresponding translation in the target sen-862

tence. Unaligned target words (UTW) assess the863

degree to which words are potentially added or864

inserted into the translation without any basis or865

support from the source sentence.866

D Pos tags of Unaligned Source Words867

We examine the top six part-of-speech (POS) tags868

by NLTK toolkit (Bird et al., 2009) of the unaligned869

source words (Figure 5 in Appendix D), and the870

difference mainly lies in nouns (NN) and adjectives871

(JJ). This observation suggests the possibility of872

either increased paraphrasing or a higher degree of873

inadequacy, such as omitted or inserted content.874

E WebCrawl test sets875

To acquire the data, we follow the process outlined876

below:877

• We extract snippets from web pages and use878

an in-house sentence segmentation tool to split879

them into individual sentences.880

• We employ sensitive word filters, language881

identification tools, length ratio checks, and882

perplexity scores to filter out sentences of883

lower quality.884

• We utilize Google Translator to obtain trans-885

lations of the sentences, with a primary focus886

on the Chinese⇔English directions.887

• We calculate COMETkiwi scores and retain888

sentences with scores below 65.889

19https://github.com/neulab/awesome-align

System GoogleMT MicroMT TIM

ZH⇒EN
#Length 56.81 51.38 52.09
Off-Target↓ 1.08% 1.04% 1.82%
USW↓ 13.87% 13.70% 16.52%
UTW↓ 31.29% 25.08% 27.91%

EN⇒ZH
#Length 48.51 47.99 46.57
Off-Target↓ 15.55% 14.08% 22.41%
USW↓ 21.76% 20.23% 25.70%
UTW↓ 16.55% 13.64% 16.39%

Table 7: Experimental results on WebCrawl test sets.
The phenomena observed are consistent with the analy-
sis in Section 3.2, demonstrating the generalizability of
our findings.

In this way, we collected a total of 889 Chinese 890

sentences and 1195 English sentences as our final 891

test set, named WebCrawl test sets. We hire 2 892

annotators who have degrees in English Linguistics 893

to annotate translations. Before formal annotation, 894

annotators were asked to annotate 100 samples 895

randomly extracted from the dataset, and based on 896

average annotation time we set a fair salary (i.e., 897

30 dollars per hour) for them. 898

F Setup 899

For CoDec, we use GoogleMT as the NMT sys- 900

tem, and TIM as the MT-oriented LLM. In partic- 901

ular, we set the threshold as the 50th percentile of 902

COMETkiwi scores of GoogleMT (Hendy et al., 903

2023). We use the MT-oriented LLM to generate 904

the translation only when the COMETkiwi score of 905

the NMT translation is under the threshold. We use 906

beam search with a beam size of 4 for TIM during 907

inference. The decoding and speed measurement 908

processes are performed on a single A100 GPU. 909
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System ChrF SacreBLEU ChrF SacreBLEU ChrF SacreBLEU ChrF SacreBLEU

DE⇒EN EN⇒DE ZH⇒EN EN⇒ZH
WMT-Best 58.5 33.4 64.6 38.4 61.1 33.5 41.1 44.8
GoogleMT 59.1 34.1 64.7 37.5 60.0 29.4 45.8 50.5
MicroMT 58.8 33.9 64.7 37.5 60.0 29.4 45.8 50.5
BayLing-7B 53.6 28.2 53.6 25.7 49.9 20.3 34.5 38.2
TIM-13B 56.9 31.7 60.8 33.2 56.8 26.9 42.4 46.9

RU⇒EN EN⇒RU JA⇒EN EN⇒JA
WMT-Best 68.9 45.1 58.3 32.4 49.8 24.8 36.8 27.6
GoogleMT 69.1 45.7 59.5 34.3 51.8 26.2 37.6 28.2
MicroMT 69.1 45.7 59.6 34.9 49.5 24.6 34.8 25.1
BayLing-7B 60.4 34.7 35.5 14.8 34.7 11.6 9.6 4.5
TIM-13B 65.7 40.4 54.6 28.5 46.3 21.6 29.6 19.7

Table 8: Experimental results on the WMT22 test sets.

Probability of Target Language Probability of Other Languages

GoogleMT MicroMT BayLing TIM GoogleMT MicroMT BayLing TIM GoogleMT MicroMT BayLing TIM GoogleMT MicroMT BayLing TIM
ZH-EN RU-EN JA-ENDE-EN
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Figure 6: Off-target rates (%) of translations. MT-oriented LLMs exhibit a higher prevalence of off-target
translations than NMT systems.

G Terminology Translation910

Terminology translation is an extensively encoun-911

tered application scenario, where the NMT (Neural912

Machine Translation) model is expected to pre-913

cisely handle the provided domain-specific termi-914

nology. In this experiment, we use the prompt915

“{srcWord} means {tgtWord}. Translate916

the following sentences from {src} to917

{tgt}, and muse use the given word918

translations.{line}” for inference of TIM.919

The numbers of sentences on Zh⇒En and De⇒En920

are 2640 and 2963, respectively. The average num-921

bers of terms per segment on Zh⇒En and De⇒En922

are 3.8 and 1.1, respectively. We only highlight a923

few systems that achieved the best performance924

on specific metrics in the competition findings925

(Semenov et al., 2023). Lingua Custodia, which926

utilizes a specialized Transformer architecture to927

ensure the inclusion of given terminology in the928

translation. Additionally, the UEDINLLM employs929

ChatGPT with prompts specifically designed for930

terminology translation.931

H Different from traditional NMT with 932

additional language models 933

Traditional language models, such as causal lan- 934

guage models are usually used as decoder initial- 935

ization or reranking to improve fluency. We do not 936

consider the prediction probabilities of LLMs dur- 937

ing the decoding process of NMT. Instead, we treat 938

LLMs as independent translation systems and in- 939

troduce speculative execution as a fusion approach 940

for NMT systems and MT-oriented LLMs. 941

I About speedup 942

The time consumption of the Hybrid Threshold is 943

the sum of the inference time for both the NMT 944

systems and the MT-oriented LLM, whereas the 945

CoDec requires only the inference time of the 946

NMT systems and a small amount of calculation 947

of the LLM. Considering the relatively negligible 948

time consumption of Google Translate, we did not 949

specifically factor in its inference time in our anal- 950

ysis, as it does not significantly impact the overall 951

performance comparison. 952
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input:江西3年内将培训万名乡村小学音体美教师-新华网

NMT System

Jiangxi will train 10,000 rural primary school phonetic and physical beauty teachers within 3 years-Xinhuanet

Step2: Verify

MT-oriented LLM

Write a response that appropriately completes the request. \n\n ### Request: \n Translate from Chinese to English \n 江西3年内将培训万名乡村小学音体

美教师 \n\n ### Response: Jiangxi will train 10,000 rural primary school phonetic and physical beauty teachers within 3 years-Xinhuanet

Step1: Draft

Step3: Re-decoding

Output: Jiangxi will train 10,000 rural primary school teachers in music, physical education and art in three years - Xinhuanet

MT-oriented LLM

Write a response that appropriately completes the request. \n\n ### Request: \n Translate from Chinese to English \n 江西3年内将培训万名乡村小学音体

美教师 \n\n ### Response: Jiangxi will train 10,000 rural primary school 

teachers in music, physical education and art in three years - Xinhuanet

Figure 7: Cooperative Decoding. The NMT model generates the initial translation (referred to as draft), and the
MT-oriented LLM assesses the quality of the draft and takes over from the error position, performing verification
and re-decoding steps (Verify and Re-decoding).

System Translation

Terminology/abbreviations
Source Art. 18 GDPR: Right to restriction of data processing if the requirements Art. 18 para 1 lit. a to d are fulfilled.
GoogleMT 艺术。 GDPR第 18条：如果满足第 18条的要求，则有权限制数据处理。 18段 1字。 a到d均满足。
TIM 《通用数据保护条例》第 18条：如果满足第 18条第 1款 a至 d项的要求，则有权限制数据处理。

Ill-informed text
Source 批《道路机动车辆生产企业及产品公告》中，江淮
GoogleMT In the batch of "Announcement of Road Motor Vehicle Manufacturers and Products", JAC
TIM In the "Road Motor Vehicle Manufacturers and Products Announcement", Jianghuai

Complex，Repetition-containing
Source let mut v = vec![10, 20, 30]; let handle = thread::spawn(|| v.push(10); );
GoogleMT 让 mut v = vec![10, 20, 30];让句柄 = thread::spawn(|| v.push(10); );
TIM let mut v = vec! [10,20,30]; let handle = thread::spawn (|| v.push (10); );

Table 9: Case Study. We present examples of several translation challenges that pose difficulties for NMT systems
but are effectively mitigated by MT-oriented LLMs.
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