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Abstract

Evaluating the open-form textual responses generated by Large Language Models
(LLMs) typically requires measuring the semantic similarity of the response to a
(human generated) reference. However, there is evidence that current semantic
similarity methods may capture syntactic or lexical forms over semantic content.
While benchmarks exist for semantic equivalence, they often suffer from high
generation costs due to reliance on subjective human judgment, limited availability
for domain-specific applications, and unclear definitions of equivalence. This
paper introduces a novel method for generating benchmarks to evaluate semantic
similarity methods for LLM outputs, specifically addressing these limitations.
Our approach leverages knowledge graphs (KGs) to generate pairs of natural-
language statements that are semantically similar or dissimilar, with dissimilar
pairs categorized into one of four sub-types. We generate benchmark datasets in
four different domains (general knowledge, biomedicine, finance, biology), and
conduct a comparative study of semantic similarity methods including traditional
natural language processing scores and LLM-as-a-judge predictions. We observe
that the sub-type of semantic variation, as well as the domain of the benchmark
impact the performance of semantic similarity methods, with no method being
consistently superior. Our results present important implications for the use of
LLM-as-a-judge in detecting the semantic content of text. Code is available at
https://github.com/QiyaoWei/semantic-kg and the dataset is available at
https://huggingface.co/datasets/QiyaoWei/Semantic-KG.

1 Introduction
Large language models (LLMs) are increasingly being adopted across diverse domains [3], where
their usage is shifting beyond simple question-answering, towards applications involving language
parsing and understanding [10]. For example, LLMs in retrieval-augmented generation (RAG)
applications might be required to review and synthesize large quantities of text, containing potentially
contradictory findings, to identify passages relevant to a user’s query. In addition, LLMs are being
used to verify the outputs of other text generation methods, such as the LLM-as-a-judge paradigm,
which asks LLMs to simulate ground-truth feedback when the problem is not easily verifiable. It
is clear that having robust and reliable LLM evaluation pipelines are crucial in these situations [23]
otherwise we run the risk of deploying models that perform suboptimally in real-life applications,
potentially leading to incorrect decisions, user dissatisfaction, or even serious consequences in
high-stakes applications like biomedicine [34].

When parsing large textual corpora it is important these LLMs detect semantic rather than
syntactic content. Two pieces of text might be syntactically similar, in terms of their token-
content, but semantically dissimilar, in terms of their overall meaning (see Figure 1). There is
a rich suite of semantic similarity methods from the natural language processing (NLP) field,
such as token-based methods (e.g. ROUGE, BLEU) and language-embedding models [15, 21].
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“Our planet orbits the Sun, and 
has the Moon as a natural 

satellite”

“The Earth revolves around the 
Sun, while the Moon is in orbit 

around the Earth.”

ROUGE-1 
0.48

ROUGE-L 
0.41

Semantically Similar
Syntactically Dissimilar

“The Earth orbits the Sun, and the 
Moon orbits the Earth.”

“The Earth orbits the Moon, and 
the Sun orbits the Earth

ROUGE-1
1.0

ROUGE-L
0.82

Semantically Dissimilar
Syntactically Similar

Figure 1: Difference between semantic and
syntactic variations. Two text samples that are
syntactically different but semantically equiva-
lent (top), and syntactically similar but semanti-
cally different (bottom). ROUGE-1 and ROUGE-
L scores are shown for each statement pair, high-
lighting the limitations of these methods to detect
semantic meaning.

However commonly used metrics such as ROUGE
and BLEU have been shown to capture surface
similarity while ignoring semantic content and
can fail in the presence of small perturbations to
text that alter their meaning [24, 9, 18]. As LLMs
are increasingly deployed to diverse applications
requiring deep textual understanding, it is essential
to ensure that they can capture subtle variations
in the semantic meaning of text. Additionally, in
the LLM-as-a-judge paradigm, it is important for
evaluation metrics to reflect the semantic content
of responses rather than rewarding superficial sim-
ilarities. There is therefore a need for high-quality
semantic similarity benchmarks, i.e. benchmarks
that can test semantic similarity methods across a
range of diverse domains.

Several benchmark datasets exist to test a model’s
ability to detect semantic equivalence between
text, such as the STS benchmark, Winograd, and
MRPC [2, 12? , 8]. There are also domain-specific
benchmarks like BIOSSES for testing semantic
equivalence in the biomedical domain [31]. How-
ever, these benchmarks are often costly to gener-
ate, relying on expensive human judgement [5, 4].
Furthermore, it is often not clear how semantic
equivalence is defined, with several of these bench-
marks relying on subjective human judgement rather than a clear notion of semantic equivalence [40].
Despite efforts to reduce human judgment subjectivity via annotation guidelines and structured scores
such as Likert scales [2], human annotations may still be conflicting or unavailable for a specific
domain.

Contribution In this paper we introduce a scalable knowledge-graph (KG) based framework for
generating semantic similarity benchmark data for any domain. The key advantage of our approach
is that we can specify the semantic content of a natural language statement and directly control
the semantic similarity/dissimilarity through KG perturbations, allowing us to generate a semantic
similarity benchmark without having to rely on human judgment. Our contributions in this paper are
threefold: (C1) We introduce the Semantic-KG framework that can generate semantic benchmark data
containing targeted semantic variations in text. (C2) We publish a version of this dataset containing
text from four different domains: General-knowledge, Biomedicine, Finance, and Biology. (C3)
We assess the performance of several semantic-similarity methods including LLM-as-a-judge, and
traditional NLP methods on our benchmark, presenting a comparison of how different methods
compare at evaluating the semantic similarity of statements from various domains and contexts. The
paper is organised as follows: In section 2, we present our semantic similarity benchmark based on
KGs. Then, we summarize the works related to benchmarks for measuring semantic similarities.
Finally, we benchmark the performance of semantic-similarity methods across the generated datasets.

2 The Semantic-KG Framework
Our framework seeks to generate benchmark datasets to evaluate the ability of semantic textual
similarity (STS) methods such as LLM-as-a-judge, ROUGE, BLEU etc. to detect variations in the
semantic content of text. We use knowledge graphs (KGs) which represent the semantic relationships
between entities across diverse domains. A KG represents relationships as a graph, storing the entities
as nodes and the relationships as edges. The data can be stored in a triple format consisting of a
source-node, relation, and target-node.

Generating our benchmark involves several key stages (see Figure 2). First, we apply perturbations to
KGs to subtly alter the semantic relationships between entities, applying one of 4 perturbation-types,
corresponding to different types of semantic variation in text. Next we use an LLM to generate textual
statements grounded by the original and perturbed KGs. These generated statements are used to form
similar and dissimilar statement pairs that can be used as an evaluation benchmark dataset (see Figure
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3). To ensure the quality of all LLM generated statements, each statement undergoes a validation
step to ensure we can reconstruct the KG using the generated text. Our framework can be applied
to any domain for which KGs are available, enabling the scalable generation of semantic-similarity
evaluation benchmarks across a wide range of domains.

In this section we detail the four key steps of the proposed method: 1) Subgraph sampling, 2)
Subgraph perturbation, 3) Response generation, 4) Response validation.

Figure 2: Overview of the Semantic KG Framework. Semantic KG consists of 4 stages: 1)
Sampling: A subgraph is sampled from a knowledge-graph dataset, 2) Perturbation: The knowledge-
graph is perturbed, 3) Generation: Textual statements are generated from the subgraph and perturbed
subgraphs, 4) Validation: Statements are validated for correctness using reconstruction accuracy.

2.1 Subgraph sampling
In the first stage of generation we sample a subgraph from a KG database. A KG database stores
knowledge in a particular domain in the form of nodes describing individual entities, and edges
describing relationships between entities.

As a first step, we randomly select a node in the KG as the seed node. Then, we perform subgraph
sampling by traversing the node’s neighbors in a breadth-first search (BFS) manner, such that between
5 and 20 neighbors are randomly selected for exploration. To ensure diversity of nodes, we also
reduce the selection probability of visiting nodes of a given type (e.g. nodes of type ”Person”) once a
node of a that type has been visited. We use BFS rather than depth-first search (DFS) for the same
reason, namely to encourage exploration in node diversity when sampling the subgraph. The total
number of nodes and edges in the sampled subgraphs are shown in Table 5 and 6.
2.2 Subgraph perturbation
We next introduce a set of perturbations into the sampled subgraphs to modify the semantic content
of the subgraph. The goal of a perturbation is to alter the semantic content of a subgraph in a targeted
manner. The perturbations we apply either remove existing information, or modify information.
Perturbations are applied both to entities contained within the subgraph, through perturbations to
nodes, and the relationships between entities, by targeting edges. We apply perturbations of the
following types:

• Node Removal: A node is randomly removed from the subgraph. All edges between the
removed node and its neighbours are also removed. Nodes are only removed if connected
nodes in the subgraph have at least 2 neighbours to avoid creating isolated nodes.

• Node Replacement: A node is randomly replaced with another node and all edges to and
from the old node are modified to point to and from the new node. To ensure the sampled
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node maintains logical consistency with the existing subgraph, the node is only replaced
by nodes of same type. For example a node of type ”Person” would only be replaced by
another person.

• Edge Removal: An edge is randomly removed between 2 nodes. As with node removal, an
edge is only removed if both nodes have at least 2 edges to avoid creating an isolated node.

• Edge Replacement: The value of an edge is randomly replaced with a new value. An edge-
replacement value is chosen such that it modifies the meaning of the triple. For example,
for the triple (“benidipine”, “increases effect”, “bradycardia”), a valid edge-replacement
value for “increases effect” might be “decreases effect”. Or for the triple (“Henry VIII”,
“child”, “Elizabeth I”), “parent” or “spouse” would be a valid replacement for “child” as
this fundamentally alters the relationship. For each dataset a custom mapping was manually
defined, specifying the allowed edge-replacements for a given edge-value. Please see
Appendix H for the defined mapping for each dataset.

A random number of perturbations between 1 and 70% of the total number of nodes in the graph was
applied to any given subgraph, to ensure variability in the semantic similarity between a subgraph
and perturbed subgraph pair.

For the benchmark presented in this paper our choice of perturbation was arbitrary, aiming to address
common forms of semantic variation such as missing or conflicting information. However, the
flexibility of our framework allows for the incorporation of new perturbations tailored to specific
applications, such as the introduction of noise or irrelevant information, in future benchmarks.

2.3 Response generation
In this stage we convert the subgraph and perturbed subgraphs into natural-language statements
using an LLM. First, each subgraph is converted into a triple format, consisting of “source-node”,
“relation”, and “target-node” tuples. The number of triples per subgraph is equal to the number of
edges (see Tables 5 and 6). An LLM is then instructed to generate a natural-language statement
using all provided triples. Few-shot examples are used to encourage the LLM to express logical
relationships that may not be explicitly represented by individual triples. For example given the
triples: (“Norway”, “member of”, “Organisation for the Prohibition of Chemical Weapons”) and
(“Colombia”, “member of”, “Organisation for the Prohibition of Chemical Weapons”), the LLM
might choose to represent this as a single statement: “Both Norway and Colombia are members of
the Organisation for the Prohibition of Chemical Weapons”. Please see Appendix I.2 for the full
prompt used for each dataset.

We refer to the generated statements for the original subgraphs as “original statements”, and the
generated statements for the perturbed subgraph as “perturbed statements”. For each subgraph, we
generate at least two different original statements to form semantically similar pairs and one perturbed
statement containing one of the four previously mentioned perturbations to form a semantically
dissimilar pair (using one of the original statements as the other statement in the dissimilar pair).

For details on the models and parameters used for generation please see Appendix C.1.

2.4 Response validation
Finally, we perform validation on each statement to ensure its quality. In this stage we use an LLM
to reconstruct a subgraph using a generated statement. This reconstructed KG is compared for
equivalence to the original subgraph to score it for correctness. Response validation occurs in two
stages: entity-extraction and KG-extraction. In the first stage an LLM is provided with a generated
statement and a list of entity-types (e.g. “Person”, “Place”, etc.) and instructed to extract all entities
from the generated statement. The list of entity-types is generated on a per-dataset basis based on all
types within the full KG dataset. The entity-extraction prompt uses a one-shot example. In the second
stage an LLM is provided with the response, the entities extracted in the entity-extraction stage, and a
list of valid edge-types. As with entity-extraction, the list of valid edges is generated on a per-dataset
basis based on the full KG dataset. The LLM is then instructed to generate triples describing the
relationships between all the provided entities using the generated statement. The KG-extraction
prompt uses three-shot examples. For full details of the prompts, models and generation parameters
used for entity-extraction and KG-extraction, see Appendix C.1 and I.3.

When comparing the reconstructed triples to the original triples, post-processing is applied to both
sets of triples. In this step all entities are made lower-case, stop-words and whitespace are removed,
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and each entity is lemmatized. This ensures the comparison does not penalize trivial differences
between entities, such as “The United Kingdom” and “United Kingdom”. A generated response is
only considered valid if the reconstructed triples exactly match the original triples. This ensures that
all generated statements accurately reflect the KG structure of the original subgraph.

3 Dataset Overview

Table 1: Summary Statistics for Semantic-KG Dataset. See Appendix D for extended statistics

Number of Statements Avg Word Count
Dataset Name Perturbation Type

Codex Edge Deletion 114 158.94
Edge Replacement 82 154.79
Node Removal 134 141.46
Node Replacement 171 143.96

FinDKG Edge Deletion 75 120.45
Edge Replacement 127 112.35
Node Removal 159 100.27
Node Replacement 135 112.90

Globi Edge Deletion 167 205.99
Edge Replacement 145 199.19
Node Removal 200 189.70
Node Replacement 148 205.87

Oregano Edge Deletion 218 118.03
Edge Replacement 478 86.91
Node Removal 174 105.25
Node Replacement 162 123.65

In this section, we describe the 4 KG datasets used to generate the benchmark dataset we publish with
this manuscript. The flexibility of this framework will allow this benchmark to be expanded to any
KG dataset from any domain. To generate a semantic similarity benchmark for a new domain, a KG
must contain triples consisting of the name and type of a source and target node, and a description
or name of the edge between the source and target node. Summary statistics for our benchmark are
shown in Table 1.

• Codex[26] A general-knowledge KG based on WikiData [37] containing 77,951 entities
and 69 relations based on Wikipedia data.

• Oregano[1] A biomedical KG containing data on relationships between drug compounds
and biological entities. The dataset contains 11 types of node and 18 types of edge.

• FinDKG[14] A financial KG containing 13,645 entities and 15 relations representing global
economic and market trends.

• Globi[22] A biology KG containing global biotic interaction data such as predator-prey
relationships and pollinator-plant relationships.

4 Dataset Validation

To validate the quality of our generated dataset we performed analyses to evaluate the generated
statements for correctness and linguistic naturalness.

Correctness: To validate the robustness of the response-validation step, we performed a manual
spot-check experiment where a human annotator manually scored 100 generated statements (50
from original subgraphs; 50 from perturbed subgraphs) for correctness (see Table 2). A statement
was evaluated as correct if it accurately and completely reflected the semantic content of its source
subgraph without introducing extraneous information. 99% of evaluated statements were evaluated
as correct.
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Table 2: Summary of Manual Spot-Check Val-
idation Results for the Generated Dataset.

Metric Sample
Size

Num.
Annotators

Result
(%)

Correctness 100 1 99
Naturalness 100 2 75

Naturalness: We next evaluated linguistic nat-
uralness to ensure the generated data resembled
real-world text. First, we analysed generated re-
sponses using a suite of standard NLP metrics to
assess the readability, lexical characteristics, and
syntactic complexity of the generated data (see
Appendix E). The statements matched academic
paper readability (Flesch 10-30 range), and exhib-
ited high lexical diversity, typical of specialized academic writing. Additionally, statements were
similar in syntactic complexity to academic literature, though with shorter sentences and slightly
lower noun ratios. We additionally performed a manual spot-check for naturalness (see Table 2). Two
human annotators independently scored the same 100 statements from the correctness check, rating
each for linguistic fluency and “naturalness”. A statement was considered natural if both annotators
agreed. In this evaluation, 75% of statements were rated as natural.

5 Related Works
In this section we summarize the related works focusing on four areas (1) Automated pipelines to
generate LLM evaluation data (2) LLM-as-a-judge evaluation data (3) Semantic similarity benchmarks
(4) Using KGs for LLM validation.

Automated pipelines to generate LLM evaluation data Several works propose automated
pipelines to generate LLM evaluation data. For instance, [7] use word-order perturbations to create
natural-language inference data that introduce contradictions into textual statements. [27] uses
sentence templates to introduce perturbations into text that impact on properties of the text such as
introducing contradictions or irrelevant information. Additionally, [32] uses WikiData [37] to intro-
duce different types of knowledge conflicts into text to assess the impact on LLM behaviour. Despite
the success of these works they largely consist of simple English-language or general-knowledge
statements that may not be applicable to more complex domains such as biomedicine or finance.

LLM-as-a-judge evaluation data Several benchmarks exist with applications for LLM-as-a-judge
evaluations. For instance, MTBench [41] establishes a platform to evaluate LLMs based on open
interactions with users and user ratings. These benchmarks often rely on agreement with subjective
human preferences. As such, it is unclear whether these benchmarks specifically measure a model’s
capability to capture semantic content rather than any other human rating preference. [33] proposes an
LLM-as-a-judge benchmark based on factual accuracy that can also be applied to new datasets. This
approach is limited to datasets with a ground-truth answer and restricted outputs, such as question-
answering. Additionally, these benchmarks only evaluate a judge on its capability to distinguish
correct answers from incorrect ones, but not a judge’s ability to detect more subtle variations in
semantic content.

Semantic similarity benchmarks Within the semantic textual similarity (STS) field there are
several widely used benchmarks. SemEval [2] aggregates different benchmarks for evaluating various
capabilities of STS methods, such as sentiment analysis, toxicity capture, and temporal relations.
[12] proposes the Winograd scheme challenge, consisting of pairs of sentences with a referential
ambiguity in the two sentences. Commonly used STS benchmarks typically contain human-annotated
sentence pairs, and primarily focus on general domains [17, 19]. There are also a small number
of domain-specific STS benchmarks. BIOSSES [31] contains sentences annotated for similarity
from the biomedical literature, MedSTS [38] consists of expert-annotated sentence-pairs for clinical
applications, and [? ] contains questions related to COVID-19, annotated for similarity. To our
knowledge, there are no widely used STS benchmarks specific to domains outside of biomedicine.
Additionally, most of these benchmarks rely on human annotation, making them costly to generate,
and for some complex domains, finding expert annotators may not be possible.

Using Knowledge Graphs for LLM validation KGs have been used as components in LLM
validation systems (e.g. RAG), but there is limited work using KGs to explicitly construct benchmark
datasets [13]. [16] also use a KG to construct evaluation data, using KGs to generate simple factual
statements for accuracy evaluation in LLMs. Unlike our work they do not focus on constructing
benchmark data for assessing semantic similarity, additionally the focus of this work is on factual
accuracy and correctness rather than subtle semantic changes.
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6 Experiments
6.1 Task Setup
The generated benchmark dataset consists of semantically similar pairs of statements generated
from the same subgraph, labeled 1. These form half of the samples in the dataset. The other
half consist of semantically dissimilar pairs of samples generated from a subgraph and perturbed
subgraph respectively, labeled 0 (see Figure 3). The dissimilar pairs are further categorized into the 4
perturbation sub-types (section 2.2) to allow the results to be stratified according to semantic variation
type. In the evaluation task the semantic-similarity model or method is tasked with predicting the
label of the natural-language statement pairs.

Generating Positive Pairs

Generating Negative Pairs

Task

Prompt
Are the following 2 statements
semantically similar?

“William Shakespeare was a playwright
born in Stratford-upon Avon”

“William Shakespeare, who had the
occupation of playwright, was born in
Stratford-upon Avon”

“Yes”

Label = 1
✓

“William Shakespeare 
was a playwright born in 
Stratford-upon Avon”

“William Shakespeare, 
who had the occupation 
of playwright, was born 
in Stratford-upon Avon”

Response Pair

Label

1

“William Shakespeare 
was a playwright born in 
Stratford-upon Avon”

Response Pair

“William Shakespeare 
was a playwright born in 
London”

Original 
Subgraph

Original 
Subgraph

Perturbed 
Subgraph

Label

0
Scoring

Figure 3: Overview of the Semantic KG Task. Positive response pairs top left, are generated by
sampling 2 responses from the same subgraph. Negative response pairs bottom left are generated by
sampling a response from the original subgraph and a perturbed subgraph. The model is tasked with
predicting the label of the response pairs.

In the Results Section 6.2, we apply this task to 3 types of semantic-similarity method: 1) LLM-
as-a-judge, 2) Embedding-models and 3) NLP methods (e.g. ROUGE and BLEU). For LLMs,
both statements are formatted into a prompt, and the LLM is asked whether the two statements
are semantically similar. For full details of the prompt see Appendix I.1. For embedding models,
we embed the two statements and compute the cosine similarity, and for NLP methods we simply
compute the metric for the statement pair. For methods that output a continuous score, the score must
be converted to a binary label using a threshold. To compute this threshold we split the data into
validation and test data and find the threshold that maximizes the F1-score using the validation data.
The test data is then used to report the final results. For LLMs we only report results for the test data.

6.2 Results
Figures 4 and 5 show the results for different semantic-similarity methods on our benchmark, stratified
by perturbation-type and dataset respectively.

Stratification by perturbation-type revealed disparities in performance across all semantic sim-
ilarity methods, depending on the type of perturbation applied with statistical analysis revealing
a significant effect of perturbation type for both node-removal (β = 0.124, p = 0.039) and node-
replacement (β = 0.155, p = 0.01). Many methods appear to under-perform when distinguishing
between statements that differ as a result of edge perturbations compared to node perturbations.
Interestingly, the relative superiority of LLMs compared to classic NLP methods appears to depend
on the perturbation-type. When perturbing edges, LLMs appear to match or out-perform traditional
methods, especially state-of-the-art models, with statistical analyses revealing a significant interaction
effect between perturbation-type and method for GPT-4o (GPT4o x edge-replacement: β = 0.184,
p = 0.031). However for node perturbations, such as node-deletions, the traditional methods actually
out-perform the majority of LLMs with statistical analyses revealing a significant interaction effect
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Figure 4: Semantic Performance by Perturbation-Type. Performance (F1 Score) of different
semantic similarity models stratified by perturbation-type. Error-bars display Clopper-Pearson 95%
confidence intervals.
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Figure 5: Semantic Performance by Dataset. Performance (F1 Score) of different semantic
similarity models stratified by dataset. Error-bars display Clopper-Pearson 95% confidence intervals.
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between perturbation type and model for Sentence-T5-Base (Sentence-T5-Base x node-removal:
β = 0.260, p = 0.002; Sentence-T5-Base x node-replacement: β = 0.216, p = 0.011). See Table
14 for full statistical analysis results. This has important implications for real-world applications of
semantic-similarity methods. LLMs might be better suited for applications that require detecting
variations in the relationships between entities in a statement, for example detecting contradictions in
text. However traditional methods likely suffice for settings that simply involve detecting whether
statements encompass the same entities.
Stratification by dataset also revealed disparities in performance, though these were less pro-
nounced for LLMs than for perturbation-type disparities, and significant effects were only observed
for one interaction (see Table 14 for full results). All methods appeared to show strong performance
on the general-knowledge dataset (Codex), with slightly lower performance on domain-specific
datasets such as Globi and FinDKG, though a marked performance drop was observed for Sentence-
T5-Base (Sentence-T5-Base x Globi: β = −0.413, p = 0.002. Performance disparities were
higher among traditional NLP methods with Bertscore outperforming all methods including LLMs
on Globi, yet reductions in performance observed for the finance dataset (FinDKG) for methods
such as ROUGE1 and ROUGEL, though this effect was not observed to be statistically significant
(Rouge-1 x FindKG: β = −0.236, p = 0.081). A closer inspection of results, (see Appendix F.2)
reveals that this performance drop was largely driven by poor performance for edge-replacement
perturbations, further highlighting the insufficiency of these methods to detect modifications in textual
relationships. Additionally, the relative benefit of LLMs appeared to be domain-dependent with some
LLMs under-performing for certain domains such as Globi and Oregano, whereas other LLMs such
as Gemini-1.5 Pro, showed superior performance on domain-specific datasets like Oregano. These
results highlight that semantic-similarity performance in one domain may not necessarily translate to
performance in another. As more datasets are adopted into this framework, this will further elucidate
the strengths and weaknesses of different methods within domain-specific applications.

By applying our framework to four diverse domains and evaluating a range of semantic similarity
methods, we demonstrate that both traditional metrics and modern LLMs can display notable
weaknesses — particularly for perturbations such as relationship changes. Our findings emphasize
the importance of domain-specific and semantic-aware evaluation, showing that method performance
can vary widely depending on the nature of the semantic variation and the target domain.

7 Discussion

In this work, we introduced the Semantic-KG framework, a scalable and domain-agnostic method for
generating high-quality semantic similarity benchmarks using knowledge graph (KG) perturbations.
Our framework enables fine-grained control over semantic variations and supports benchmark creation
across any domain with an available KG, without relying on human annotation which is both
expensive and subjective. Furthermore, our benchmark enables straightforward comparison of STS
methods, addressing the important challenge of automatic and scalable STS dataset generation. In our
experiments, we show that performance across all STS methods (embedding models, LLM-as-a-judge,
etc) vary depending on the type of KG perturbation and the domain of the KG, and LLMs are not by
default the best choice for STS tasks.

Using our novel Semantic-KG framework, we benchmarked several semantic similarity methods,
revealing nuances in their performance with important implications for real-world applications
of LLMs. The strong performance of NLP methods on node-perturbations suggests they may be
sufficient in contexts that simply rely on detecting the presence or absence of entities in text. For
example, in a RAG system designed to return documents relevant to a user’s query, it may be sufficient
for a system to detect whether a document contains information on “Quantum Entanglement” vs.
“Quantum Computing”. However, if RAG systems are involved in synthesising that information,
particularly in high-stakes domains like medicine, then the inability of these methods to detect
edge-perturbations may pose risks. For example, an LLM might need to distinguish between a paper
stating, ”Drug A treats disease X” and another claiming ”Drug A causes side-effect similar to disease
X”, and failure to do so may present a risk to patients.

Furthermore, domain-specific performance variations may present risks in certain applications. An
investment firm relying on LLMs to summarize financial reports might use traditional metrics like
ROUGE, or LLM-as-a-judge, to validate the relevance of LLM-generated summaries, by comparing
these to source documents. The marked decrease in performance of ROUGE on FinDKG, could
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lead to an NLP-based verifier failing to detect incorrect information in a report, particularly if
that information relates to relationships between entities. Additionally LLMs can underperform
in domains like biology (Globi) compared to their general knowledge performance emphasizing
that deploying an LLM in a high-stakes field like biomedicine requires rigorous, domain-specific
validation.

Our framework and our presented results demonstrate that validating the outputs of LLMs in real-
world settings necessitates a granular understanding of semantic content. By introducing a framework
that can precisely target different types of semantic variations across diverse domains, our approach
facilitates a more informed selection and fine-tuning of LLMs and semantic-similarity tools. This
is vital for ensuring that these powerful models perform reliably and safely, preventing incorrect
decisions and building user trust, especially as they become increasingly integrated into critical
applications. Future work will focus on expanding the diversity of KG datasets and perturbation types
to further refine our understanding and evaluation of LLM semantic understanding.

8 Limitations & Future Work

This paper presents a novel benchmark for semantic similarity evaluation, though it is not without its
limitations.

(1) Dependency on Knowledge Graph Availability and Quality: The availability and quality of
the generated benchmarks depends on the availability of high-quality KGs. For some domains, KG
datasets may not be available, or they may be of low quality containing inaccurate or incomplete data,
which will impact the quality of the generated textual pairs. (2) Scope of Semantic Variations: Our
current benchmark applies perturbations designed to create clear semantic distinctions. However
real-world semantic variations are likely complex and not well captured by simple node or edge
deletions and replacements, such as variations in intent or implicature, changes in tone, or context-
dependent changes in meaning. Our framework is flexible to many perturbation types and future work
might seek to apply more complex, realistic perturbations to generate benchmark data. Additionally,
we might explore methods to control the semantic closeness of candidate replacement nodes using
techniques such as embedding models, to understand how this impacts on the performance of different
methods. However it is likely that some real-world semantic variations will not be well captured
by structural knowledge-graph perturbations. Nonetheless our benchmark identified key limitations
of different semantic-similarity methods highlighting that even simple semantic perturbations still
have utility for evaluating these methods. (3) Statement Validation: The validation step, relying
on KG reconstruction accuracy, primarily ensures the generated text is grounded in and reflects the
subgraph. It may not fully capture other aspects of textual quality, such as fluency, naturalness, or the
absence of unintended connotations, which could subtly influence how methods perceive similarity.
(4) Limitations of Knowledge-Graphs for encoding semantic knowledge: One key limitation
of using knowledge-graphs to encode semantic knowledge is that they inherently operate under a
closed-world assumption [25] whereby missing information is assumed false, however this may
not capture the incompleteness or evolving nature of the knowledge encoded in datasets generated
using our framework. In future work, a more nuanced evaluation might explore how performance
of different semantic-similarity methods varies under an open-world assumption. (5) Limitations
on reliance on LLMs for generation: Our framework relies on LLMs to generate benchmark data.
Though all generated samples are validated and grounded in a knowledge-graph, LLM generated
textual data may still differ in distribution from real-world text, potentially introducing subtle biases.
This framework is not intended to replace real human-labelled data, though still offers a valuable tool
for identifying weaknesses in semantic-similarity methods, where data is scarce or human labelling
too costly. (6) Simple task setup: Our current benchmark only evaluates semantic-similarity methods
in the simple binary setting, however graded annotation schemes inspired by human-labeled datasets
[2] might be incorporated into future versions of our dataset, using metrics such as perturbation-
count or graph similarity measures [28]. (7) Limitations of subgraph-size: The success of the
generation and validation pipeline in our framework declines at higher subgraph sizes (>12 triples;
see Figure 7), which limits the size of generated statements. As LLMs improve we hope to build on
our framework to encompass larger subgraphs, which will allow for the generation of more complex
semantic-similarity benchmarks.
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NeurIPS Paper Checklist

1. Claims
Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?
Answer: [Yes]
Justification: The claims made in the abstract and introduction focus on the paper’s core
contribution - proposing an automatic and scalable pipeline for generating semantic similarity
benchmarks.
Guidelines:

• The answer NA means that the abstract and introduction do not include the claims
made in the paper.

• The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: A detailed discussion of limitations can be found at the end of the main paper.
Guidelines:

• The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate ”Limitations” section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs
Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
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Answer: [NA]

Justification: This paper proposes a pipeline for generating benchmarks. Therefore there are
no theoretical results.

Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental result reproducibility
Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: We provide the full dataset and the full code pipeline along with the submission.

Guidelines:

• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived

well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
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Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?
Answer: [Yes]
Justification: We provide the full dataset and the full code pipeline along with the submission.
Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental setting/details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?
Answer: [Yes]
Justification: Training details and prompts are briefly discussed in the main paper, and all
relevant details can be found in the appendix.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.
7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?
Answer: [Yes]
Justification: Error bars are included in all figures of the paper, including the method of
generating the error bars.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The authors should answer ”Yes” if the results are accompanied by error bars, confi-

dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).
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• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
• It should be clear whether the error bar is the standard deviation or the standard error

of the mean.
• It is OK to report 1-sigma error bars, but one should state it. The authors should

preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments compute resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: Compute resource details can be found in the appendix.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual

experimental runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code of ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: We have reviewed the NeurIPS Code of Ethics, and we confirm that this paper
conforms with the code in every respect.

Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).

10. Broader impacts
Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]

Justification: Broader impact statement can be found in the supplementary materials.

Guidelines:

• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal

impact or why the paper does not address societal impact.
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• Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?
Answer: [NA]
Justification: The paper poses no such risks.
Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?
Answer: [Yes]
Justification: We cite all original papers, code packages, and datasets that we use.
Guidelines:

• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of

service of that source should be provided.
• If assets are released, the license, copyright information, and terms of use in the

package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.
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• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [Yes]

Justification: We release the full dataset and code along with the paper submission, and we
include a detailed description in the paper.

Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and research with human subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]

Justification: This paper does not involve crowdsourcing nor research with human subjects.

Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional review board (IRB) approvals or equivalent for research with human
subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]

Justification: This paper does not involve crowdsourcing nor research with human subjects.

Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.
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• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.

16. Declaration of LLM usage
Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.
Answer: [Yes]
Justification: We thoroughly discuss the role of LLM generation, as well as ways to verify
the generated result is correct.
Guidelines:

• The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

• Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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A Ethical Disclosure

(1) Fairness/Bias Risks: This work used data derived from open-source datasets that may contain
biases. Indeed, several works report that Wikidata, upon which Codex is based, exhibits over-
representation of certain genders and ethnicities [29, 6], while our analysis into the representation of
geographical areas in FindKG (Figure 6), reveals a bias towards higher income countries. Semantic-
similarity evaluations conducted using our benchmark, might mask biases in evaluated models or
methods. We recommend that evaluations conducted using this benchmark are complemented with
dedicated fairness and bias assessments. (2) Data-Quality: All generated statements within our
framework undergo validation to ensure their faithfulness to the underlying knowledge-graphs these
statements are derived from. Nonetheless, the underlying datasets used within this work may contain
data-quality issues [30] such as errors or factual inconsistencies. Evaluations using our benchmark
should focus on semantic-similarity performance and not factual accuracy, for which dedicated
benchmarks already exist [11]. (3) Environmental Impact: Generation of our benchmark dataset
required three LLM calls per generated statement: one for generation and two for each stage of
response validation, totalling approximately 24,000 LLM calls per dataset. Expanding this framework
to new datasets could lead to substantial carbon emissions. The high number of LLM calls reflects
the currently low success rate of response validation. We anticipate that improvements to generation
and validation will reduce the required number of calls, minimising the environmental footprint of
our framework. (4) Misuses: We emphasize that this benchmark is designed for evaluating semantic
similarity and should not be used to train new models where doing so risks reinforcing biases and
factual inaccuracies present in the source data.

Figure 6: Distribution of Country Nodes by Income-Level in FindKG Percentage of Total
Geopolitical Entity Nodes (’GPE’) in FindKG belonging to different income-levels according to the
World-Bank income groups classification [39]

B Broader Impact Statement

Impact Statement This paper introduces a framework whose goal is to advance the field of
machine-learning. As LLMs are deployed to high-stakes domains it is essential we can validate their
outputs, particularly in domains where incorrect outputs may pose risks. Many methods exist for
validating language-model outputs, but it is not clear whether these methods can detect nuanced
semantic variations. Semantic-textual similarity benchmarks exist for this purpose but are often
limited in scope and generating new benchmarks for novel domains may be costly. We introduced this
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framework to aid researchers and developers to better explore the strengths and limitations of methods
such as LLM-as-a-judge, identifying potential failure modes. Our existing benchmark may provide
some initial insights that could be significant for LLM applications in domains such as biomedicine
and finance, but we also hope researchers can expand this benchmark to new domains using our
framework. Finally, our benchmark is not without its risks and performance on our benchmark is no
guarantee that this performance will translate into real-world performance. Researchers should use
domain-knowledge and incorporate risk-mitigation strategies into any LLM application, in addition
to using benchmarks such as this one.

C Experimental Details

C.1 Model Generation Parameters

All models used in this manuscript, for generation, validation, and evaluation are shown in Table 3
For response generation and response validation (both entity and KG extraction) we used GPT-4o
with a temperature of 1.0.

For model evaluation all models were evaluated with a temperature of 0.0.

Model Name Provider Version
GPT3.5 Azure OpenAI gpt-35-turbo (0125)

GPT-4o [20] Azure OpenAI gpt-4o (2024-08-06)
Gemini-1.5-Pro [35] Google (VertexAI) gemini-1.5-pro-001

Llama-70b [36] Azure (Custom Endpoint) Meta-Llama-3.1-70B-Instruct
Llama-8b [36] Azure (Custom Endpoint) Meta-Llama-3.1-8B-Instruct

Table 3: LLM Model Details

Model Name Provider Version
Text-embedding-3-large Azure OpenAI text-embedding-3-large
Text-embedding-ada-002 Azure OpenAI text-embedding-ada-002

Table 4: Embedding Model Details

C.2 Confidence-Intervals

To compute confidence-intervals for the F1 score, we first used the Clopper-Pearson method to
compute upper and lower bounds for precision and recall respectively. Then we computed the F1-
score using every combination of upper and lower bound for precision and recall, and the minimum
and maximum F1-score were taken as the upper and lower bounds for the final confidence-interval.
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D Extended Dataset Statistics

Table 5: Extended Summary Statistics (1) for Semantic-KG Dataset
Avg. Subgraph Nodes Avg. Subgraph Edges

dataset name perturbation type

codex edge deletion 13.11 12.11
edge replacement 12.52 11.52
node removal 13.18 12.18
node replacement 11.56 10.56

findkg edge deletion 8.03 7.03
edge replacement 6.40 5.40
node removal 6.47 5.47
node replacement 6.18 5.18

globi edge deletion 14.18 13.18
edge replacement 13.96 12.96
node removal 14.07 13.07
node replacement 13.98 12.98

oregano edge deletion 13.36 12.36
edge replacement 8.95 7.95
node removal 13.05 12.05
node replacement 13.25 12.25

Table 6: Extended Summary Statistics (2) for Semantic-KG Dataset
Avg. Perturbed Subgraph Nodes Avg. Perturbed Subgraph Edges

dataset name perturbation type

codex edge deletion 13.11 9.50
edge replacement 12.52 11.52
node removal 5.94 4.57
node replacement 11.54 10.56

findkg edge deletion 8.03 5.52
edge replacement 6.40 5.40
node removal 3.23 2.19
node replacement 6.17 5.18

globi edge deletion 14.18 10.41
edge replacement 13.96 12.96
node removal 6.25 4.75
node replacement 13.97 12.98

oregano edge deletion 13.36 9.95
edge replacement 8.95 7.95
node removal 5.68 4.33
node replacement 13.25 12.25

E Extended Dataset Validation

Table 7: Readability: Summary of readability for Semantic-KG compared against standard bench-
marks for academic and technical documents

Metric Semantic-KG Academic Papers Technical Docs Assessment
Flesch Reading Ease 16.2 ± 14.3 10-30 20-40 Academic
Grade Level 15.0 ± 2.2 14-18 12-16 Academic
Gunning Fog 19.4 ± 3.0 15-20 12-18 Academic
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Table 8: Lexical Characteristics: Summary of lexical characteristics of Semantic-KG compared
against standard benchmarks for academic and technical documents

Metric Semantic-KG Academic Papers Technical Docs Assessment
Type-Token Ratio 0.673 ± 0.110 0.50-0.70 0.45-0.65 Academic
Lexical Density 0.693 ± 0.058 0.65-0.75 0.60-0.70 Academic
Unique Words 48 ± 20 40-80* 30-60 Academic

Table 9: Syntactic Complexity: Summary of syntactic complexity of Semantic-KG compared against
standard benchmarks for academic and technical documents

Metric Semantic-KG Academic Papers Technical Docs Assessment
Avg Sentence Length 16.4 ± 3.9 words 20-30 15-25 Below academic
Noun Ratio 0.232 ± 0.082 0.25-0.35 0.20-0.30 Below academic
Verb Ratio 0.095 ± 0.026 0.08-0.12 0.10-0.15 Academic
Noun-Verb Ratio 2.44 2.5-4.0 2.0-3.0 Technical
Content Word Density 38.0% 35-45% 40-50% Academic

E.1 Reconstruction Success Rate

Figure 7: Reconstruction Success by Subgraph Size. Average reconstruction accuracy, defined
as the percentage of knowledge-graphs successfully reconstructed from generated responses, as a
function of subgraph size. Note: Only successfully reconstructed subgraphs were used in the final version of
Semantic-KG
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F Extended Experimental Results

F.1 Codex Experimental Results
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Figure 8: Semantic Performance by Perturbation-Type for Codex Dataset. Performance (F1
Score) of different semantic similarity models on the Codex dataset stratified by perturbation-type.

Table 10: Performance of different models on CODEX dataset across perturbation types. Values
shown as F1 score ± standard error.

Edge deletion Edge replacement Node deletion Node replacement

3-Large 0.880 ± 0.073 0.884 ± 0.078 0.937 ± 0.050 0.946 ± 0.036
Ada-002 0.821 ± 0.078 0.840 ± 0.072 0.923 ± 0.054 0.945 ± 0.039
DeBERTa-Large-MNLI 0.675 ± 0.070 0.700 ± 0.078 0.736 ± 0.065 1.000 ± 0.021
GPT3.5 0.658 ± 0.070 0.712 ± 0.078 0.776 ± 0.060 0.967 ± 0.032
GPT4o 0.585 ± 0.089 0.731 ± 0.089 0.730 ± 0.077 0.930 ± 0.044
Gemini-1.5 Pro 0.684 ± 0.070 0.778 ± 0.076 0.846 ± 0.055 0.967 ± 0.032
Llama-3.1-70b 0.684 ± 0.070 0.750 ± 0.077 0.835 ± 0.056 0.967 ± 0.032
Llama-3.1-8b 0.676 ± 0.074 0.720 ± 0.093 0.759 ± 0.070 0.921 ± 0.046
Sentence-T5-Base 0.800 ± 0.086 0.667 ± 0.115 0.971 ± 0.038 0.920 ± 0.047
bertscore 0.780 ± 0.080 0.741 ± 0.084 0.896 ± 0.059 0.867 ± 0.057
bleu 0.800 ± 0.086 0.694 ± 0.097 0.954 ± 0.046 0.804 ± 0.060
rouge1 0.735 ± 0.094 0.711 ± 0.101 0.935 ± 0.049 0.857 ± 0.052
rouge2 0.735 ± 0.094 0.708 ± 0.097 0.969 ± 0.040 0.809 ± 0.063
rougeL 0.793 ± 0.079 0.696 ± 0.101 0.914 ± 0.052 0.757 ± 0.062
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F.2 FinDKG Experimental Results

Edg
e d

ele
tio

n

Edg
e r

ep
lac

em
en

t

Nod
e d

ele
tio

n

Nod
e r

ep
lac

em
en

t

Perturbation type

0.4

0.5

0.6

0.7

0.8

0.9

1.0
F1

 S
co

re
Performance by perturbation type for findkg dataset

Model Names
GPT3.5
GPT4o
Gemini-1.5 Pro
Llama-3.1-70b
Llama-3.1-8b
Ada-002
3-Large
Sentence-T5-Base
bertscore
DeBERTa-Large-MNLI
rougeL
rouge2
bleu
rouge1

Figure 9: Semantic Performance by Perturbation-Type for FinDKG Dataset. Performance (F1
Score) of different semantic similarity models on the FinDKG dataset stratified by perturbation-type.

Table 11: Performance of different models on FINDKG dataset across perturbation types. Values
shown as F1 score ± standard error.

Edge deletion Edge replacement Node deletion Node replacement

3-Large 0.735 ± 0.089 0.690 ± 0.069 0.857 ± 0.061 0.968 ± 0.041
Ada-002 0.622 ± 0.106 0.725 ± 0.072 0.849 ± 0.065 0.951 ± 0.046
DeBERTa-Large-MNLI 0.692 ± 0.089 0.954 ± 0.046 0.779 ± 0.056 0.954 ± 0.046
GPT3.5 0.692 ± 0.089 0.805 ± 0.063 0.740 ± 0.057 0.939 ± 0.049
GPT4o 0.652 ± 0.103 0.852 ± 0.070 0.857 ± 0.061 0.951 ± 0.046
Gemini-1.5 Pro 0.745 ± 0.082 1.000 ± 0.028 0.800 ± 0.058 0.984 ± 0.035
Llama-3.1-70b 0.745 ± 0.082 0.985 ± 0.034 0.787 ± 0.055 0.985 ± 0.034
Llama-3.1-8b 0.650 ± 0.112 0.769 ± 0.079 0.753 ± 0.069 0.871 ± 0.067
Sentence-T5-Base 0.571 ± 0.112 0.824 ± 0.070 0.914 ± 0.052 0.970 ± 0.039
bertscore 0.681 ± 0.099 0.659 ± 0.074 0.779 ± 0.071 0.889 ± 0.052
bleu 0.652 ± 0.103 0.689 ± 0.066 0.831 ± 0.065 0.652 ± 0.071
rouge1 0.591 ± 0.109 0.061 ± 0.071 0.838 ± 0.066 0.806 ± 0.069
rouge2 0.667 ± 0.094 0.216 ± 0.099 0.805 ± 0.068 0.725 ± 0.080
rougeL 0.731 ± 0.082 0.216 ± 0.099 0.767 ± 0.075 0.696 ± 0.063
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F.3 Globi Experimental Results
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Figure 10: Semantic Performance by Perturbation-Type for Globi Dataset. Performance (F1
Score) of different semantic similarity models on the Globi dataset stratified by perturbation-type.

Table 12: Performance of different models on GLOBI dataset across perturbation types. Values
shown as F1 score ± standard error.

Edge deletion Edge replacement Node deletion Node replacement

3-Large 0.700 ± 0.066 0.753 ± 0.068 0.835 ± 0.049 0.795 ± 0.070
Ada-002 0.702 ± 0.069 0.721 ± 0.071 0.814 ± 0.050 0.763 ± 0.071
DeBERTa-Large-MNLI 0.672 ± 0.056 0.692 ± 0.059 0.714 ± 0.049 0.744 ± 0.062
GPT3.5 0.672 ± 0.056 0.706 ± 0.059 0.725 ± 0.049 0.711 ± 0.062
GPT4o 0.684 ± 0.056 0.774 ± 0.057 0.735 ± 0.049 0.955 ± 0.042
Gemini-1.5 Pro 0.755 ± 0.054 0.758 ± 0.057 0.862 ± 0.042 0.877 ± 0.054
Llama-3.1-70b 0.678 ± 0.056 0.713 ± 0.059 0.746 ± 0.048 0.771 ± 0.061
Llama-3.1-8b 0.672 ± 0.058 0.713 ± 0.059 0.690 ± 0.049 0.711 ± 0.062
Sentence-T5-Base 0.095 ± 0.071 0.105 ± 0.077 0.790 ± 0.053 0.714 ± 0.069
bertscore 0.804 ± 0.060 0.690 ± 0.074 0.933 ± 0.038 0.928 ± 0.047
bleu 0.699 ± 0.064 0.732 ± 0.072 0.914 ± 0.042 0.800 ± 0.067
rouge1 0.725 ± 0.069 0.688 ± 0.069 0.883 ± 0.043 0.899 ± 0.055
rouge2 0.706 ± 0.074 0.736 ± 0.068 0.882 ± 0.049 0.841 ± 0.067
rougeL 0.763 ± 0.062 0.711 ± 0.069 0.833 ± 0.054 0.744 ± 0.071
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F.4 Oregano Experimental Results
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Figure 11: Semantic Performance by Perturbation-Type for Oregano Dataset. Performance (F1
Score) of different semantic similarity models on the Oregano dataset stratified by perturbation-type.

Table 13: Performance of different models on OREGANO dataset across perturbation types. Values
shown as F1 score ± standard error.

Edge deletion Edge replacement Node deletion Node replacement

3-Large 0.762 ± 0.062 0.655 ± 0.035 0.945 ± 0.039 0.986 ± 0.031
Ada-002 0.745 ± 0.064 0.715 ± 0.038 0.932 ± 0.044 0.972 ± 0.037
DeBERTa-Large-MNLI 0.717 ± 0.046 0.928 ± 0.021 0.715 ± 0.052 0.864 ± 0.055
GPT3.5 0.717 ± 0.046 0.682 ± 0.031 0.822 ± 0.048 0.837 ± 0.053
GPT4o 0.738 ± 0.049 0.943 ± 0.020 0.793 ± 0.050 0.958 ± 0.042
Gemini-1.5 Pro 0.800 ± 0.045 0.974 ± 0.017 0.869 ± 0.048 0.947 ± 0.040
Llama-3.1-70b 0.752 ± 0.047 0.943 ± 0.020 0.752 ± 0.052 0.900 ± 0.048
Llama-3.1-8b 0.709 ± 0.048 0.693 ± 0.031 0.739 ± 0.052 0.693 ± 0.062
Sentence-T5-Base 0.626 ± 0.071 0.810 ± 0.038 0.955 ± 0.038 0.973 ± 0.035
bertscore 0.765 ± 0.062 0.640 ± 0.035 0.978 ± 0.029 0.932 ± 0.049
bleu 0.625 ± 0.072 0.628 ± 0.040 0.918 ± 0.047 0.811 ± 0.069
rouge1 0.707 ± 0.063 0.634 ± 0.039 0.956 ± 0.037 0.933 ± 0.046
rouge2 0.752 ± 0.057 0.651 ± 0.039 0.944 ± 0.041 0.907 ± 0.053
rougeL 0.648 ± 0.068 0.761 ± 0.040 0.894 ± 0.052 0.829 ± 0.069

F.5 Statistical Analysis

We performed statistical analysis to assess the differences in model performance on our benchmark,
accounting for the impact of perturbation-type and dataset. We analysed differences in F1 score using
a linear mixed-effects model with dataset as a random-intercept and model and perturbation-type as
fixed effects. Additionally, we modeled two-way interactions between model and dataset and model
and perturbation-type. The full results are shown in table 14
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Table 14: Statistical Analysis Results
Model Summary

No. Observations 224 No. Groups 4
Log-Likelihood 73.032 Scale (Residual Variance) 0.0073

Predictor β p-value Predictor β p-value

Intercept 0.848 0.000*** Llama-3.1-8b × oregano -0.061 0.653

Main Effect: Method Name Sentence-T5-Base × oregano 0.002 0.989
Ada-002 -0.058 0.467 bertscore × oregano 0.008 0.955
DeBERTa-Large-MNLI -0.165 0.039* bleu × oregano -0.068 0.617
GPT-3.5 -0.145 0.070 rouge1 × oregano -0.002 0.987
GPT-4o -0.244 0.002** rouge2 × oregano 0.008 0.951
Gemini-1.5 Pro -0.136 0.088 rougeL × oregano -0.007 0.958

Llama-3.1-70b -0.136 0.088 Interaction: Method Name × Perturbation
Llama-3.1-8b -0.136 0.089 Ada-002 × edge replacement 0.051 0.547
Sentence-T5-Base -0.217 0.007** DeBERTa-Large-MNLI × edge repl. 0.153 0.073
bertscore -0.080 0.317 GPT-3.5 × edge replacement 0.065 0.445
bleu -0.104 0.194 GPT-4o × edge replacement 0.184 0.031*
rouge1 -0.096 0.228 Gemini-1.5 Pro × edge repl. 0.155 0.069
rouge2 -0.081 0.309 Llama-3.1-70b × edge repl. 0.157 0.066
rougeL -0.059 0.461 Llama-3.1-8b × edge repl. 0.071 0.407

Main Effect: Perturbation Type Sentence-T5-Base × edge repl. 0.102 0.232
edge replacement -0.024 0.693 bertscore × edge replacement -0.051 0.550
node removal 0.124 0.039* bleu × edge replacement 0.016 0.856
node replacement 0.155 0.010** rouge1 × edge replacement -0.142 0.096

Interaction: Method Name × Dataset rouge2 × edge replacement -0.113 0.185
3-Large × findkg -0.100 0.461 rougeL × edge replacement -0.114 0.182
Ada-002 × findkg -0.096 0.479 Ada-002 × node removal 0.032 0.706
DeBERTa-Large-MNLI × findkg 0.067 0.620 DeBERTa-Large-MNLI × node remov. -0.078 0.363
GPT-3.5 × findkg 0.016 0.907 GPT-3.5 × node removal -0.044 0.610
GPT-4o × findkg 0.084 0.532 GPT-4o × node removal -0.010 0.903
Gemini-1.5 Pro × findkg 0.064 0.638 Gemini-1.5 Pro × node remov. -0.026 0.759
Llama-3.1-70b × findkg 0.066 0.624 Llama-3.1-70b × node remov. -0.059 0.490
Llama-3.1-8b × findkg -0.008 0.951 Llama-3.1-8b × node remov. -0.066 0.441
Sentence-T5-Base × findkg -0.019 0.885 Sentence-T5-Base × node remov. 0.260 0.002**
bertscore × findkg -0.069 0.610 bertscore × node removal 0.015 0.864
bleu × findkg -0.107 0.428 bleu × node removal 0.086 0.315
rouge1 × findkg -0.236 0.081 rouge1 × node removal 0.089 0.297
rouge2 × findkg -0.202 0.135 rouge2 × node removal 0.061 0.477
rougeL × findkg -0.188 0.165 rougeL × node removal -0.006 0.944
3-Large × globi -0.141 0.295 Ada-002 × node replacement 0.031 0.721
Ada-002 × globi -0.132 0.327 DeBERTa-Large-MNLI × node repl. 0.047 0.584
DeBERTa-Large-MNLI × globi -0.072 0.594 GPT-3.5 × node replacement 0.024 0.777
GPT-3.5 × globi -0.075 0.579 GPT-4o × node replacement 0.129 0.130
GPT-4o × globi 0.043 0.749 Gemini-1.5 Pro × node repl. 0.043 0.612
Gemini-1.5 Pro × globi -0.006 0.965 Llama-3.1-70b × node repl. 0.036 0.670
Llama-3.1-70b × globi -0.082 0.543 Llama-3.1-8b × node repl. -0.032 0.706
Llama-3.1-8b × globi -0.073 0.591 Sentence-T5-Base × node repl. 0.216 0.011*
Sentence-T5-Base × globi -0.413 0.002** bertscore × node replacement -0.008 0.924
bertscore × globi 0.018 0.893 bleu × node replacement -0.082 0.337
bleu × globi -0.027 0.843 rouge1 × node replacement 0.030 0.728
rouge1 × globi -0.011 0.936 rouge2 × node replacement -0.049 0.565
rouge2 × globi -0.014 0.917 rougeL × node replacement -0.132 0.122
rougeL × globi -0.027 0.839
3-Large × oregano -0.075 0.579
Ada-002 × oregano -0.041 0.760
DeBERTa-Large-MNLI × oregano 0.028 0.833
GPT-3.5 × oregano -0.014 0.919
GPT-4o × oregano 0.114 0.398
Gemini-1.5 Pro × oregano 0.079 0.560
Llama-3.1-70b × oregano 0.028 0.838

Note: β is the coefficient. *p <0.05, **p <0.01, ***p <0.001.
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G Dataset Licenses

All datasets used in this manuscript are free and open-source. Below we describe the licenses
associated with each.

Codex is licensed under an MIT license. WikiData, which Codex is based upon, is licensed under a
CC0 License.

FinDKG is made freely available for research purposes (non-commercial purposes only).

Globi is licensed under a CC by 4.0 license.

Oregano is licensed under a CC by 4.0 license.

H Edge-Replacement Mappings

For all datasets a custom-mapping was defined indicating what value an edge could be replaced with
for an edge-replacement perturbation 2.2. Below we describe the mapping used for each dataset,
where the list of values for a given key indicates allowed replacement values for that edge.

Codex

{
” c a s t member ” : [

” c r e a t o r ” ,
” d i r e c t o r ”

] ,
” d i r e c t o r ” : [

” c a s t member ” ,
” c r e a t o r ”

] ,
” c r e a t o r ” : [

” c a s t member ” ,
” d i r e c t o r ”

] ,
” a u t h o r ” : [

” d i r e c t o r ” ,
” c a s t member”

] ,
” h e a d q u a r t e r s l o c a t i o n ” : [

” c a p i t a l ”
] ,
” l o c a t e d i n t h e a d m i n i s t r a t i v e t e r r o r i t o r i a l e n t i t y ” : [

” s h a r e s b o r d e r wi th ” ,
” d i p l o m a t i c r e l a t i o n ”

] ,
” c o u n t r y ” : [

” s h a r e s b o r d e r wi th ” ,
” d i p l o m a t i c r e l a t i o n ”

] ,
” s h a r e s b o r d e r wi th ” : [

” l o c a t e d i n t h e a d m i n i s t r a t i v e t e r r o r i t o r i a l e n t i t y ” ,
” named a f t e r ” ,
” c o u n t r y ” ,
” d i p l o m a t i c r e l a t i o n ”

] ,
” d i p l o m a t i c r e l a t i o n ” : [

” l o c a t e d i n t h e a d m i n i s t r a t i v e t e r r o r i t o r i a l e n t i t y ” ,
” s h a r e s b o r d e r wi th ” ,
” c o u n t r y ” ,
” p a r t o f ”
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] ,
” l o c a t i o n o f f o r m a t i o n ” : [

” h e a d q u a r t e r s l o c a t i o n ”
] ,
” c o u n t r y o f o r i g i n ” : [

” n a r r a t i v e l o c a t i o n ”
] ,
” c h a i r p e r s o n ” : [

” founded by ” ,
” c h i e f e x e c u t i v e o f f i c e r ” ,
” d i r e c t o r ”

] ,
” p a r e n t o r g a n i z a t i o n ” : [

” founded by ” ,
” p a r t o f ”

] ,
” a i r l i n e hub ” : [

” h e a d q u a r t e r s l o c a t i o n ”
] ,
” c h i e f e x e c u t i v e o f f i c e r ” : [

” founded by ” ,
” c h a i r p e r s o n ” ,
” d i r e c t o r ”

] ,
” founded by ” : [

” c h a i r p e r s o n ” ,
” d i r e c t o r ” ,
” c h i e f e x e c u t i v e o f f i c e r ”

] ,
” a i r l i n e a l l i a n c e ” : [

”member o f ”
] ,
” n a r r a t i v e l o c a t i o n ” : [

” c o u n t r y o f o r i g i n ”
] ,
” a r c h i t e c t ” : [

” named a f t e r ”
] ,
” c a p i t a l ” : [

” h e a d q u a r t e r s l o c a t i o n ”
] ,
” c o u n t r y o f c i t i z e n s h i p ” : [

” p l a c e o f b u r i a l ” ,
” p l a c e o f b i r t h ” ,
” p l a c e o f d e a t h ”

] ,
” r e s i d e n c e ” : [

” p l a c e o f d e a t h ” ,
” p l a c e o f b i r t h ” ,
” p l a c e o f b u r i a l ”

] ,
” p l a c e o f b i r t h ” : [

” p l a c e o f d e a t h ” ,
” p l a c e o f b u r i a l ” ,
” r e s i d e n c e ”

] ,
” p l a c e o f d e a t h ” : [

” p l a c e o f b i r t h ” ,
” p l a c e o f b u r i a l ” ,
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” r e s i d e n c e ”
] ,
” p l a c e o f b u r i a l ” : [

” p l a c e o f b i r t h ” ,
” p l a c e o f d e a t h ” ,
” r e s i d e n c e ”

] ,
” c h i l d ” : [

” s i b l i n g ” ,
” s po us e ” ,
” u n m a r r i e d p a r t n e r ” ,
” i n f l u e n c e d by ”

] ,
” s po us e ” : [

” s i b l i n g ” ,
” i n f l u e n c e d by ” ,
” c h i l d ” ,
” u n m a r r i e d p a r t n e r ”

] ,
” s i b l i n g ” : [

” c h i l d ” ,
” s po us e ” ,
” u n m a r r i e d p a r t n e r ” ,
” i n f l u e n c e d by ”

] ,
” u n m a r r i e d p a r t n e r ” : [

” s i b l i n g ” ,
” s po us e ” ,
” i n f l u e n c e d by ” ,
” c h i l d ”

] ,
” e d u c a t e d a t ” : [

” employer ”
] ,
” c a u s e o f d e a t h ” : [

” m e d i c a l c o n d i t i o n ” ,
” h e a l t h s p e c i a l t y ”

] ,
” m e d i c a l c o n d i t i o n ” : [

” c a u s e o f d e a t h ” ,
” h e a l t h s p e c i a l t y ”

] ,
” h e a t h s p e c i a l t y ” : [

” m e d i c a l c o n d i t i o n ” ,
” c a u s e o f d e a t h ”

] ,
”member o f p o l i t i c a l p a r t y ” : [

” employer ”
] ,
” p u b l i s h e r ” : [

” r e c o r d l a b e l ” ,
” employer ”

] ,
” r e c o r d l a b e l ” : [

” p u b l i s h e r ” ,
” employer ”

]
}
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FinDKG

{
” P o s i t i v e I m p a c t O n ” : [

” N e g a t i v e I m p a c t O n ”
] ,
” N e g a t i v e I m p a c t O n ” : [

” P o s i t i v e I m p a c t O n ”
] ,
” R a i s e ” : [

” D e c r e a s e ”
] ,
” D e c r e a s e ” : [

” R a i s e ”
]

}

Globi

{
” p a r a s i t e O f ” : [

” e a t s ” ,
” commensa l i s tOf ” ,
” m u t u a l i s t O f ”

] ,
” hasHos t ” : [

” coOccursWith ”
] ,
” a d j a c e n t T o ” : [

” hasHos t ” ,
” preysOn ”

] ,
” coOccursWith ” : [

” hasHos t ”
] ,
” v i s i t s F l o w e r s O f ” : [

” pa thogenOf ”
] ,
” preysOn ” : [

” l i v e s N e a r ”
] ,
” p o l l i n a t e s ” : [

” e a t s ” ,
” v i s i t s ”

] ,
” k i l l s ” : [

” coOccursWith ” ,
” pa thogenOf ”

] ,
” r o o t p a r a s i t e O f ” : [

” a d j a c e n t T o ” ,
” l i v e s N e a r ” ,
” e a t s ” ,
” commensa l i s tOf ” ,
” m u t u a l i s t O f ”

] ,
” h a s V e c t o r ” : [

” pa thogenOf ”
] ,
” pa thogenOf ” : [
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” v i s i t s F l o w e r s O f ”
] ,
” m u t u a l i s t O f ” : [

” v i s i t s ” ,
” e a t s ” ,
” hasHos t ” ,
” p a r a s i t e O f ”

] ,
” l i v e s I n s i d e O f ” : [

” e a t s ” ,
” a d j a c e n t T o ”

] ,
” l i v e s U n d e r ” : [

” e a t s ” ,
” v i s i t s F l o w e r s O f ” ,
” v i s i t s ” ,
” p o l l i n a t e s ”

] ,
” e p i p h y t e O f ” : [

” h a s H a b i t a t ” ,
” p a r a s i t e O f ” ,
” a d j a c e n t T o ” ,
” l i v e s N e a r ”

] ,
” i n h a b i t s ” : [

” pa thogenOf ”
] ,
” e c t o p a r a s i t e O f ” : [

” e a t s ” ,
” commensa l i s tOf ” ,
” m u t u a l i s t O f ”

] ,
” e n d o p a r a s i t e O f ” : [

” commensa l i s tOf ” ,
” m u t u a l i s t O f ”

] ,
” k l e p t o p a r a s i t e O f ” : [

” e a t s ” ,
” coOccursWith ” ,
” commensa l i s tOf ” ,
” m u t u a l i s t O f ”

] ,
” p r o v i d e s N u t r i e n t s F o r ” : [

” e a t s ”
] ,
” h a s D i s p e r s a l V e c t o r ” : [

” e a t s ”
] ,
” e n d o p a r a s i t o i d O f ” : [

” e a t s ”
] ,
” g u e s t O f ” : [

” e a t s ” ,
” coOccursWith ” ,
” preysOn ” ,
” v i s i t s F l o w e r s O f ”

] ,
” l i v e s N e a r ” : [

” p a r a s i t e O f ”
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] ,
” h a s Ro o s t ” : [

” pa thogenOf ” ,
” preysOn ” ,
” hasHos t ” ,
” e a t s ”

] ,
” coRoos t sWi th ” : [

” pa thogenOf ” ,
” preysOn ” ,
” hasHos t ” ,
” e a t s ”

] ,
” e c t o P a r a s i t o i d ” : [

” e a t s ”
] ,
” a l l e l o p a t h O f ” : [

” pa thogenOf ” ,
” hasHos t ” ,
” a d j a c e n t T o ”

]
}

Oregano

{
” i n c r e a s e a c t i v i t y ” : [

” d e c r e a s e a c t i v i t y ”
] ,
” d e c r e a s e a c t i v i t y ” : [

” i n c r e a s e a c t i v i t y ”
] ,
” i n c r e a s e e f f e c t ” : [

” d e c r e a s e e f f e c t ”
] ,
” d e c r e a s e e f f e c t ” : [

” i n c r e a s e e f f e c t ”
]

}

I Prompt Templates

I.1 LLM-as-a-judge Evaluation Prompt Template

For the experimental results reported in 6.2 we used the following prompt template for all LLM-as-a-
judge models:

You w i l l be p r o v i d e d wi th two b i o m e d i c a l s t a t e m e n t s .

Your g o a l i s t o d e t e r m i n e whe the r t h e s e s t a t e m e n t s a r e
s e m a n t i c a l l y s i m i l a r o r n o t .

I f t h e s t a t e m e n t s d e s c r i b e d i f f e r e n t c o n c e p t s o r d i f f e r e n t
r e l a t i o n s h i p s between t h e s e c o n c e p t s t h e y a r e n o t s e m a n t i c a l l y

s i m i l a r , even i f t h e r e i s o v e r l a p i n t h e words used t o
d e s c r i b e them .

P l e a s e r e p l y wi th on ly a \” yes \” i f t h e p i e c e s o f t e x t a r e
s e m a n t i c a l l y s i m i l a r , o r \” no \” i f t h e y a r e n o t .
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S t a t e m e n t 1 : { s t a t e m e n t 1 }
S t a t e m e n t 2 : { s t a t e m e n t 2 }

Your answer :

I.2 Response Generation Prompt Templates

For response generation we used a similar template for all datasets, adapting the few-shot examples
on a per-dataset basis. Below we report the generation templates used for every dataset:

Codex
You a r e go ing t o be g i v e n a l i s t o f t r i p l e s from a d i r e c t e d

knowledge graph . Each t r i p l e c o n s i s t s o f a s u b j e c t , a r e l a t i o n
, and an o b j e c t .

The t r i p l e s a r e d e f i n e d i n d i r e c t e d o r d e r , where t h e r e l a t i o n s h i p
d i r e c t i o n i s from ” s o u r c e n o d e ” t o ” t a r g e t n o d e ”

Your g o a l i s t o e x p r e s s t h i s t r i p l e i n a c o n t i n u o u s n a t u r a l
l a n g u a g e s t a t e m e n t s u i t a b l e f o r a g e n e r a l o r a s c i e n t i f i c
a u d i e n c e .

For example , g i v e n t h e t r i p l e :

t r i p l e = [
{{ ’ s o u r c e n o d e ’ : {{ ’ name ’ : ’ Norway ’}} , ’ r e l a t i o n ’ : {{ ’ name ’ : ’

d i p l o m a t i c r e l a t i o n ’}} , ’ t a r g e t n o d e ’ : {{ ’ name ’ : ’ Colombia
’}}}} ,

{{ ’ s o u r c e n o d e ’ : {{ ’ name ’ : ’ Norway ’}} , ’ r e l a t i o n ’ : {{ ’ name ’ : ’
s h a r e s b o r d e r with ’}} , ’ t a r g e t n o d e ’ : {{ ’ name ’ : ’ Russ ia
’}}}} ,

{{ ’ s o u r c e n o d e ’ : {{ ’ name ’ : ’ Norway ’}} , ’ r e l a t i o n ’ : {{ ’ name ’ : ’
member of ’}} , ’ t a r g e t n o d e ’ : {{ ’ name ’ : ’ O r g a n i s a t i o n f o r
t h e P r o h i b i t i o n o f Chemical Weapons ’}}}} ,

{{ ’ s o u r c e n o d e ’ : {{ ’ name ’ : ’ Russ ia ’}} , ’ r e l a t i o n ’ : {{ ’ name ’ : ’
d i p l o m a t i c r e l a t i o n ’}} , ’ t a r g e t n o d e ’ : {{ ’ name ’ : ’ E t h i o p i a
’}}}} ,

{{ ’ s o u r c e n o d e ’ : {{ ’ name ’ : ’ Colombia ’}} , ’ r e l a t i o n ’ : {{ ’ name ’ :
’ member of ’}} , ’ t a r g e t n o d e ’ : {{ ’ name ’ : ’ U n i v e r s a l P o s t a l
Union ’}}}} ,

{{ ’ s o u r c e n o d e ’ : {{ ’ name ’ : ’ Colombia ’}} , ’ r e l a t i o n ’ : {{ ’ name ’ :
’ member of ’}} , ’ t a r g e t n o d e ’ : {{ ’ name ’ : ’ Andean Community

’}}}} ,
{{ ’ s o u r c e n o d e ’ : {{ ’ name ’ : ’ Colombia ’}} , ’ r e l a t i o n ’ : {{ ’ name ’ :

’ member of ’}} , ’ t a r g e t n o d e ’ : {{ ’ name ’ : ’ O r g a n i s a t i o n f o r
t h e P r o h i b i t i o n o f Chemical Weapons ’}}}} ,

]

You c o u l d say :
” Norway has d i p l o m a t i c r e l a t i o n s wi th Colombia and R u s s i a . R u s s i a

i s a l s o known t o have d i p l o m a t i c r e l a t i o n s wi th E t h i o p i a . Both
Norway and Colombia a r e members o f t h e O r g a n i s a t i o n f o r t h e

P r o h i b i t i o n o f Chemical weapons , w h i l e Colombia i s a l s o a
member o f t h e U n i v e r s a l P o s t a l Union and t h e Andean Community
. ”

o r g i v e n t h e t r i p l e :
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t r i p l e = [
{{ ’ s o u r c e n o d e ’ : {{ ’ name ’ : ’ Rena te Axt ’}} , ’ r e l a t i o n ’ : {{ ’ name

’ : ’ o c c u p a t i o n ’}} , ’ t a r g e t n o d e ’ : {{ ’ name ’ : ’ w r i t e r ’}}}} ,
{{ ’ s o u r c e n o d e ’ : {{ ’ name ’ : ’ Rena te Axt ’}} , ’ r e l a t i o n ’ : {{ ’ name

’ : ’ p l a c e o f b i r t h ’}} , ’ t a r g e t n o d e ’ : {{ ’ name ’ : ’ Darmstad t
’}}}} ,

{{ ’ s o u r c e n o d e ’ : {{ ’ name ’ : ’ Darmstad t ’}} , ’ r e l a t i o n ’ : {{ ’ name
’ : ’ c o u n t r y ’}} , ’ t a r g e t n o d e ’ : {{ ’ name ’ : ’ Germany ’}}}}

{{ ’ s o u r c e n o d e ’ : {{ ’ name ’ : ’ Germany ’}} , ’ r e l a t i o n ’ : {{ ’ name ’ :
’ s h a r e s b o r d e r with ’}} , ’ t a r g e t n o d e ’ : {{ ’ name ’ : ’ A u s t r i a
’}}}} ,

{{ ’ s o u r c e n o d e ’ : {{ ’ name ’ : ’ Germany ’}} , ’ r e l a t i o n ’ : {{ ’ name ’ :
’ s h a r e s b o r d e r with ’}} , ’ t a r g e t n o d e ’ : {{ ’ name ’ : ’
C z e c h o s l o v a k i a ’}}}} ,

]

You c o u l d say :
” Rena te Axt was a w r i t e r , born i n Darms tad t i n Germany . Germany

s h a r e s a b o r d e r wi th A u s t r i a and C z e c h o s l o v a k i a . ”

o r g i v e n t h e t r i p l e :

t r i p l e = [
{{ ’ s o u r c e n o d e ’ : {{ ’ name ’ : ’ F r e d e r i c k Wi l l i am I I o f P r u s s i a

’}} , ’ r e l a t i o n ’ : {{ ’ name ’ : ’ c h i l d ’}} , ’ t a r g e t n o d e ’ : {{ ’
name ’ : ’ F r i e d r i c h Wilhelm , Count Brandenburg ’}}}} ,

{{ ’ s o u r c e n o d e ’ : {{ ’ name ’ : ’ F r e d e r i c k Wi l l i am I I o f P r u s s i a
’}} , ’ r e l a t i o n ’ : {{ ’ name ’ : ’ member of ’}} , ’ t a r g e t n o d e ’ :
{{ ’ name ’ : ’ S a i n t P e t e r s b u r g Academy of S c i e n c e s ’}}}} ,

{{ ’ s o u r c e n o d e ’ : {{ ’ name ’ : ’ F r i e d r i c h Wilhelm , Count
Brandenburg ’}} , ’ r e l a t i o n ’ : {{ ’ name ’ : ’ p l a c e o f b i r t h ’}} ,
’ t a r g e t n o d e ’ : {{ ’ name ’ : ’ B e r l i n ’}}}} ,

{{ ’ s o u r c e n o d e ’ : {{ ’ name ’ : ’ F r i e d r i c h Wilhelm , Count
Brandenburg ’}} , ’ r e l a t i o n ’ : {{ ’ name ’ : ’ o c c u p a t i o n ’}} , ’
t a r g e t n o d e ’ : {{ ’ name ’ : ’ p o l i t i c i a n ’}}}} ,

{{ ’ s o u r c e n o d e ’ : {{ ’ name ’ : ’ S a i n t P e t e r s b u r g Academy of
S c i e n c e s ’}} , ’ r e l a t i o n ’ : {{ ’ name ’ : ’ c o u n t r y ’}} , ’
t a r g e t n o d e ’ : {{ ’ name ’ : ’ Russ ia ’}}}} ,

{{ ’ s o u r c e n o d e ’ : {{ ’ name ’ : ’ S a i n t P e t e r s b u r g Academy of
S c i e n c e s ’}} , ’ r e l a t i o n ’ : {{ ’ name ’ : ’ l o c a t e d i n t h e
a d m i n i s t r a t i v e t e r r o r i t o r i a l e n t i t y ’}} , ’ t a r g e t n o d e ’ : {{ ’
name ’ : ’ S a i n t P e t e r s b u r g ’}}}} ,

]

You c o u l d say :
” F r e d e r i c k Wi l l i am I I o f P r u s s i a was t h e c h i l d o f F r i e d r i c h

Wilhelm , Count Brandenburg , a p o l i t i c i a n who was born i n
B e r l i n . F r e d e r i c k Wi l l i am I I was a member o f t h e S a i n t
P e t e r s b u r g Academy of S c i e n c e s , a R u s s i a n i n s t i t u t e , l o c a t e d
i n S a i n t P e t e r s b u r g ”

Ru les :

You must use a l l o f t h e e n t i t i e s p r o v i d e d i n t h e t r i p l e and p l e a s e
i n c l u d e each node v e r b a t i m b u t do n o t use q u o t e s .
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Your s t a t e m e n t must p r e s e r v e t h e d i r e c t i o n s o f t h e knowledge − graph
.

Do NOT l i s t t h e i t e m s i n t h e t r i p l e a s a l i s t . I n s t e a d , w r i t e a
s e n t e n c e o r p a r a g r a p h t h a t d e s c r i b e s t h e r e l a t i o n s h i p between
e v e r y i t em i n t h e t r i p l e .

You can a l s o add a d d i t i o n a l i n f o r m a t i o n t o t h e t r i p l e t o make t h e
r e l a t i o n s h i p more c l e a r , however you must i n c l u d e a l l t h e
t r i p l e s i n your r e s p o n s e .

In your f i n a l r e s p o n s e , do NOT p u t name of any node o r r e l a t i o n i n
q u o t e s .

For example f o r t h e node ‘{{” name ” : ” The G o d f a t h e r ”}} ‘ :
’ The movie ” The G o d f a t h e r ” . . . ’ i s ** n o t ** a l l o w e d
’ . . . s t a r r e d i n t h e movie ” The G o d f a t h e r ” ’ i s ** n o t ** a l l o w e d
’ . . . a l o n g s i d e Marlon Brando i n ’ The Godfa the r ’ i s ** n o t **

a l l o w e d

You may s l i g h t l y r e p h r a s e t h e names o f edges t o e n s u r e t h e y a r e
g r a m m a t i c a l l y c o r r e c t and produce a f l u e n t , c o h e r e n t s o u nd i n g
s t a t e m e n t

T r i p l e s : { t r i p l e s }

FinDKG

For FinDKG we provided a definition for every edge value due to the ambiguity in the edge name
alone.

You a r e go ing t o be g i v e n a l i s t o f t r i p l e s from a d i r e c t e d
knowledge graph . Each t r i p l e c o n s i s t s o f a s u b j e c t , a r e l a t i o n
, and an o b j e c t .

The t r i p l e s a r e d e f i n e d i n d i r e c t e d o r d e r , where t h e r e l a t i o n s h i p
d i r e c t i o n i s from ” s o u r c e n o d e ” t o ” t a r g e t n o d e ”

Your g o a l i s t o e x p r e s s t h i s t r i p l e i n a c o n t i n u o u s n a t u r a l
l a n g u a g e s t a t e m e n t s u i t a b l e f o r a g e n e r a l o r a s c i e n t i f i c
a u d i e n c e .

For example , g i v e n t h e t r i p l e :

t r i p l e = [
{{ ’ s o u r c e n o d e ’ : {{ ’ name ’ : ’U. S . Ai r Force ’}} , ’ r e l a t i o n ’ : {{ ’

name ’ : ’ C o n t r o l ’}} , ’ t a r g e t n o d e ’ : {{ ’ name ’ : ’ As ia and
Europe ’}}}} ,

{{ ’ s o u r c e n o d e ’ : {{ ’ name ’ : ’U. S . Ai r Force ’}} , ’ r e l a t i o n ’ : {{ ’
name ’ : ’ O p e r a t e I n ’}} , ’ t a r g e t n o d e ’ : {{ ’ name ’ : ’
A f g h a n i s t a n ’}}}} ,

{{ ’ s o u r c e n o d e ’ : {{ ’ name ’ : ’ A f g h a n i s t a n ’}} , ’ r e l a t i o n ’ : {{ ’
name ’ : ’ Has ’}} , ’ t a r g e t n o d e ’ : {{ ’ name ’ : ’ government ’}}}} ,

]

You c o u l d say :
” The U. S . Ai r Force c o n t r o l s As ia and Europe , and o p e r a t e s i n

A f g h a n i s t a n . A f g h a n i s t a n has a government . ”
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or g i v e n t h e t r i p l e :

t r i p l e = [
{{ ’ s o u r c e n o d e ’ : {{ ’ name ’ : ’ I t a l i a n Debt ’}} , ’ r e l a t i o n ’ : {{ ’

name ’ : ’ Impact ’}} , ’ t a r g e t n o d e ’ : {{ ’ name ’ : ’ I n v e s t o r s
’}}}} ,

{{ ’ s o u r c e n o d e ’ : {{ ’ name ’ : ’ I t a l i a n Debt ’}} , ’ r e l a t i o n ’ : {{ ’
name ’ : ’ Impact ’}} , ’ t a r g e t n o d e ’ : {{ ’ name ’ : ’ I t a l i a n
Government ’}}}} ,

{{ ’ s o u r c e n o d e ’ : {{ ’ name ’ : ’ I t a l i a n Debt ’}} , ’ r e l a t i o n ’ : {{ ’
name ’ : ’ Re l a t e To ’}} , ’ t a r g e t n o d e ’ : {{ ’ name ’ : ’ European
C e n t r a l Bank ’}}}} ,

{{ ’ s o u r c e n o d e ’ : {{ ’ name ’ : ’ I n v e s t o r s ’}} , ’ r e l a t i o n ’ : {{ ’ name
’ : ’ Impact ’}} , ’ t a r g e t n o d e ’ : {{ ’ name ’ : ’ Yuan ’}}}} ,

]

You c o u l d say :
” I t a l i a n d e b t i s r e l a t e d t o p o l i c i e s o f t h e European C e n t r a l Bank .

Th i s d e b t has an i mp ac t on t h e I t a l i a n Government i n a d d i t i o n
t o i n v e s t o r s . I n v e s t o r s may a l s o s u b s e q u e n t l y i mpa c t t h e

v a l u e o f Yuan . ”

o r g i v e n t h e t r i p l e :

t r i p l e = [
{{ ’ s o u r c e n o d e ’ : {{ ’ name ’ : ’ F e d e r a l Rese rve System ’}} , ’

r e l a t i o n ’ : {{ ’ name ’ : ’ Impact ’}} , ’ t a r g e t n o d e ’ : {{ ’ name ’ :
’ Gold ’}}}} ,

{{ ’ s o u r c e n o d e ’ : {{ ’ name ’ : ’ F e d e r a l Rese rve System ’}} , ’
r e l a t i o n ’ : {{ ’ name ’ : ’ C o n t r o l ’}} , ’ t a r g e t n o d e ’ : {{ ’ name ’ :

’ Expenses ’}}}} ,
{{ ’ s o u r c e n o d e ’ : {{ ’ name ’ : ’ F e d e r a l Rese rve System ’}} , ’

r e l a t i o n ’ : {{ ’ name ’ : ’ C o n t r o l ’}} , ’ t a r g e t n o d e ’ : {{ ’ name ’ :
’ The U. S . Economy ’}}}} ,

{{ ’ s o u r c e n o d e ’ : {{ ’ name ’ : ’ The U. S . Economy ’}} , ’ r e l a t i o n ’ :
{{ ’ name ’ : ’ Re l a t e To ’}} , ’ t a r g e t n o d e ’ : {{ ’ name ’ : ’ Gross
Domest ic P roduc t ’}}}} ,

{{ ’ s o u r c e n o d e ’ : {{ ’ name ’ : ’ The U. S . Economy ’}} , ’ r e l a t i o n ’ :
{{ ’ name ’ : ’ Re l a t e To ’}} , ’ t a r g e t n o d e ’ : {{ ’ name ’ : ’U. S .
s t o c k s ’}}}} ,

{{ ’ s o u r c e n o d e ’ : {{ ’ name ’ : ’ Expenses ’}} , ’ r e l a t i o n ’ : {{ ’ name ’ :
’ P o s i t i v e I m p a c t O n ’}} , ’ t a r g e t n o d e ’ : {{ ’ name ’ : ’ Gold

’}}}} ,
]

You c o u l d say :
” The F e d e r a l Rese rve System c o n t r o l s expenses , which can have a

p o s i t i v e im pa c t on Gold , an a s s e t a l s o i m p a c t e d by t h e F e d e r a l
Rese rve System . A d d i t i o n a l l y t h i s sys tem c o n t r o l s t h e U. S .

Economy which has a r e l a t i o n s h i p wi th Gross Domest ic P r o d u c t
and U. S . s t o c k s . ”

Ru les :

You must use a l l o f t h e e n t i t i e s p r o v i d e d i n t h e t r i p l e and p l e a s e
i n c l u d e each node v e r b a t i m b u t do n o t use q u o t e s .
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Your s t a t e m e n t must p r e s e r v e t h e d i r e c t i o n s o f t h e knowledge − graph
.

Do NOT l i s t t h e i t e m s i n t h e t r i p l e a s a l i s t . I n s t e a d , w r i t e a
s e n t e n c e o r p a r a g r a p h t h a t d e s c r i b e s t h e r e l a t i o n s h i p between
e v e r y i t em i n t h e t r i p l e .

You can a l s o add a d d i t i o n a l i n f o r m a t i o n t o t h e t r i p l e t o make t h e
r e l a t i o n s h i p more c l e a r , however you must i n c l u d e a l l t h e
t r i p l e s i n your r e s p o n s e .

In your f i n a l r e s p o n s e , do NOT p u t name of any node o r r e l a t i o n i n
q u o t e s .

For example f o r t h e node ‘{{” name ” : ” F e d e r a l Rese rve System ”}} ‘ :
’ The ” F e d e r a l Rese rve System ” . . . ’ i s ** n o t ** a l l o w e d
’ . . . i s c o n t r o l l e d by t h e ” F e d e r a l Rese rve System ” ’ i s ** n o t **

a l l o w e d
’ . . . i s c o n t r o l l e d by t h e ’ F e d e r a l Rese rve System ’ i s ** n o t **

a l l o w e d

R e l a t i o n s h i p D e f i n i t i o n s and Examples :
− Has : I n d i c a t e s owner sh ip o r p o s s e s s i o n , o f t e n o f a s s e t s o r

s u b s i d i a r i e s i n a f i n a n c i a l c o n t e x t . Example : Google Has
Android .

− Announce : R e f e r s t o t h e f o r m a l p u b l i c d e c l a r a t i o n o f a f i n a n c i a l
even t , p r o d u c t l aunch , o r s t r a t e g i c move . Example : Apple

Announces iPhone 1 3 .
− O p e r a t e I n : D e s c r i b e s t h e g e o g r a p h i c a l marke t i n which a

b u s i n e s s e n t i t y c o n d u c t s i t s o p e r a t i o n s . Example : T e s l a
O p e r a t e s In China .

− I n t r o d u c e : Denotes t h e f i r s t − t ime i n t r o d u c t i o n o f a f i n a n c i a l
i n s t r u m e n t , p r o d u c t , o r p o l i c y t o t h e marke t . Example : Samsung

I n t r o d u c e s F o l d a b l e S c r ee n .
− Produce : S p e c i f i e s t h e e n t i t y r e s p o n s i b l e f o r c r e a t i n g a

p a r t i c u l a r p r o d u c t , o f t e n i n a m a n u f a c t u r i n g o r f i n a n c i a l
p r o d u c t c o n t e x t . Example : P f i z e r P r o d u c e s Covid −19 Vacc ine .

− C o n t r o l : I m p l i e s a u t h o r i t y o r r e g u l a t o r y power ove r moneta ry
p o l i c y , f i n a n c i a l i n s t r u m e n t s , o r marke t c o n d i t i o n s . Example :
F e d e r a l Rese rve C o n t r o l s I n t e r e s t R a t e s .

− P a r t i c i p a t e s I n : I n d i c a t e s a c t i v e i n v o l v e m e n t i n an e v e n t t h a t
has f i n a n c i a l o r economic i m p l i c a t i o n s . Example : U n i t ed S t a t e s

P a r t i c i p a t e s In G20 Summit .
− Impac t : S i g n i f i e s a n o t a b l e e f f e c t , e i t h e r p o s i t i v e o r n e g a t i v e ,

on marke t t r e n d s , f i n a n c i a l c o n d i t i o n s , o r economic
i n d i c a t o r s . Example : B r e x i t I m p a c t s European Union .

− P o s i t i v e I m p a c t O n : H i g h l i g h t s a b e n e f i c i a l e f f e c t on f i n a n c i a l
marke t s , economic i n d i c a t o r s , o r b u s i n e s s p e r f o r m a n c e . Example
: S o l a r Energy P o s i t i v e Impac t On ESG R a t i n g s .

− N e g a t i v e I m p a c t O n : U n d e r l i n e s a d e t r i m e n t a l e f f e c t on f i n a n c i a l
marke t s , economic i n d i c a t o r s , o r b u s i n e s s p e r f o r m a n c e .

Example : Covid −19 N e g a t i v e Impac t On Tourism S e c t o r .
− R e l a t e T o : P o i n t s o u t a c o n n e c t i o n o r c o r r e l a t i o n wi th a

f i n a n c i a l concep t , s e c t o r , o r marke t t r e n d . Example : AI
R e l a t e s To FinTech S e c t o r .

− Is Member Of : Denotes membership i n a t r a d e group , economic
union , o r f i n a n c i a l c o n s o r t i u m . Example : Germany I s Member Of
EU .
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− I n v e s t s I n : S p e c i f i e s an a l l o c a t i o n o f c a p i t a l i n t o a f i n a n c i a l
i n s t r u m e n t , s e c t o r , o r b u s i n e s s e n t i t y . Example : Warren
B u f f e t t I n v e s t s In Apple .

− R a i s e : I n d i c a t e s an i n c r e a s e , o f t e n r e f e r r i n g t o c a p i t a l ,
i n t e r e s t r a t e s , o r p r o d u c t i o n l e v e l s i n a f i n a n c i a l c o n t e x t .
Example : OPEC R a i s e s O i l P r o d u c t i o n .

− D e c r e a s e : I n d i c a t e s a r e d u c t i o n , o f t e n r e f e r r i n g t o c a p i t a l ,
i n t e r e s t r a t e s , o r p r o d u c t i o n l e v e l s i n a f i n a n c i a l c o n t e x t .
Example : F e d e r a l Rese rve D e c r e a s e s I n t e r e s t R a t e s .

T r i p l e s : { t r i p l e s }

Globi

You a r e go ing t o be g i v e n a l i s t o f t r i p l e s from a d i r e c t e d
knowledge graph . Each t r i p l e c o n s i s t s o f a s u b j e c t , a r e l a t i o n
, and an o b j e c t .

The t r i p l e s a r e d e f i n e d i n d i r e c t e d o r d e r , where t h e r e l a t i o n s h i p
d i r e c t i o n i s from ” s o u r c e n o d e ” t o ” t a r g e t n o d e ”

Your g o a l i s t o e x p r e s s t h i s t r i p l e i n a c o n t i n u o u s n a t u r a l
l a n g u a g e s t a t e m e n t s u i t a b l e f o r a g e n e r a l o r a s c i e n t i f i c
a u d i e n c e .

For example , g i v e n t h e t r i p l e :

t r i p l e = [
{{ ’ s o u r c e n o d e ’ : {{ ’ name ’ : ’ P i n u s j e f f r e y i ’}} , ’ r e l a t i o n ’ : {{ ’

name ’ : ’ i n t e r a c t s W i t h ’}} , ’ t a r g e t n o d e ’ : {{ ’ name ’ : ’ B e t u l a
o c c i d e n t a l i s ’}}}} ,

{{ ’ s o u r c e n o d e ’ : {{ ’ name ’ : ’ P i n u s j e f f r e y i ’}} , ’ r e l a t i o n ’ : {{ ’
name ’ : ’ i n t e r a c t s W i t h ’}} , ’ t a r g e t n o d e ’ : {{ ’ name ’ : ’
Wyethia m o l l i s ’}}}} ,

{{ ’ s o u r c e n o d e ’ : {{ ’ name ’ : ’ Wyethia m o l l i s ’}} , ’ r e l a t i o n ’ : {{ ’
name ’ : ’ i n t e r a c t s W i t h ’}} , ’ t a r g e t n o d e ’ : {{ ’ name ’ : ’
Co l lomia h e t e r o p h y l l a ’}}}}

]

You c o u l d say :
” P i n u s j e f f r e y i i n t e r a c t s w i th s e v e r a l s p e c i e s i n c l u d i n g B e t u l a

o c c i d e n t a l i s and Wyethia m o l l i s . Wyethia m o l l i s i n t u r n
i n t e r a c t s w i th Col lomia h e t e r o p h y l l a ”

t r i p l e = [
{{ ’ s o u r c e n o d e ’ : {{ ’ name ’ : ’ Neotoma mexicana ’}} , ’ r e l a t i o n ’ :

{{ ’ name ’ : ’ i n t e r a c t s W i t h ’}} , ’ t a r g e t n o d e ’ : {{ ’ name ’ : ’
Lynx r u f u s ’}}}} ,

{{ ’ s o u r c e n o d e ’ : {{ ’ name ’ : ’ Neotoma mexicana ’}} , ’ r e l a t i o n ’ :
{{ ’ name ’ : ’ i n t e r a c t s W i t h ’}} , ’ t a r g e t n o d e ’ : {{ ’ name ’ : ’
Can i s l a t r a n s ’}}}}

{{ ’ s o u r c e n o d e ’ : {{ ’ name ’ : ’ Can i s l a t r a n s ’}} , ’ r e l a t i o n ’ : {{ ’
name ’ : ’ e a t s ’}} , ’ t a r g e t n o d e ’ : {{ ’ name ’ : ’ Prunus s e r o t i n a
’}}}} ,

{{ ’ s o u r c e n o d e ’ : {{ ’ name ’ : ’ Can i s l a t r a n s ’}} , ’ r e l a t i o n ’ : {{ ’
name ’ : ’ e a t s ’}} , ’ t a r g e t n o d e ’ : {{ ’ name ’ : ’ S y l v i l a g u s
c u n i c u l a r i u s ’}}}} ,
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{{ ’ s o u r c e n o d e ’ : {{ ’ name ’ : ’ Can i s l a t r a n s ’}} , ’ r e l a t i o n ’ : {{ ’
name ’ : ’ coOccursWith ’}} , ’ t a r g e t n o d e ’ : {{ ’ name ’ : ’
P a n t h e r a leo ’}}}} ,

{{ ’ s o u r c e n o d e ’ : {{ ’ name ’ : ’ C r o t a l u s p r i c e i ’}} , ’ r e l a t i o n ’ :
{{ ’ name ’ : ’ preysOn ’}} , ’ t a r g e t n o d e ’ : {{ ’ name ’ : ’
S c e l o p o r u s j a r r o v i i ’}}}} ,

{{ ’ s o u r c e n o d e ’ : {{ ’ name ’ : ’ C r o t a l u s p r i c e i ’}} , ’ r e l a t i o n ’ :
{{ ’ name ’ : ’ preysOn ’}} , ’ t a r g e t n o d e ’ : {{ ’ name ’ : ’ Neotoma
mexicana ’}}}} ,

{{ ’ s o u r c e n o d e ’ : {{ ’ name ’ : ’ C r o t a l u s p r i c e i ’}} , ’ r e l a t i o n ’ :
{{ ’ name ’ : ’ preysOn ’}} , ’ t a r g e t n o d e ’ : {{ ’ name ’ : ’ Junco
phaeono tus ’}}}} ,

]

You c o u l d say :
” C r o t a l u s p r i c e i i s a s p e c i e s known t o p rey on s e v e r a l s p e c i e s

i n c l u d i n g , S c e l o p o r u s j a r r o v i i , Junco phaeono tus , and Neotoma
mexicana . Neotoma mexicana have i n t e r a c t i o n s wi th s e v e r a l
s p e c i e s i n c l u d i n g Lynx r u f u s and Can i s l a t r a n s . Can i s l a t r a n s
a r e known t o co − o c c u r wi th P a n t h e r a l e o and e a t Prunus
s e r o t i n a and S y l v i l a g u s c u n c i c u l a r i u s . ”

t r i p l e = [
{{ ’ s o u r c e n o d e ’ : {{ ’ name ’ : ’ Chromatomyia e r i g e r o n t o p h a g a ’}} , ’

r e l a t i o n ’ : {{ ’ name ’ : ’ v i s i t s F l o w e r s O f ’}} , ’ t a r g e t n o d e ’ :
{{ ’ name ’ : ’ P o t e n t i l l a n ivea ’}}}} ,

{{ ’ s o u r c e n o d e ’ : {{ ’ name ’ : ’ Chromatomyia e r i g e r o n t o p h a g a ’}} , ’
r e l a t i o n ’ : {{ ’ name ’ : ’ p o l l i n a t e s ’}} , ’ t a r g e t n o d e ’ : {{ ’
name ’ : ’ E r i g e r o n compos i tu s ’}}}} ,

{{ ’ s o u r c e n o d e ’ : {{ ’ name ’ : ’ P o t e n t i l l a n ivea ’}} , ’ r e l a t i o n ’ :
{{ ’ name ’ : ’ i n t e r a c t s W i t h ’}} , ’ t a r g e t n o d e ’ : {{ ’ name ’ : ’
S a l i x a r c t i c a ’}}}} ,

{{ ’ s o u r c e n o d e ’ : {{ ’ name ’ : ’ P o t e n t i l l a n ivea ’}} , ’ r e l a t i o n ’ :
{{ ’ name ’ : ’ i n t e r a c t s W i t h ’}} , ’ t a r g e t n o d e ’ : {{ ’ name ’ : ’
Draba n i v a l i s ’}}}} ,

{{ ’ s o u r c e n o d e ’ : {{ ’ name ’ : ’ E r i g e r o n compos i tus ’}} , ’ r e l a t i o n
’ : {{ ’ name ’ : ’ i n t e r a c t s W i t h ’}} , ’ t a r g e t n o d e ’ : {{ ’ name ’ : ’
Popu lus t r e m u l o i d e s ’}}}} ,

{{ ’ s o u r c e n o d e ’ : {{ ’ name ’ : ’ E r i g e r o n compos i tus ’}} , ’ r e l a t i o n
’ : {{ ’ name ’ : ’ i n t e r a c t s W i t h ’}} , ’ t a r g e t n o d e ’ : {{ ’ name ’ : ’
Lue tkea p e c t i n a t a ’}}}}

]

You c o u l d say :
” Chromatomyia e r i g e r o n t o p h a g a i s a s p e c i e s known t o v i s i t t h e

f l o w e r s o f P o t e n t i l l a n i v e a which i n t u r n have i n t e r a c t i o n s
wi th S a l i x a r c t i c a and Draba n i v a l i s . C . e r i g e r o n t o p h a g a a l s o
p o l l i n a t e E r i g e r o n c o m p o s i t u s . Th i s f l o w e r i s known t o
i n t e r a c t w i th Popu lus t r e m u l o i d e s and Lue tkea p e c t i n a t a . ”

Ru les :

You must use a l l o f t h e e n t i t i e s p r o v i d e d i n t h e t r i p l e and p l e a s e
i n c l u d e each node v e r b a t i m b u t do n o t use q u o t e s .

Your s t a t e m e n t must p r e s e r v e t h e d i r e c t i o n s o f t h e knowledge − graph
.
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Do NOT l i s t t h e i t e m s i n t h e t r i p l e a s a l i s t . I n s t e a d , w r i t e a
s e n t e n c e o r p a r a g r a p h t h a t d e s c r i b e s t h e r e l a t i o n s h i p between
e v e r y i t em i n t h e t r i p l e .

You can a l s o add a d d i t i o n a l i n f o r m a t i o n t o t h e t r i p l e t o make t h e
r e l a t i o n s h i p more c l e a r , however you must i n c l u d e a l l t h e
t r i p l e s i n your r e s p o n s e .

In your f i n a l r e s p o n s e , do NOT p u t name of any node o r r e l a t i o n i n
q u o t e s .

For example f o r t h e node ‘{{” name ” : ” B a c c h a r i s s a r o t h r o i d e s ”}} ‘ :
’ The ” B a c c h a r i s s a r o t h r o i d e s ” . . . ’ i s ** n o t ** a l l o w e d
’ . . . i n t e r a c t s w i th t h e p l a n t ” B a c c h a r i s s a r o t h r o i d e s ” ’ i s **

n o t ** a l l o w e d
” The p l a n t ’ B a c c h a r i s s a r o t h r o i d e s ’ . . . ” i s ** n o t ** a l l o w e d

T r i p l e s : { t r i p l e s }

Oregano

You a r e go ing t o be g i v e n a l i s t o f t r i p l e s from a d i r e c t e d
knowledge graph . Each t r i p l e c o n s i s t s o f a s u b j e c t , a r e l a t i o n
, and an o b j e c t .

The t r i p l e s a r e d e f i n e d i n d i r e c t e d o r d e r , where t h e r e l a t i o n s h i p
d i r e c t i o n i s from ” s o u r c e n o d e ” t o ” t a r g e t n o d e ”

Your g o a l i s t o e x p r e s s t h i s t r i p l e i n a c o n t i n u o u s n a t u r a l
l a n g u a g e s t a t e m e n t s u i t a b l e f o r a g e n e r a l o r a s c i e n t i f i c
a u d i e n c e .

For example , g i v e n t h e t r i p l e :

t r i p l e = [
{{ ’ s o u r c e n o d e ’ : {{ ’ name ’ : ’GFRA2’}} , ’ r e l a t i o n ’ : {{ ’ name ’ : ’

a c t s w i t h i n ’}} , ’ t a r g e t n o d e ’ : {{ ’ name ’ : ’NCAM1
i n t e r a c t i o n s ’}}}} ,

{{ ’ s o u r c e n o d e ’ : {{ ’ name ’ : ’GFRA2’}} , ’ r e l a t i o n ’ : {{ ’ name ’ : ’
a c t s w i t h i n ’}} , ’ t a r g e t n o d e ’ : {{ ’ name ’ : ’RAF/MAP k i n a s e
cascade ’}}}} ,

{{ ’ s o u r c e n o d e ’ : {{ ’ name ’ : ’GFRA2’}} , ’ r e l a t i o n ’ : {{ ’ name ’ : ’
a c t s w i t h i n ’}} , ’ t a r g e t n o d e ’ : {{ ’ name ’ : ’RET s i g n a l i n g
’}}}}

]

You c o u l d say :
” The gene GRFA2 a c t s w i t h i n s e v e r a l pa thways i n c l u d i n g NCAM1

i n t e r a c t i o n s pathway , RAF/MAP k i n a s e c a s c a d e and RET s i g n a l i n g
.

o r g i v e n t h e t r i p l e :

t r i p l e = [
{{ ’ s o u r c e n o d e ’ : {{ ’ name ’ : ’ n e p h r o t i c syndrome ’}} , ’ r e l a t i o n ’ :

{{ ’ name ’ : ’ h a s p h e n o t y p e ’}} , ’ t a r g e t n o d e ’ : {{ ’ name ’ : ’
m ic ro ce ph a l y ’}}}} ,
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{{ ’ s o u r c e n o d e ’ : {{ ’ name ’ : ’SGPL1 ’}} , ’ r e l a t i o n ’ : {{ ’ name ’ : ’
c a u s e s c o n d i t i o n ’}} , ’ t a r g e t n o d e ’ : {{ ’ name ’ : ’ n e p h r o t i c
syndrome ’}}}} ,

{{ ’ s o u r c e n o d e ’ : {{ ’ name ’ : ’SGPL1 ’}} , ’ r e l a t i o n ’ : {{ ’ name ’ : ’
a c t s w i t h i n ’}} , ’ t a r g e t n o d e ’ : {{ ’ name ’ : ’ S p h i n g o l i p i d de
novo b i o s y n t h e s i s ’}}}}

]

You c o u l d say :
” The gene SGPL1 which a c t s w i t h i n t h e s p h i n g o l i p i d de novo

b i o s y n t h e s i s pathway and c a u s e s n e p h r o t i c syndrome , a d i s e a s e
c h a r a c t e r i s e d by symptoms such as m i c r o c e p h a l y ”

o r g i v e n t h e t r i p l e :

t r i p l e = [
{{ ’ s o u r c e n o d e ’ : {{ ’ name ’ : ’ me thy l l − p h e n y l a l a n i n a t e ’}} , ’

r e l a t i o n ’ : {{ ’ name ’ : ’ h a s t a r g e t ’}} , ’ t a r g e t n o d e ’ : {{ ’
name ’ : ’ f i m b r i a l p r o t e i n ’}}}} ,

{{ ’ s o u r c e n o d e ’ : {{ ’ name ’ : ’ me thy l l − p h e n y l a l a n i n a t e ’}} , ’
r e l a t i o n ’ : {{ ’ name ’ : ’ h a s t a r g e t ’}} , ’ t a r g e t n o d e ’ : {{ ’
name ’ : ’ p ro th rombin ’}}}} ,

{{ ’ s o u r c e n o d e ’ : {{ ’ name ’ : ’ p ro th rombin ’}} , ’ r e l a t i o n ’ : {{ ’
name ’ : ’ g e n e p r o d u c t o f ’}} , ’ t a r g e t n o d e ’ : {{ ’ name ’ : ’F2
’}}}} ,

{{ ’ s o u r c e n o d e ’ : {{ ’ name ’ : ’F2 ’}} , ’ r e l a t i o n ’ : {{ ’ name ’ : ’
c a u s e s c o n d i t i o n ’}} , ’ t a r g e t n o d e ’ : {{ ’ name ’ : ’ p r egnancy
l o s s ’}}}}

]

You c o u l d say :
” The drug methy l l − p h e n y l a l a n i n a t e t a r g e t s bo th t h e f i m b r i a l

p r o t e i n and p r o t h r o m b i n . P r o t h r o m b i n i s a gene p r o d u c t o f F2
which i s known t o c a u s e p regnancy l o s s .

Ru les :

You must use a l l o f t h e e n t i t i e s p r o v i d e d i n t h e t r i p l e and p l e a s e
i n c l u d e each node v e r b a t i m b u t do n o t use q u o t e s .

Your s t a t e m e n t must p r e s e r v e t h e d i r e c t i o n s o f t h e knowledge − graph
.

Do NOT l i s t t h e i t e m s i n t h e t r i p l e a s a l i s t . I n s t e a d , w r i t e a
s e n t e n c e o r p a r a g r a p h t h a t d e s c r i b e s t h e r e l a t i o n s h i p between
e v e r y i t em i n t h e t r i p l e .

You can a l s o add a d d i t i o n a l i n f o r m a t i o n t o t h e t r i p l e t o make t h e
r e l a t i o n s h i p more c l e a r , however you must i n c l u d e a l l t h e
t r i p l e s i n your r e s p o n s e .

In your f i n a l r e s p o n s e , do NOT p u t name of any node o r r e l a t i o n i n
q u o t e s .

For example f o r t h e node ‘{{” name ” : ”2 −(6 − m e t h y l p y r i d i n −2− y l ) −n−
p y r i d i n −4− y l q u i n a z o l i n −4− amine ”}} ‘ :
’ The drug ”2 −(6 − m e t h y l p y r i d i n −2− y l ) −n− p y r i d i n −4− y l q u i n a z o l i n

−4− amine ” . . . ’ i s ** n o t ** a l l o w e d
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’ . . . i s a c t i v a t e by t h e drug ”2 −(6 − m e t h y l p y r i d i n −2− y l ) −n−
p y r i d i n −4− y l q u i n a z o l i n −4− amine ” ’ i s ** n o t ** a l l o w e d

’ . . . i s a c t i v a t e by t h e drug 2 −(6 − m e t h y l p y r i d i n −2− y l ) −n−
p y r i d i n −4− y l q u i n a z o l i n −4−amine ’ i s a l l o w e d

Ensure you c o r r e c t l y c a p i t a l i z e t h e e n t i t y i n your s t a t e m e n t . The
c a p i t a l i z a t i o n does n o t need t o match t h e p r o v i d e d e n t i t y .

For example f o r t h e node : ‘{{” name ” : ”Common Pathway of F i b r i n
C l o t Fo rma t ion ”}} ‘ :

’ . . . a c t s w i t h i n t h e Common Pathway of F i b r i n C l o t Fo rma t ion
. . . ’ i s ** n o t ** c o r r e c t c a p i t a l i z a t i o n

’ . . . a c t s w i t h i n t h e common pathway of f i b r i n c l o t f o r m a t i o n
. . . ’ i s c o r r e c t c a p i t a l i z a t i o n

You may s l i g h t l y r e p h r a s e t h e names o f pa thways t o e n s u r e t h e y a r e
g r a m m a t i c a l l y c o r r e c t i n your g e n e r a t e d s t a t e m e n t .

T r i p l e s : { t r i p l e s }

I.3 Response Validation Prompt Templates

As with response generation, we used a similar prompt for every dataset, adapting the fewshot
example accordingly. The prompts used for both entity-extraction and KG-extraction for each dataset
are shown below.

Codex - Entity Extraction Prompt Template
You w i l l be p r o v i d e d wi th a s t a t e m e n t d e s c r i b i n g t h e r e l a t i o n s h i p

between v a r i o u s e n t i t i e s .

The d i f f e r e n t e n t i t i e s d e s c r i b e d a r e o f t h e f o l l o w i n g t y p e s : [ ’
c o m p l i c a t i o n o f pregnancy , c h i l d b i r t h and t h e puerper ium ’ , ’
o c c u p a t i o n ’ , ’ manga ’ , ’ s y s t e m i c d i s e a s e ’ , ’ c l imb ing ’ , ’
government agency ’ , ’ p a r a m i l i t a r y ’ , ’ t y p e o f l e g a l e n t i t y i n
Germany ’ , ’ s u p e r i o r p l a n e t ’ , ’ c ou n t y s e a t ’ , ’ l e g i s l a t i v e term
’ , ’ c l e r g y ’ , ’ r e g i o n o f France ’ , ’ movement i n cinema ’ , ’
p o l i t i c a l o r g a n i s a t i o n ’ , ’ s u p e r v i l l a i n ’ , ’ t a p e s t r y ’ , ’ rock
band ’ , ’ r e l i g i o u s s e r v a n t ’ , ’ c o n s t r u c t e d language ’ , ’ m i l i t a r y
a l l i a n c e ’ , ’ p o e t r y c o l l e c t i o n ’ , ’ b o t a n i c a l garden ’ , ’ f o r me r
m u n i c i p a l i t y o f Norway ’ , ’ e p i s c o p a l see ’ , ’ m u n i c i p a l i t y o f
Germany ’ , ’ l a n g u a g e fami ly ’ , ’ f i l m c h a r a c t e r ’ , ’ c i t y o f
I n d o n e s i a ’ , ’ a s s o c i a t i o n under t h e French law of 1901 ’ , ’
co un ty o f F l o r i d a ’ , ’ t ow n s h i p o f New J e r s e y ’ , ’ r e g i o n a l
o r g a n i z a t i o n ’ , ’ a u t o r a c i n g team ’ , ’ pe r son ’ , ’ d i g i t a l l i b r a r y
’ , ’ t r i b u t e album ’ , ’ media f r a n c h i s e ’ , ’ f i l m schoo l ’ , ’
A u s t r a l i a n r u l e s f o o t b a l l l e ague ’ , ’ l ake ’ , ’ n a t i o n a l academy ’ ,

’ i m p e r i a l abbey ’ , ’ Wikimedia l i s t o f p e r s o n s ’ , ’ l o c a l i t y ’ , ’
kingdom ’ , ’Comune s p a r s o ’ , ’ P a r i s i a n cemetery ’ , ’ m u n i c i p a l i t y
o f T u n i s i a ’ , ’ h i g h e r m u n i c i p a l a s s o c i a t i o n o f Germany ’ , ’
necked bowl l u t e s ’ , ’ autonomous s o v i e t s o c i a l i s t r e p u b l i c o f a

un ion r e p u b l i c o f t h e S o v i e t Union ’ , ’ realm ’ , ’ m e d i c a l
s p e c i a l i s t ’ , ’ C h r i s t i a n Church ’ , ’ p a r l i a m e n t a r y assembly ’ , ’
f r a z i o n e ’ , ’ i s l a n d n a t i o n ’ , ’ U n i t ed S t a t e s n a t i o n a l l a b o r a t o r y
’ , ’UCI ProTeam ’ , ’ c h e m i c a l s u b s t a n c e ’ , ’ academic ’ , ’
i n d e p e n d e n t c i t y ’ , ’ p a r l i a m e n t a r y te rm i n t h e Kingdom of G r e a t

B r i t a i n ’ , ’ w e b s i t e ’ , ’ m u n i c i p a l i t y o f t h e N e t h e r l a n d s ’ , ’
s u l t a n a t e ’ , ’ c lub ’ , ’ u n i v e r s i t y − p r e p a r a t o r y schoo l ’ , ’ U n i t ed
S t a t e s f e d e r a l agency ’ , ’ comics c h a r a c t e r ’ , ’ s e t o f w a l l
hang ings ’ , ’ p e r s o n a l union ’ , ’ human b i b l i c a l f i g u r e ’ , ’ I s lam ’ ,
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’ a i r l i n e a l l i a n c e ’ , ’ g e o p o l i t i c a l community ’ , ’ f e d e r a l s t a t e
’ , ’ F i e l d O p e r a t i n g Agency ’ , ’ t e l e v i s i o n genre ’ , ’ minor p a r t y
’ , ’ e s p o r t s l e ague ’ , ’ a r t movement ’ , ’ b r an c h of b i o l o g y ’ , ’
m u n i c i p a l i t y o f B r a z i l ’ , ’ e t h n i c community ’ , ’ d e f i n i t e l y
e n d a n g e r e d language ’ , ’ r e s e a r c h o b j e c t ’ , ’ w r i t e r ’ , ’ c l e r i c ’ , ’
necked box l u t e s p l a y e d wi th a bow ’ , ’ s tad ium ’ , ’ s t a t e o f
Malays ia ’ , ’ P a r l i a m e n t a r y group ’ , ’ c a r g o a i r l i n e ’ , ’ law ’ , ’
C o n s e r v a t o r y o f r e g i o n a l r e l e v a n c e ’ , ’ d i s t r i c t o f Canton
Thurgau ’ , ’ t h i n k tank ’ , ’ d i s t r i c t c a p i t a l ’ , ’ major b a s i l i c a ’ ,
’ p o l i t i c a l p a r t y i n t h e R u s s i a n Empire ’ , ’ c i t y o f r a j o n
s u r b o d i n a n c e ’ , ’ c i t y unde r s t a t e j u r i s d i c t i o n i n L a t v i a ’ , ’
p h y s i o l o g i c a l c o n d i t i o n ’ , ’ S u p e r i o r C o n s e r v a t o r y o f Music ’ , ’
v i d e o albums d i s c o g r a p h y ’ , ’ a r t genre ’ , ’ human who may be
f i c t i o n a l ’ , ’ m e d i c a l p r o f e s s i o n ’ , ’ h i s t o r i c house museum ’ , ’
group of humans ’ , ’ l i t e r a r y group ’ , ’ m u n i c i p a l i t y o f F i n l a n d ’ ,

’ n a t u r a l s a t e l l i t e ’ , ’ c remator ium ’ , ’ eye d i s e a s e ’ , ’ E s p e r a n t o
o r g a n i z a t i o n ’ , ’ s p a c e agency ’ , ’ c o n s o r t i u m of u n i v e r s i t i e s i n
France ’ , ’ t h e a t r i c a l t r o u p e ’ , ’ d e s i g n schoo l ’ , ’ z o o n o s i s ’ , ’

b a l l game ’ , ’ c i t y m u n i c i p a l i t y ’ , ’ J a p a n e s e uppe r s e c o n d a r y
schoo l ’ , ’ r e e d organ ’ , ’ f e a t u r e f i lm ’ , ’ s p o r t s l e ague ’ , ’
u n i n c o r p o r a t e d community ’ , ’ l i t e r a t u r e ’ , ’ g i r l group ’ , ’ K r e i s
i n t h e kingdom of Bava r i a ’ , ’ t e l e v i s i o n s e r i e s ’ , ’ t y p e o f
b u s i n e s s e n t i t y i n t h e USA’ , ’ c i t y o f P e n n s y l v a n i a ’ , ’ p l u c k e d
necked box l u t e s ’ , ’ Grand Lodge ’ , ’ h e a r i n g d i s o r d e r ’ , ’
r e l i g i o u s movement ’ , ’ v i r a l v ideo ’ , ’ v a s s a l s t a t e ’ , ’
f r a t e r n i t y ’ , ’ c i t y i n Cyprus ’ , ’ f e d e r a l o f f i c e ’ , ’ comune of
I t a l y ’ , ’ s u p e r c o n t i n e n t ’ , ’ a i r l i n e ’ , ’ c a s t l e chape l ’ , ’ Oghuz
l a n g u a g e s ’ , ’ law schoo l ’ , ’ t e l e v i s i o n p i l o t ’ , ’ a c t i v i t y ’ , ’
O r t s t e i l ’ , ’ moshav ’ , ’ r e s e r v o i r ’ , ’ r e s i s t a n c e movement ’ , ’
music ’ , ’ r e p u b l i c ’ , ’ d i s t r i c t o f t h e c a n t o n o f S c h a f f h a u s e n ’ ,
’ m u n i c i p a l i t y o f P o r t u g a l ’ , ’ g e o g r a p h i c a l o b j e c t ’ , ’
m e t r o p o l i t a n r e g i o n i n Germany ’ , ’ Major Wate rborne d i s e a s e s ’ ,
’ t e l e v i s i o n s t a t i o n ’ , ’ genre ’ , ’ Canadian f o o t b a l l c lub ’ , ’
Community o f u n i v e r s i t i e s and h i g h e r e d u c a t i o n i n s t i t u t i o n s (
F ra nc e ) ’ , ’ c a n t o n of S w i t z e r l a n d ’ , ’ s u r g i c a l p r o c e d u r e ’ , ’
c a p i t a l o f a p r e f e c t u r e o f Japan ’ , ’ Abrahamic r e l i g i o n ’ , ’
g u i t a r t e c h n i q u e ’ , ’ p r o v i s i o n a l government ’ , ’ m i l i t a r y schoo l
’ , ’ mus ic i an ’ , ’ p o l i t i c a l c o a l i t i o n ’ , ’ murder ’ , ’ a t h l e t i c s ’ , ’
h i s t o r y o f a c o u n t r y o r s t a t e ’ , ’ a s p e c t o f h i s t o r y ’ , ’
m u n i c i p a l i t y wi th town p r i v i l e g e s i n t h e Czech Repub l i c ’ , ’
r e l i g i o u s o c c u p a t i o n ’ , ’ v i o l s ’ , ’ l i b e r a l a r t s c o l l e g e ’ , ’ town
d i v i d e d by borde r ’ , ’ p r i v a t e u n i v e r s i t y ’ , ’ o r i g i n a l n e t
a n i m a t i o n ’ , ’ C e n t r a l Committee ’ , ’ h i s t o r i c cou n t y o f England ’ ,

’ n a t u r a l sound ’ , ’ o r i g i n a l v i d e o a n i m a t i o n ’ , ’ T e c h n i s c h e
Hochschule ’ , ’ L u t h e r a n c a t h e d r a l ’ , ’ o p e r a company ’ , ’ borough
of P e n n s y l v a n i a ’ , ’ s e c u r i t y agency ’ , ’ e q u e s t r i a n s p o r t ’ , ’
i n t e r i o r m i n i s t r y ’ , ’ p u b l i c u n i v e r s i t y ’ , ’ c r y p t ’ , ’ chef − l i e u ’ ,

’ o r c h e s t r a ’ , ’ l o c a l i t y o f B e r l i n ’ , ’ s c i e n c e museum ’ , ’
t a p e s t r y manufac to ry ’ , ’ i n d e p e n d e n t r e c o r d l a b e l ’ , ’ comic book

s e r i e s ’ , ’ m e d i t e r r a n e a n sea ’ , ’ Studium Genera le ’ , ’ supe r g roup
’ , ’ c h a r a c t e r type ’ , ’ f o rm er m u n i c i p a l i t y o f S w i t z e r l a n d ’ , ’
v i l l a g e ’ , ’ non − g e o l o g i c a l l y r e l a t e d mounta in range ’ , ’
s u b r e g i o n ’ , ’ s e t s o f f r e e r e e d s ’ , ’ f i lm ’ , ’ non − f i c t i o n book ’ ,
’ n a t i o n a l rugby un ion team ’ , ’ p r o v i n c e o f China ’ , ’ C o n s t i t u e n t

r e p u b l i c s and p r o v i n c e s o f Yugos lav ia ’ , ’ t r a d e a s s o c i a t i o n ’ ,
’ ward o f Japan ’ , ’ p o s i t i o n ’ , ’ f r a t e r n a l o r g a n i z a t i o n ’ , ’
B r o a d c a s t i n g Board ’ , ’ m i n i s e r i e s ’ , ’ Wikimedia c a t e g o r y ’ , ’
p r o p e r t y ’ , ’ f i e l d o f work ’ , ’ s p e c i a l t y channe l ’ , ’ s e c o n d a r y
schoo l ’ , ’ p u b l i s h e r ’ , ’ s l i d e t r u m p e t s ’ , ’ r e c o r d l a b e l ’ , ’ s h o r t
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f i lm ’ , ’ r e c o r d company ’ , ’ r e s e a r c h ’ , ’ u rban m u n i c i p a l i t y o f
Poland ’ , ’ i n t e r n a t i o n a l o r g a n i z a t i o n ’ , ’ c o n s o l i d a t e d c i t y −
county ’ , ’ f i l m s e r i e s ’ , ’ academic major ’ , ’ s p o r t s venue ’ , ’
American f o o t b a l l team ’ , ’ honor s o c i e t y ’ , ’ l i b e r a l a r t s
c o l l e g e i n t h e Un i t e d S t a t e s ’ , ’ s t a t e o f Germany ’ , ’ C a t e g o r y :
P o l i t i c a l p a r t i e s i n Russ ia ’ , ’ c h a r a c t e r ’ , ’ academy of
s c i e n c e s ’ , ’ n a t i o n a l u n i v e r s i t y ’ , ’ woodwind i n s t r u m e n t ’ , ’
S t u d e n t e n v e r b i n d u n g ’ , ’ empire ’ , ’ b o a r d i n g schoo l ’ , ’ group
a c t i o n ’ , ’ open f l u t e s wi th i n t e r n a l d u c t w i th f i n g e r h o l e s ’ , ’
t e l e v i s i o n s e r i e s e p i s o d e ’ , ’ ch \ ˆ a t e a u ’ , ’ t r a n s p o r t company ’ ,
’ communist p a r t y ’ , ’ D i c h t e r k r e i s ’ , ’ m u s i c a l i n s t r u m e n t ’ , ’
a r c h i p e l a g o ’ , ’ n e c r o s i s ’ , ’ m u n i c i p a l i t y o f Sweden ’ , ’
c o n c e n t r a t i o n camp ’ , ’ Gymnasium i n Germany ’ , ’ Empire on which
t h e sun n e v e r s e t s ’ , ’ academic p r o f e s s i o n ’ , ’ d i s t r i c t o f t h e
Czech Repub l i c ’ , ’ advocacy group ’ , ’ c ou n ty o f Ar izona ’ , ’
p o l i t i c a l p a r t y i n C a t a l o n i a ’ , ’ s p e c i a l ward o f Japan ’ , ’
a u t o m o b i l e marque ’ , ’ non − c o n t r o l l e d s u b s t a n c e abuse ’ , ’ r e g i o n
of Graub \” unden ’ , ’ I n d i a n I n s t i t u t e s o f Technology ’ , ’ consumer

c o o p e r a t i v e ’ , ’ e x e c u t i o n method ’ , ’ m u n i c i p a l a r r o n d i s s e m e n t ’ ,
’ p r i s o n ’ , ’ marke t town ’ , ’ p r i n t m a k e r ’ , ’ v i d e o game p u b l i s h e r

’ , ” employers ’ o r g a n i z a t i o n ” , ’ c o r e c i t y o f Japan ’ , ’ p u b l i c
r e s e a r c h u n i v e r s i t y ’ , ’ m e d i c a l s p e c i a l t y ’ , ’ t r a f f i c c o l l i s i o n
’ , ’ v i s u a l a r t s ’ , ’ i n t e r g o v e r n m e n t a l o r g a n i z a t i o n ’ , ’
e l e c t r o n i c m u s i c a l i n s t r u m e n t ’ , ’ P u b l i c S c i e n t i f i c and
T e c h n i c a l R e s e a r c h E s t a b l i s h m e n t ’ , ’ a c c i d e n t ’ , ’ communicat ion
’ , ’ i n t e l l i g e n c e agency ’ , ’ f a c u l t y o f economics ’ , ’museum ’ , ’
m i c r o n a t i o n ’ , ’ b a s e b a l l park ’ , ’ c o v e r t o p e r a t i o n ’ , ’ l e g a l
p r o f e s s i o n a l ’ , ’ b r o a d c a s t e r ’ , ’web documentary ’ , ’ t r e a t i s e ’ , ’
i n t e r n a t i o n a l non − g o v e r n m e n t a l o r g a n i z a t i o n ’ , ’ m u n i c i p a l i t y o f
Denmark ’ , ’ a d m i n i s t r a t i v e t e r r i t o r i a l e n t i t y o f Poland ’ , ’

a r c h a e o l o g i c a l s i t e ’ , ’ b u s i n e s s ’ , ’ s u b d i s t r i c t o f t h e c a n t o n
of Graub \” unden ’ , ’ m o n o t h e i s t i c r e l i g i o n ’ , ’ meta − o r g a n i z a t i o n
’ , ’ c h a r t e r a i r l i n e ’ , ’ p o l y t h e i s m ’ , ’ c o u n t r y ’ , ’ v i s a p o l i c y ’ ,
’ c ou n t y town ’ , ’ punk band ’ , ’ t o u r i s t a t t r a c t i o n ’ , ’ columbarium
’ , ’ p r o v i n c e o f P r u s s i a ’ , ’ academic degree ’ , ’ g e o g r a p h i c
l o c a t i o n ’ , ’ p l a c e wi th town r i g h t s and p r i v i l e g e s ’ , ’ c a p i t a l ’ ,

’ l ower house ’ , ’ second − l e v e l a d m i n i s t r a t i v e c o u n t r y
s u b d i v i s i o n ’ , ’ m u s i c a l p r o f e s s i o n ’ , ’ g r e a t e s t h i t s album ’ , ’
i n t e r n a t i o n a l bo rde r ’ , ’ human ’ , ’ R e g i e r u n g s b e z i r k ’ , ’ i n s t i t u t e

o f t h e R u s s i a n Academy of S c i e n c e s ’ , ’ c h e m i c a l compound ’ , ’
a r e a o f e n g i n e e r i n g ’ , ’ d i s t r i c t o f t h e c a n t o n of S o l o t h u r n ’ , ’
v i l l a g e o f New York ’ , ’ d i s e a s e ’ , ’ s t a t e o r i n s u l a r a r e a
c a p i t a l i n t h e Un i t ed S t a t e s ’ , ’ C h r i s t i a n denomina t ion ’ , ’
m u n i c i p a l i t y o f P u e r t o Rico ’ , ’ a r c h i t e c t u r a l s t y l e ’ , ’ boys
schoo l ’ , ’ l i v e v i d e o album ’ , ’ a s s o c i a t i o n ’ , ’ r e p u b l i c o f t h e
S o v i e t Union ’ , ’ l i t e r a r y work ’ , ’ c i t y o f r e g i o n a l s i g n i f i c a n c e

o f Ukra ine ’ , ’ c o l l e c t i v e pseudonym ’ , ’ p r e s i d e n c y of B r i t i s h
I n d i a ’ , ’ e l e c t r o n i c organ ’ , ’ music v i d e o c o m p i l a t i o n album ’ , ’
b r a nc h of p h y s i c s ’ , ’ l i t e r a r y s o c i e t y ’ , ’ e n c l a v e ’ , ’ b r an ch of
c h e m i s t r y ’ , ’ park ’ , ’ open − a c c e s s p u b l i s h e r ’ , ’ c u l t u r a l r e g i o n
’ , ’ i n s t i t u t e o f t e c h n o l o g y ’ , ’ commune of France ’ , ’ l and − g r a n t

u n i v e r s i t y ’ , ’ town of t h e Un i t ed S t a t e s ’ , ’ m a t h e m a t i c i a n ’ , ’
c o l l e g i a t e u n i v e r s i t y ’ , ’ j u r i s t ’ , ’ r e s e a r c h i n s t i t u t e ’ , ’
v a l l e y ’ , ’ l y c \ ’ ee ’ , ’ sys tem ’ , ’ s c h o o l o f t h e French p u b l i c
s e r v i c e ’ , ’ p l u c k e d s t r i n g necked bowl l u t e ’ , ’ t e l e v i s i o n f i lm
’ , ’ h u m a n i s t i c gymnasium ’ , ’ c i t y o f o b l a s t s i g n i f i c a n c e ’ , ’
a r t i s t ’ , ’ term ’ , ’ s o f t w a r e ’ , ’ p l u c k e d s t r i n g i n s t r u m e n t ’ , ’
p a r i s h o f t h e Church o f Sweden ’ , ’ music term ’ , ’ music v ideo ’ ,
’ b a r r i o ’ , ’ non − g o v e r n m e n t a l o r g a n i z a t i o n ’ , ’ p r o v i n c i a l c i t y ’ ,
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’ i n d e p e n d e n t schoo l ’ , ’ m u n i c i p a l i t y o f C a t a l o n i a ’ , ’ c o n t i n e n t
’ , ’ magazine ’ , ’ m e d i c a l s choo l ’ , ” c o r r e s p o n d e n t s ’ a s s o c i a t i o n
” , ’ u rban a rea ’ , ’ cemetery ’ , ’ anime t e l e v i s i o n s e r i e s ’ , ’ town
i n Hungary ’ , ’ S t a d t b e z i r k ’ , ’ c o r p o r a t e t i t l e ’ , ’ a n i m a t e d
f e a t u r e f i lm ’ , ’ Wikimedia l i s t a r t i c l e ’ , ’ u n i v e r s i t y museum ’ ,
’ c ou n t y o f C o n n e c t i c u t ’ , ’ s u p e r h e r o ’ , ’ f o r me r m u n i c i p a l i t y o f
Sweden ’ , ’ I n n s o f Court ’ , ’ commune of H a i t i ’ , ’ t e l e v i s i o n
program ’ , ’ cr ime ’ , ’ symptom ’ , ’ n e i g h b o r h o o d i n Boston ’ , ’ c i t y
o f t h e U n i t ed S t a t e s ’ , ’ membranophones ’ , ’ a d m i n i s t r a t i o n union
’ , ’ e l e c t o r a l d i s t r i c t o f F i n l a n d ’ , ’ a b s t r a c t o b j e c t ’ , ’ s t a t e
i n t h e Holy Roman Empire ’ , ’ s t a t e o f t h e U n i t ed S t a t e s ’ , ’
s u b s i d i a r y e n t i t y ’ , ’ t e c h n o l o g y museum ’ , ’ c o n s t i t u e n c y of t h e
c a n t o n of S t . Ga l l en ’ , ’ g e n r e o f p a i n t i n g ’ , ’ a c t o r ’ , ’
l a n d l o c k e d c o u n t r y ’ , ’ h i g h e r s c h o o l i n t h e Empire o f Japan ’ , ’
upper − t i e r m u n i c i p a l i t y ’ , ’ f i lmmak ing o c c u p a t i o n ’ , ’ t y p e o f
s p o r t ’ , ’ n a t i o n ’ , ’ a lbums d i s c o g r a p h y ’ , ’ J e wi sh denomina t ion ’ ,

’ m u l t i − p u r p o s e s tad ium ’ , ’ l i m i t e d l i a b i l i t y company ’ , ’
a r c h i t e c t u r a l f i rm ’ , ’ m u n i c i p a l i t i e s and c i t i e s o f S e r b i a ’ , ’
g r i d i r o n f o o t b a l l ’ , ’ m u n i c i p a l i t y s e a t ’ , ’ l e a g u e o f towns ’ , ’
m i n i s t r y o f communica t ions ’ , ’ p r o v i n c e o f A r g e n t i n a ’ , ’
n a t i o n a l Church ’ , ’ dea th ’ , ’ government o r g a n i z a t i o n ’ , ’ a r t
group ’ , ’ c o n t i n e n t a l a r e a and s u r r o u n d i n g i s l a n d s ’ , ’ t r e a t y ’ ,
’ p o l i t i c a l f a c t i o n ’ , ’ a u d i o v i s u a l work ’ , ’ s p e c i a l t y ’ , ’ manga
s e r i e s ’ , ’ i n t o x i c a t i o n ’ , ’ l andform ’ , ’ t r a n s c o n t i n e n t a l c o u n t r y
’ , ’ a n i m a t e d s h o r t f i lm ’ , ’ e x e c u t i v e board ’ , ’ drama schoo l ’ , ’
E a s t e r n Orthodox p a t r i a r c h a t e ’ , ’ c o m p o s i t i o n schoo l ’ , ’ team ’ ,
’ n a t i o n a l s p o r t s team ’ , ’ borough of New J e r s e y ’ , ’ kommunaler
S p i t z e n v e r b a n d ’ , ’ s t a t e w i th l i m i t e d r e c o g n i t i o n ’ , ’ q u a r t e r o f

Hamburg ’ , ’ g u i t a r ’ , ’ t i t l e o f honor ’ , ’ r e r e d o s ’ , ’ homicide ’ ,
’ a r t s choo l ’ , ’ m u n i c i p a l i t y o f L i e c h t e n s t e i n ’ , ’ r e g i o n a l
m u n i c i p a l i t y o f O n t a r i o ’ , ’ r e g i o n of Belgium ’ , ’ w r i t e r s ’
o r g a n i z a t i o n ’ , ’ r a i l g u i de d t r a n s p o r t ’ , ’ r u r a l d i s t r i c t o f
Baden −W\”{u} r t t e m b e r g ’ , ’ human a c t i o n ’ , ’ c u l t u r a l movement ’ , ’
i n s t i t u t e ’ , ’ s i b l i n g group ’ , ’ p o i s o n i n g ’ , ’ n a t i o n a l
a s s o c i a t i o n f o o t b a l l team ’ , ’ c i t y ’ , ’ p r i v a t e company ’ , ’
l i t e r a r y form ’ , ’ r a i l w a y company ’ , ’ m u n i c i p a l i t y o f Norway ’ , ’
h e a l t h p r o f e s s i o n a l ’ , ’ s t a t e o f A u s t r a l i a ’ , ’ low − c o s t a i r l i n e
’ , ’ m u l t i − s p o r t c lub ’ , ’ m i l i t a r y academy ’ , ’ a s s o c i a t i o n
f o o t b a l l s t ad ium ’ , ’ n a r r a t i v e t e c h n i q u e ’ , ’ j o u r n a l i s m schoo l ’ ,

’ e d u c a t o r ’ , ’ saxophone ’ , ’ s t a t e o f I n d i a ’ , ’ e x p e r i e n c e ’ , ’
f o r me r l i b e r a l p a r t y ’ , ’ l e a r n e d s o c i e t y ’ , ’ h igh i s l a n d ’ , ’
s c i e n c e f i c t i o n genre ’ , ’ v o l u n t a r y a s s o c i a t i o n ’ , ’ u n i v e r s i t y
b u i l d i n g ’ , ’ h i s t o r i c a l p e r i o d ’ , ’ h igh schoo l ’ , ’ c ou n ty o f New
J e r s e y ’ , ’ C o n s t i t u t i o n a l body ’ , ’ c e n t u r y ’ , ’ s h o r t s t o r y
c o l l e c t i o n ’ , ’ c i t y wi th m i l l i o n s o f i n h a b i t a n t s ’ , ’ r e s e a r c h
u n i v e r s i t y ’ , ’ campus ’ , ’ f em a l e i d o l group ’ , ’ o c c u r r e n c e ’ , ’ b i g

c i t y ’ , ’ r e p r e s e n t a t i o n ’ , ’ c o v e r band ’ , ’ work of a r t ’ , ’ minor
b a s i l i c a ’ , ’ seminary ’ , ’ group ’ , ’ s p o r t s d i s c i p l i n e ’ , ’ o c c u p i e d

t e r r i t o r y ’ , ’ o b l a s t o f Russ ia ’ , ’ g o v e r n o r a t e o f t h e R u s s i a n
Empire ’ , ’ cou n t y o f Washington ’ , ’ l a n g u a g e r e g u l a t o r ’ , ’ P l a c e
o f Execu t ion ’ , ’ p o l i t i c a l p a r t y i n Spain ’ , ’ v e t e r a n s ’
o r g a n i z a t i o n ’ , ’ p a i n t i n g movement ’ , ’ s o f t w a r e company ’ , ’ human

s e t t l e m e n t ’ , ’ h o s p i t a l ’ , ’ organ ’ , ’ i n t e r n a l b l e e d i n g ’ , ’
m u n i c i p a l i t y o f A u s t r i a ’ , ’ s p e c u l a t i v e f i c t i o n ’ , ’ m u n i c i p a l i t y

o f Spain ’ , ’ c oun ty o f I l l i n o i s ’ , ’ Nazi c o n c e n t r a t i o n camp ’ , ’
p r i v a t e schoo l ’ , ’ German p u b l i c s t a t e b r o a d c a s t e r ’ , ’ f o r m er
a d m i n i s t r a t i v e t e r r i t o r i a l e n t i t y ’ , ’ m e d i c a l p r o c e d u r e ’ , ’web
s e r i e s ’ , ’ p r e s s u r e group ’ , ’ s o c i a l movement ’ , ’ t r u e boa rd
z i t h e r s wi th r e s o n a t o r box ’ , ’ L a n d s c h a f t s v e r b a n d ’ , ’ autonomous
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c o u n t r y w i t h i n t h e Kingdom of Denmark ’ , ’ v i l l a g e i n t h e
Un i t ed S t a t e s ’ , ’ J ewi sh cemetery ’ , ’ book p u b l i s h i n g company ’ ,
’ v i d e o game d e v e l o p e r ’ , ’ m e t r o p o l i t a n c i t y o f I t a l y ’ , ’
government r e g i o n o f Nor th Rhine − Wes t pha l i a ’ , ’ d i s t r i c t i n
S w i t z e r l a n d ’ , ’ f o r e i g n a f f a i r s m i n i s t r y ’ , ’ p r e f e c t u r e − l e v e l
c i t y ’ , ’ p r e f e c t u r e o f Japan ’ , ’ i d e n t i f i e r ’ , ’ un ion t e r r i t o r y
o f I n d i a ’ , ’new r e l i g i o u s movement ’ , ’ c o l l e g e a t h l e t i c
c o n f e r e n c e ’ , ’ town i n C r o a t i a ’ , ’ ne ighborhood ’ , ’ modern
language ’ , ’ u n i v e r s i t y i n France ’ , ’ Green p a r t y ’ , ’ p e r i o d i c a l
’ , ’ m i n i s t e r ’ , ’ s i n g l e − t i e r m u n i c i p a l i t y ’ , ’ c l a y a n i m a t i o n
f i lm ’ , ’ fo rm er d i s t r i c t o f S w i t z e r l a n d ’ , ’ p a r l i a m e n t a r y te rm
i n t h e Un i t ed Kingdom ’ , ’ j u v e n i l e p o l i t i c a l o r g a n i s a t i o n ’ , ’
c hu rc h b u i l d i n g ’ , ’ s e c r e t p o l i c e ’ , ’ a u x i l i a r y s c i e n c e ’ , ’
a n i m a t e d s e r i e s ’ , ’ s t a t e o f A u s t r i a ’ , ’ e t h n i c group ’ , ’
c r e a t i v e work ’ , ’ s y n t h e s i z e r ’ , ’ r e l i g i o u s i d e n t i t y ’ , ’
t e l e v i s i o n network ’ , ’ d i s t r i c t o f t h e c a n t o n of Schwyz ’ , ’
co un ty o f New York ’ , ’ c o l l e g e ’ , ’ r u r a l d i s t r i c t o f Lower
Saxony ’ , ’ p h i l o s o p h y ’ , ’ f a l l i n g ’ , ’ mausoleum ’ , ’ ocean ’ , ’
O r t s c h a f t ’ , ’ d e p e n d e n t t e r r i t o r y ’ , ’ r ace ’ , ’ p r o v i n c e o f Canada
’ , ’ p o l i t i c a l p a r t y i n C r o a t i a ’ , ’ r u r a l d i s t r i c t o f Rhine land −
P a l a t i n a t e ’ , ’ B e l g i a n m u n i c i p a l i t y wi th c i t y p r i v i l e g e s ’ , ’
d i a l e c t ’ , ’ s o c i a l s c i e n c e ’ , ’ government ’ , ’ r u r a l cemete ry ’ , ’
m i l i t a r y museum ’ , ’ m u s i c a l work ’ , ’ c ou n ty o f C a l i f o r n i a ’ , ’
C a t h o l i c u n i v e r s i t y ’ , ’ book s e r i e s ’ , ’ v o l l e y b a l l team ’ , ’
s u p e r i o r g r a d u a t e s c h o o l i n I t a l y ’ , ’ s i n g i n g duo ’ , ’ p e r c u s s i o n

i n s t r u m e n t ’ , ’ e n g i n e e r ’ , ’ rugby un ion team ’ , ’ g r a d u a t e schoo l
’ , ’ mockumentary ’ , ” Conceyu d ’ A s t u r i e s ” , ’ o r t h o d o x c a t h e d r a l ’ ,

’VIA ’ , ’ t r a d e union ’ , ’ p u b l i c s e r v i c e ’ , ’ s o r o r i t y ’ , ’ f o r me r
French r e g i o n ’ , ’ h i s t o r i c a l s o c i e t y ’ , ’ E a s t S l a v i c l a n g u a g e s ’ ,

’ group of i n t e r c o n n e c t e d l a k e s ’ , ’ m u s i c a l duo ’ , ’ borough ’ , ’
q u a r t e r ’ , ’ r e g i s t e r e d a s s o c i a t i o n ’ , ’ c o n s t i t u e n t p a r t o f t h e
Un i t ed Kingdom ’ , ’ t h e a t r i c a l genre ’ , ’ l e g i s l a t i v e assembly ’ , ’
a r e a o f law ’ , ’ s o n g w r i t e r ’ , ’ p u b l i c e d u c a t i o n a l i n s t i t u t i o n o f

t h e Un i t ed S t a t e s ’ , ’ u n i v e r s i t y o f a p p l i e d s c i e n c e s ’ , ’ f o rm er
m u n i c i p a l i t y ’ , ’ m e t r o p o l i t a n a rea ’ , ’ J a p a n e s e t e l e v i s i o n

drama ’ , ’ League of N a t i o n s mandate ’ , ’ F e d e r a l M i n i s t r y i n
Germany ’ , ’ n o n p r o f i t o r g a n i z a t i o n ’ , ’ o n l i n e newspaper ’ , ’ c a u s e

o f dea th ’ , ’ p r i v a t e not − f o r − p r o f i t e d u c a t i o n a l i n s t i t u t i o n ’ ,
’ m u n i c i p i u o f Romania ’ , ’ county − l e v e l c i t y ’ , ” d i r e c t o r ’ s c u t ” ,

’ c i t y wi th pow ia t r i g h t s ’ , ’ a d m i n i s t r a t i v e t e r r i t o r i a l e n t i t y
’ , ’ d a i l y newspaper ’ , ’ t a p e s t r y s e r i e s ’ , ’ rockumenta ry ’ , ’
h i g h e r p a r t y schoo l ’ , ’ a s s o c i a t i o n f o o t b a l l l e ague ’ , ’ s t a t e
schoo l ’ , ’ heavy m e t a l band ’ , ’ borough of New York Ci ty ’ , ’
m i l i t a r y o p e r a t i o n ’ , ’ s choo l ’ , ’ e v a l u a t i o n ’ , ’ gymnasium ’ , ’
p r o t e c t o r a t e ’ , ’ d r i n k i n g f o u n t a i n ’ , ’ c h e m i c a l haza rd ’ , ’ comic
group ’ , ’ c u l t u r a l i n s t i t u t i o n ’ , ’ p o l i t i c a l p a r t i e s i n Germany
’ , ’ t a g team ’ , ’ book ’ , ’ c o l l e g e o f music ’ , ’ psycho logy ’ , ’
j u r i d i c a l pe r son ’ , ’ f o u n d a t i o n ’ , ’ h i s t o r i c co un ty o f t h e
Un i t ed Kingdom ’ , ’ m a l l e t p e r c u s s i o n i n s t r u m e n t ’ , ’ m i l i t a r y
p e r s o n n e l ’ , ’ p a r l i a m e n t a r y group ’ , ’ a c c o r d i o n ’ , ’ R e l a j a c i \ ’ on
’ , ’ i n t e r n a t i o n a l c o u r t ’ , ’ i s l a n d ’ , ’ c o n s t i t u e n c y of t h e
c a n t o n of Lucerne ’ , ’ E s p e r a n t o l a n g u a g e i n s t i t u t e ’ , ’ academic
d i s c i p l i n e ’ , ’ f i c t i o n a l human ’ , ’ s t e e r i n g commit tee ’ , ’ madhhab
’ , ’ p a r l i a m e n t ’ , ’ g o v e r n o r a t e ’ , ’ f e d e r a l l y funded r e s e a r c h and

deve lopment c e n t e r ’ , ’ a r r o n d i s s e m e n t o f France ’ , ’ mass i f ’ , ’
l i v e − a c t i o n a n i m a t e d f i lm ’ , ’ a n g l i c a n o r e p i s c o p a l c a t h e d r a l ’ ,

’ a r t form ’ , ’home r u l e m u n i c i p a l i t y o f P e n n s y l v a n i a ’ , ’ uppe r
house ’ , ’ comedy ’ , ’ b i o l o g y ’ , ’ c i t y o f Japan ’ , ’ v i l l a g e o f New
J e r s e y ’ , ’ i n t e r n a t i o n a l a i r p o r t ’ , ’ p o l i t i c a l i d e o l o g y ’ , ’
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p r i n c i p a l i t y ’ , ’ d e m o c r a t i c r e p u b l i c ’ , ’ a c o u s t i c g u i t a r ’ , ’
s a l o n ’ , ’New England town ’ , ’ sea ’ , ’ co un t y o f Minnesota ’ , ’
h i s t o r y ’ , ’ a r t s e d u c a t i o n a l i n s t i t u t i o n ’ , ’ c i t y d e s i g n a t e d by
government o r d i n a n c e ’ , ’ c u l t u r a l h e r i t a g e s i t e i n Russ ia ’ , ’
m i l i t a r y o f f i c e r ’ , ’ s t a t u t o r y c i t y o f A u s t r i a ’ , ’ c o n s t i t u e n t
s t a t e ’ , ’ p u b l i c b r o a d c a s t i n g ’ , ’ c r e d i t i n s t i t u t i o n ’ , ’
t r a n s p o r t a c c i d e n t ’ , ’ head and neck d i s e a s e ’ , ’ m i l i t a r y u n i t
branch − s i z e c l a s s ’ , ’ c e n t r a l bank ’ , ’ music genre ’ , ’
t e r r i t o r i a l e n t i t y ’ , ’ t e l e v i s i o n channe l ’ , ’ l i t e r a r y genre ’ , ’
m u s i c a l group ’ , ’ co lony ’ , ’ L a n d e s k i r c h e ’ , ’ concep t ’ , ’ b r a nc h
of s c i e n c e ’ , ’ n a t u r a l l anguage ’ , ’ f e d e r a t i v e u n i t o f B r a z i l ’ ,
’ p lay ’ , ’ o b l a s t o f Ukra ine ’ , ’ a d v i s o r y board ’ , ’ borough of
Hamburg ’ , ’ s i n g l e − r e e d i n s t r u m e n t ’ , ’ music scene ’ , ’ d i v i d e d
c o u n t r y ’ , ’ s c i e n c e f i c t i o n ’ , ’ v a l v e horn ’ , ’ c i v i l p a r i s h ’ , ’
m u s i c a l t e c h n i q u e ’ , ’ major l a b e l ’ , ’ O r i e n t a l s t u d i e s ’ , ’
hardback ’ , ’ w r i t t e n work ’ , ’ i n t e r n a t i o n a l f i n a n c i a l
i n s t i t u t i o n ’ , ’ atheneum ’ , ’ v i d e o game theme ’ , ’ r e g i o n o f
F i n l a n d ’ , ’ e c c l e s i a s t i c a l t i t l e ’ , ’ c o n s t i t u e n c y ’ , ’ supreme
c o u r t ’ , ’ d i s t r i c t o f t h e c a n t o n of V a l a i s ’ , ’ J a p a n e s e TV
s e r i e s ’ , ’ e n g i n e e r i n g schoo l ’ , ’ c i t y o r town ’ , ’ j o i n t − s t o c k
company ’ , ’ a r e a o f London ’ , ’ home r u l e c i t y o f Michigan ’ , ’
f i l m s t u d i o ’ , ’ E n g l i s h ’ , ’ s c i e n c e ’ , ’ f o r m er p r o v i n c e s o f I t a l y
’ , ’ L a n d e s w o h l f a h r t s v e r b a n d ’ , ’ l a b o u r p a r t y ’ , ’ s e c r e t s o c i e t y
’ , ’ d i s t r i c t o f I s r a e l ’ , ’ f i r s t − l e v e l a d m i n i s t r a t i v e c o u n t r y
s u b d i v i s i o n ’ , ’ p r o f e s s i o n a l s p o r t s l e ague ’ , ’ Khanate ’ , ’ s t a t e
’ , ’ U n i t ed S t a t e s f e d e r a l e x e c u t i v e depa r tmen t ’ , ’ mountain ’ , ’
j o u r n a l i s m genre ’ , ’ r e g i o n of I t a l y ’ , ’ r e l i g i o u s t e x t ’ , ’
d i s t r i c t o f t h e c a n t o n of Neuch \ ˆ a t e l ’ , ’ town ’ , ’ C a t h o l i c
r e l i g i o u s o c c u p a t i o n ’ , ’ m u n i c i p a l a r r o n d i s s e m e n t o f M a r s e i l l e
’ , ’ superpower ’ , ’ memory i n s t i t u t i o n ’ , ’ r e l i g i o u s denomina t ion
’ , ’ academic i n s t i t u t i o n ’ , ’ peop le ’ , ’ a r t i s t c o l l e c t i v e ’ , ’
h o l d i n g company ’ , ’ m u n i c i p a l i t y o f S w i t z e r l a n d ’ , ’ s e r i a l f i lm
’ , ’ p h i l o s o p h i c a l movement ’ , ’ u rban a r e a i n Sweden ’ , ’
s c i e n t i f i c s o c i e t y ’ , ’ H a n s e a t i c c i t y ’ , ’ s o c i a l i n f l u e n c e ’ , ’
d i s t r i c t o f t h e c a n t o n of F r i b o u r g ’ , ’ i m p e r i a l u n i v e r s i t y o f
t h e R u s s i a n Empire ’ , ’ s t a t e u n i v e r s i t y system ’ , ’ p o n t i f i c a l
u n i v e r s i t y ’ , ’ r e l i g i o u s o r g a n i z a t i o n ’ , ’ s t a t e church ’ , ’
o v e r s e a s d e p a r t m e n t o f France ’ , ’ c e r e m o n i a l co un ty o f England
’ , ’ shock t r o o p s ’ , ’ c ou n t y o f Maryland ’ , ’ r a d i o s t a t i o n ’ , ’
t r a d e s p e r s o n ’ , ’ M e t r o p o l i t a n S t a t i s t i c a l Area ’ , ’ f a c i l i t y ’ , ’
o r g a n i z a t i o n r e l a t e d t o n o n v i o l e n c e ’ , ’ p u b l i c s c i e n t i f i c ,
c u l t u r a l o r p r o f e s s i o n a l e s t a b l i s h m e n t ’ , ’ c h a r t e r c i t y ’ , ’
c l a s s o f i n s t r u m e n t s ’ , ’ c o l l e g e o f t h e U n i v e r s i t y o f Oxford ’ ,
’ p r o v i n c e o f t h e R e p u b l i c o f China ’ , ’ d i s t r i c t o f t h e c a n t o n
of T ic ino ’ , ’ f i l m genre ’ , ’ b e l i e v e r ’ , ’ a v i a t i o n a c c i d e n t ’ , ’
keyboard ’ , ’ mounta in range ’ , ’ h e a l t h problem ’ , ’ anime and
manga genre ’ , ’ vo lcano ’ , ’ Eco le s e c o n d a i r e de Neucha t e l ’ , ’
dev i ce ’ , ’ drama ’ , ’ dead language ’ , ’ s t a t i s t i c a l s e r v i c e ’ , ’
p h y s i c s ’ , ’ commerc ia l o r g a n i z a t i o n ’ , ’ keyboard i n s t r u m e n t ’ , ’
p a r i s h o f Jamaica ’ , ’ h i s t o r i c a l l anguage ’ , ’ l i t e r a r y movement
’ , ’ c u l t u r e ’ , ’ b u s i n e s s schoo l ’ , ’ c i n e m a t i c t e c h n i q u e ’ , ’
e n t e r p r i s e ’ , ’ v i d e o game genre ’ , ’ a t y p i c a l pneumonia ’ , ’
f a c u l t y ’ , ’ a r t music ’ , ’ d i s t r i c t o f t h e c a n t o n of Vaud ’ , ’
necked bowl l u t e s sounded by p lec t rum ’ , ’ r u r a l d i s t r i c t o f
Nor th Rhine − Wes tph a l i a ’ , ’ age ’ , ’ Un i t e d S t a t e s n a t i o n a l
cemetery ’ , ’ s i n g l e oboes wi th c o n i c a l bore ’ , ’ p h i l o s o p h i c a l
s choo l ’ , ”UCI Women’ s Team ” , ’ e d u c a t i o n a l i n s t i t u t i o n ’ , ’
m e t r o p o l i t a n m u n i c i p a l i t y o f South A f r i c a ’ , ’ Bundes tag
commit tee ’ , ’ b a s k e t b a l l team ’ , ’ s u p r a n a t i o n a l union ’ , ’
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a p o s t a s y ’ , ’ e t h i c s ’ , ’ economic branch ’ , ’ g r a n de \ ’{ e} co le ’ , ’
a d m i n i s t r a t i v e d i s t r i c t o f t h e c a n t o n of Bern ’ , ’ u rban
m u n i c i p a l i t y o f Germany ’ , ’ census − d e s i g n a t e d p l a c e ’ , ’ l a r g e s t
c i t y ’ , ’ t h e a t r e ’ , ’ s o v e r e i g n s t a t e ’ , ’ i n t e r n a t i o n a l s choo l ’ , ’
m u n i c i p a l i t y ’ , ’ d i s t r i c t o r n e i g h b o r h o o d of Los Angeles ’ , ’
p u b l i c p o l i c y schoo l ’ , ’ academia ’ , ’ g e o g r a p h i c r e g i o n ’ , ’
a s s o c i a t i o n f o o t b a l l c lub ’ , ’ e x t e r m i n a t i o n camp ’ , ’ p r o f e s s i o n
’ , ’ t e r r o r i s t o r g a n i z a t i o n ’ , ’ symphonic o r c h e s t r a ’ , ’ a i r p o r t ’ ,

’ c a t h e d r a l ’ , ’ comput ing p l a t f o r m ’ , ’ l o c a l i t y o f Mexico ’ , ’
c o l l e g e o f t h e U n i v e r s i t y o f Cambridge ’ , ’ l i b e r a l r e l i g i o n ’ , ’
government r e g i o n o f Baden −W\”{u} r t t e m b e r g ’ , ’ m e d i c a l s o c i e t y
’ , ’ s p e c i a l i z e d agency of t h e U n i t e d Na t ions ’ , ’ l anguage ’ , ’
c i t y / town ’ , ’ community c e n t e r ’ , ’ p r o p o s e d c o u n t r y ’ , ’
h i s t o r i c a l Ch inese s t a t e ’ , ’ f a c u l t y o f law ’ , ’ spoken language
’ , ’ zone o f Nepal ’ , ’ p r o t e c t i o n ’ , ’ i n d e p e n d e n t c i t y o f Germany
’ , ’ h i g h e r e d u c a t i o n i n s t i t u t i o n ’ , ’ s t op − mot ion a n i m a t e d f i lm
’ , ’ f i c t i o n a l c i t y ’ , ’ German S t u d e n t Corps ’ , ’ v o i v o d e s h i p o f
Poland ’ , ’ b a s e b a l l team ’ , ’ d e p a r t m e n t o f A r g e n t i n a ’ , ’ d i s t r i c t

o f t h e c a n t o n of Aargau ’ , ’UCI Trade Team I I ’ , ’ c ou n t y o f
V i r g i n i a ’ , ’ news agency ’ , ’ newspaper ’ , ’ a t h l e t i c c o n f e r e n c e ’ ,
’ h i s t o r i c a l c o u n t r y ’ , ’ r u r a l d i s t r i c t o f Saxony ’ , ’ p o l i t i c i a n
’ , ’ b o r d e r town ’ , ’ i n f e c t i o u s d i s e a s e ’ , ’ ’ d i s t r i c t o f t h e
c a n t o n of Z\”{u} r i c h ’ ’ , ’ mind s p o r t ’ , ’ pop duo ’ , ’ Swedish
Royal Academies ’ , ’ wor ld view ’ , ’ A u s b i l d u n g s b e r u f ’ , ’ s t a f f
c o l l e g e ’ , ’ n e i g h b o r h o o d i n Brooklyn , New York Ci ty ’ , ’ E a s t e r n
C a t h o l i c Church ’ , ’ d e p a r t m e n t o f France ’ , ’ c i t y i n New J e r s e y
’ , ’ p o l i t i c a l p a r t y ’ , ’ p r i m a r y schoo l ’ , ’ boy band ’ , ’ a r t
museum ’ , ’ u n i v e r s i t y ’ , ’ a n i m a t e d c h a r a c t e r ’ , ’ m u n i c i p a l i t y o f
Belgium ’ , ’ t y p e o f b u s i n e s s e n t i t y ’ , ’ o r g a n i z a t i o n ’ , ’
c o n s e r v a t o r y ’ , ’ m u n i c i p a l i t y o f Vietnam ’ , ’ e n t e r t a i n m e n t
company ’ , ’ London borough ’ , ’ c ou n t y o f M a s s a c h u s e t t s ’ , ’
i n s t r u m e n t a l i s t ’ , ’ c i t y o f New Brunswick ’ , ’ h i s t o r i c a l r e g i o n
’ , ’ group of f i c t i o n a l c h a r a c t e r s ’ , ’ a s s o c i a t i o n f o o t b a l l team
’ , ’ B r i t i s h O v e r s e a s T e r r i t o r i e s ’ , ’ absence ’ , ’ c o n f e d e r a t i o n ’ ,

’ s u b d i s t r i c t o f t h e c a n t o n of T ic ino ’ , ’ C r u s a d e r s t a t e s ’ , ’
c i t y − s t a t e ’ , ’ C a t h o l i c c a t h e d r a l ’ , ’ j u r i s d i c t i o n ’ , ’
m u n i c i p a l i t y o f t h e Czech Repub l i c ’ , ’ P r o t e s t a n t i s m ’ , ’
e d u c a t i o n ’ , ’ s p o r t s c lub ’ , ’ u n i v e r s i t y c o l l e g e ’ , ’ s p e c i a l c i t y

o f Japan ’ , ’ s u b c o n t i n e n t ’ , ’ r o y a l p a l a c e ’ , ’ w r i t i n g c i r c l e ’ ,
’ c l i n i c a l s ign ’ , ’ c l an ’ , ’3D f i lm ’ , ’ f i l m p r o d u c t i o n company ’ ,

’ human− g e o g r a p h i c t e r r i t o r i a l e n t i t y ’ , ’ s e q u e l f i lm ’ , ’
b u i l d i n g ’ , ’ c o l o n i a l power ’ , ’ oboe f a m i l y i n s t r u m e n t ’ , ’ a r e a
o f mathemat i c s ’ , ’ v a s c u l a r d i s e a s e ’ , ’ academy ’ , ’ i s l a n d o f
Japan ’ , ’ f o u n t a i n ’ ] .

P l e a s e e x t r a c t a l i s t o f a l l t h e e n t i t i e s o f t h e t y p e s d e s c r i b e d
above from t h e g i v e n p a s s a g e .

P l e a s e p r o v i d e your r e s p o n s e i n v a l i d JSON u s i n g t h e f o l l o w i n g
r e s p o n s e schema : { ’ type ’ : ’ o b j e c t ’ , ’ p r o p e r t i e s ’ : { ’ e n t i t i e s ’ :
{ ’ type ’ : ’ a r r a y ’ , ’ i t ems ’ : { ’ type ’ : ’ s t r i n g ’}}} , ’ r e q u i r e d ’ :

[ ’ e n t i t i e s ’ ] , ’ a d d i t i o n a l P r o p e r t i e s ’ : F a l s e , ’ s t r i c t ’ : True }

For example :

Example i n p u t : ” Rena te Axt was a w r i t e r , born i n Darms tad t i n
Germany . Germany s h a r e s a b o r d e r wi th A u s t r i a and
C z e c h o s l o v a k i a . ”
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Expec ted r e s p o n s e : {{
e n t i t i e s : [

” Rena te Axt ” ,
” Darms tad t ” ,
” Germany ” ,
” A u s t r i a ” ,
” C z e c h o s l o v a k i a ” ,

]
}}

Codex - KG Extraction Prompt Template

You w i l l be p r o v i d e d wi th a t e x t d e s c r i b i n g t h e d i r e c t e d
r e l a t i o n s h i p s between v a r i o u s e n t i t i e s

You w i l l a l s o be p r o v i d e d wi th a l i s t o f e n t i t i e s c o n t a i n e d w i t h i n
t h a t s t a t e m e n t .

E n t i t i e s a r e r e l a t e d t o t h e o t h e r e n t i t i e s v i a t h e f o l l o w i n g
d i r e c t e d r e l a t i o n s h i p s : [ ’ c o u n t r y o f c i t i z e n s h i p ’ , ’ c o u n t r y ’ ,
’ o c c u p a t i o n ’ , ’ p l a c e o f b i r t h ’ , ’ member o f p o l i t i c a l p a r t y ’ , ’
e d u c a t e d a t ’ , ’ genre ’ , ’ member of ’ , ’ l o c a t e d i n t h e
a d m i n i s t r a t i v e t e r r o r i t o r i a l e n t i t y ’ , ’ l a n g u a g e s spoken ,
w r i t t e n , o r s igned ’ , ’ r e l i g i o n ’ , ’ i n s t r u m e n t ’ , ’ s i b l i n g ’ , ’
p l a c e o f dea th ’ , ’ s h a r e s b o r d e r with ’ , ’ spouse ’ , ’ p l a c e o f
b u r i a l ’ , ’ c a s t member ’ , ’ r e c o r d l a b e l ’ , ’ f i e l d o f work ’ , ’
employer ’ , ’ i n f l u e n c e d by ’ , ’ l o c a t i o n o f f o r m a t i o n ’ , ’
d i p l o m a t i c r e l a t i o n ’ , ’ c a u s e o f dea th ’ , ’ c o u n t r y o f o r i g i n ’ , ’
r e s i d e n c e ’ , ’ a i r l i n e hub ’ , ’ o f f i c i a l l anguage ’ , ’ n a r r a t i v e
l o c a t i o n ’ , ’ c a p i t a l ’ , ’ e t h n i c group ’ , ’ member o f s p o r t s team ’ ,

’ l a n g u a g e o f work or name ’ , ’ t ime p e r i o d ’ , ’ h e a d q u a r t e r s
l o c a t i o n ’ , ’ c h i l d ’ , ’ s p o r t ’ , ’ m e d i c a l c o n d i t i o n ’ , ’ movement ’ ,
’ d i r e c t o r ’ , ’ uses ’ , ’ founded by ’ , ’ p a r e n t o r g a n i z a t i o n ’ , ’
c o n t i n e n t ’ , ’ occupan t ’ , ’ mounta in range ’ , ’ symptoms ’ , ’ p a r t of
’ , ’ p u b l i s h e r ’ , ’ d rug used f o r t r e a t m e n t ’ , ’ i n d u s t r y ’ , ’ named
a f t e r ’ , ’ u n m a r r i e d p a r t n e r ’ , ’ a i r l i n e a l l i a n c e ’ , ’ c r e a t o r ’ , ’
l e g a l form ’ , ’ a u t h o r ’ , ’ c h a i r p e r s o n ’ , ’ h e a l t h s p e c i a l t y ’ , ’
a r c h i t e c t ’ , ’ c h i e f e x e c u t i v e o f f i c e r ’ , ’ p r o d u c t o r m a t e r i a l
produced ’ , ’ a r c h i t e c t u r a l s t y l e ’ , ’ l e g i s l a t i v e body ’ , ’
p r a c t i c e d by ’ , ’ f o u n d a t i o n a l t e x t ’ , ’ s t u d i e s ’ , ’ use ’ ]

Your g o a l i s t o e x t r a c t t h e r e l a t i o n s h i p s between t h e e n t i t i e s a s
a d i r e c t e d graph and r e p r e s e n t t h a t g raph as a l i s t o f t r i p l e s

i n v a l i d j s o n u s i n g t h e f o l l o w i n g schema : { ’ type ’ : ’ o b j e c t ’ ,
’ p r o p e r t i e s ’ : { ’ t r i p l e s ’ : { ’ type ’ : ’ a r r a y ’ , ’ i t ems ’ : { ’ type ’ :
’ o b j e c t ’ , ’ p r o p e r t i e s ’ : { ’ s o u r c e n o d e ’ : { ’ type ’ : ’ o b j e c t ’ , ’
p r o p e r t i e s ’ : { ’ name ’ : { ’ type ’ : ’ s t r i n g ’}} , ’ r e q u i r e d ’ : [ ’ name
’ ] , ’ a d d i t i o n a l P r o p e r t i e s ’ : F a l s e } , ’ r e l a t i o n ’ : { ’ type ’ : ’
o b j e c t ’ , ’ p r o p e r t i e s ’ : { ’ name ’ : { ’ type ’ : ’ s t r i n g ’}} , ’ r e q u i r e d
’ : [ ’ name ’ ] , ’ a d d i t i o n a l P r o p e r t i e s ’ : F a l s e } , ’ t a r g e t n o d e ’ : { ’
type ’ : ’ o b j e c t ’ , ’ p r o p e r t i e s ’ : { ’ name ’ : { ’ type ’ : ’ s t r i n g ’}} , ’
r e q u i r e d ’ : [ ’ name ’ ] , ’ a d d i t i o n a l P r o p e r t i e s ’ : F a l s e }} , ’
r e q u i r e d ’ : [ ’ s o u r c e n o d e ’ , ’ r e l a t i o n ’ , ’ t a r g e t n o d e ’ ] , ’
a d d i t i o n a l P r o p e r t i e s ’ : F a l s e }}} , ’ r e q u i r e d ’ : [ ’ t r i p l e s ’ ] , ’
a d d i t i o n a l P r o p e r t i e s ’ : F a l s e , ’ s t r i c t ’ : True }

The t r i p l e s s h o u l d be r e p r e s e n t e d i n d i r e c t e d o r d e r wi th t h e
r e l a t i o n d i r e c t i o n go ing from ” s o u r c e n o d e ” t o ” t a r g e t n o d e ”

Examples :
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1 . Example e n t i t i e s : [ ” Rena te Axt ” , ” Darms tad t ” , ” Germany ” , ”
A u s t r i a ” , ” C z e c h o s l o v a k i a ” ]

1 . Example t e x t : ” Rena te Axt was a w r i t e r , born i n Darms tad t i n
Germany . Germany s h a r e s a b o r d e r wi th A u s t r i a and
C z e c h o s l o v a k i a . ”

1 . Expec ted o u t p u t : {{
” t r i p l e s ” : [

{{ ’ s o u r c e n o d e ’ : {{ ’ name ’ : ’ Rena te Axt ’}} , ’ r e l a t i o n ’ : {{ ’
name ’ : ’ o c c u p a t i o n ’}} , ’ t a r g e t n o d e ’ : {{ ’ name ’ : ’
w r i t e r ’}}}} ,

{{ ’ s o u r c e n o d e ’ : {{ ’ name ’ : ’ Rena te Axt ’}} , ’ r e l a t i o n ’ : {{ ’
name ’ : ’ p l a c e o f b i r t h ’}} , ’ t a r g e t n o d e ’ : {{ ’ name ’ : ’
Darmstad t ’}}}} ,

{{ ’ s o u r c e n o d e ’ : {{ ’ name ’ : ’ Darmstad t ’}} , ’ r e l a t i o n ’ : {{ ’
name ’ : ’ c o u n t r y ’}} , ’ t a r g e t n o d e ’ : {{ ’ name ’ : ’ Germany
’}}}}

{{ ’ s o u r c e n o d e ’ : {{ ’ name ’ : ’ Germany ’}} , ’ r e l a t i o n ’ : {{ ’
name ’ : ’ s h a r e s b o r d e r with ’}} , ’ t a r g e t n o d e ’ : {{ ’ name
’ : ’ A u s t r i a ’}}}} ,

{{ ’ s o u r c e n o d e ’ : {{ ’ name ’ : ’ Germany ’}} , ’ r e l a t i o n ’ : {{ ’
name ’ : ’ s h a r e s b o r d e r with ’}} , ’ t a r g e t n o d e ’ : {{ ’ name
’ : ’ C z e c h o s l o v a k i a ’}}}} ,

]
}}

2 . Example e n t i t i e s : [ ” Rome ” , ”Roman R e p u b l i c ” , ” a n c i e n t Rome ” , ”
Western Roman Empire ” , ” P e r s i a n Empire ” , ” c l a s s i c a l a n t i q u i t y
” , ” L a t i n ” ]

2 . Example t e x t : ”Rome has been l o c a t e d i n a r a n g e of
a d m i n i s t r a t i v e t e r r o r i t o r i a l e n t i t i e s i n c l u d i n g t h e Roman
Repub l i c , a n c i e n t Rome and t h e Western Roman Empire . A n c i e n t
Rome , which s h a r e d a b o r d e r wi th t h e P e r i a n Empire , e x i s t e d i n

t h e t ime p e r i o d o f c l a s s i c a l a n t i q u i t y . Wi th in t h e Western
Roman Empire , t h e o f f i c i a l l a n g u a g e was L a t i n . ”

2 . Expec ted o u t p u t : {{
” t r i p l e s ” : [

{{ ’ s o u r c e n o d e ’ : {{ ’ name ’ : ’Rome ’}} , ’ r e l a t i o n ’ : {{ ’ name ’ :
’ l o c a t e d i n t h e a d m i n i s t r a t i v e t e r r o r i t o r i a l e n t i t y

’}} , ’ t a r g e t n o d e ’ : {{ ’ name ’ : ’Roman Repub l i c ’}}}} ,
{{ ’ s o u r c e n o d e ’ : {{ ’ name ’ : ’Rome ’}} , ’ r e l a t i o n ’ : {{ ’ name ’ :

’ l o c a t e d i n t h e a d m i n i s t r a t i v e t e r r o r i t o r i a l e n t i t y
’}} , ’ t a r g e t n o d e ’ : {{ ’ name ’ : ’ a n c i e n t Rome ’}}}} ,

{{ ’ s o u r c e n o d e ’ : {{ ’ name ’ : ’Rome ’}} , ’ r e l a t i o n ’ : {{ ’ name ’ :
’ l o c a t e d i n t h e a d m i n i s t r a t i v e t e r r o r i t o r i a l e n t i t y

’}} , ’ t a r g e t n o d e ’ : {{ ’ name ’ : ’ Western Roman Empire
’}}}} ,

{{ ’ s o u r c e n o d e ’ : {{ ’ name ’ : ’ a n c i e n t Rome ’}} , ’ r e l a t i o n ’ :
{{ ’ name ’ : ’ s h a r e s b o r d e r with ’}} , ’ t a r g e t n o d e ’ : {{ ’
name ’ : ’ P e r s i a n Empire ’}}}} ,

{{ ’ s o u r c e n o d e ’ : {{ ’ name ’ : ’ a n c i e n t Rome ’}} , ’ r e l a t i o n ’ :
{{ ’ name ’ : ’ t ime p e r i o d ’}} , ’ t a r g e t n o d e ’ : {{ ’ name ’ : ’
c l a s s i c a l a n t i q u i t y ’}}}} ,
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{{ ’ s o u r c e n o d e ’ : {{ ’ name ’ : ’ Western Roman Empire ’}} , ’
r e l a t i o n ’ : {{ ’ name ’ : ’ o f f i c i a l l anguage ’}} , ’
t a r g e t n o d e ’ : {{ ’ name ’ : ’ L a t i n ’}}}} ,

]
}}

3 . Example e n t i t i e s : [ ”G. I . Joe : The Ri se o f Cobra ” , ” Lee Byung−
hun ” , ” Marlon Wayans ” , ” f i l m d i r e c t o r ” , ”New York C i t y ” , ”
Howard U n i v e r s i t y ” , ” f i l m a c t o r ” , ” Seou l ” , ” Korean ” ]

3 . Example t e x t : ”G. I . Joe : The Ri se o f Cobra , a f i l m t h a t t a k e s
p l a c e i n Tokyo , s t a r r e d Lee Byung−hun and Marlon Wayans .
Wayans , a l s o a f i lm − d i r e c t o r was born i n New York C i t y and
a t t e n d e d Howard U n i v e r s i t y . Meanwhile Lee Byung−hun i s an
a c t o r born i n Seou l who s p e a k s Korean . ”

[
{{ ’ s o u r c e n o d e ’ : {{ ’ name ’ : ’G. I . Joe : The Ri se o f Cobra ’}} , ’

r e l a t i o n ’ : {{ ’ name ’ : ’ c a s t member ’}} , ’ t a r g e t n o d e ’ : {{ ’
name ’ : ’ Lee Byung−hun ’}}}} ,

{{ ’ s o u r c e n o d e ’ : {{ ’ name ’ : ’G. I . Joe : The Ri se o f Cobra ’}} , ’
r e l a t i o n ’ : {{ ’ name ’ : ’ c a s t member ’}} , ’ t a r g e t n o d e ’ : {{ ’
name ’ : ’ Marlon Wayans ’}}}} ,

{{ ’ s o u r c e n o d e ’ : {{ ’ name ’ : ’G. I . Joe : The Ri se o f Cobra ’}} , ’
r e l a t i o n ’ : {{ ’ name ’ : ’ n a r r a t i v e l o c a t i o n ’}} , ’ t a r g e t n o d e
’ : {{ ’ name ’ : ’ Tokyo ’}}}} ,

{{ ’ s o u r c e n o d e ’ : {{ ’ name ’ : ’ Marlon Wayans ’}} , ’ r e l a t i o n ’ : {{ ’
name ’ : ’ o c c u p a t i o n ’}} , ’ t a r g e t n o d e ’ : {{ ’ name ’ : ’ f i l m
d i r e c t o r ’}}}} ,

{{ ’ s o u r c e n o d e ’ : {{ ’ name ’ : ’ Marlon Wayans ’}} , ’ r e l a t i o n ’ : {{ ’
name ’ : ’ p l a c e o f b i r t h ’}} , ’ t a r g e t n o d e ’ : {{ ’ name ’ : ’New
York Ci ty ’}}}} ,

{{ ’ s o u r c e n o d e ’ : {{ ’ name ’ : ’ Marlon Wayans ’}} , ’ r e l a t i o n ’ : {{ ’
name ’ : ’ e d u c a t e d a t ’}} , ’ t a r g e t n o d e ’ : {{ ’ name ’ : ’ Howard
U n i v e r s i t y ’}}}} ,

{{ ’ s o u r c e n o d e ’ : {{ ’ name ’ : ’ Lee Byung−hun ’}} , ’ r e l a t i o n ’ : {{ ’
name ’ : ’ o c c u p a t i o n ’}} , ’ t a r g e t n o d e ’ : {{ ’ name ’ : ’ f i l m
a c t o r ’}}}} ,

{{ ’ s o u r c e n o d e ’ : {{ ’ name ’ : ’ Lee Byung−hun ’}} , ’ r e l a t i o n ’ : {{ ’
name ’ : ’ p l a c e o f b i r t h ’}} , ’ t a r g e t n o d e ’ : {{ ’ name ’ : ’ Seoul
’}}}} ,

{{ ’ s o u r c e n o d e ’ : {{ ’ name ’ : ’ Lee Byung−hun ’}} , ’ r e l a t i o n ’ : {{ ’
name ’ : ’ l a n g u a g e s spoken , w r i t t e n , o r s igned ’}} , ’
t a r g e t n o d e ’ : {{ ’ name ’ : ’ Korean ’}}}} ,

]

FinDKG - Entity Extraction Prompt Template

You w i l l be p r o v i d e d wi th a s t a t e m e n t d e s c r i b i n g t h e r e l a t i o n s h i p
between v a r i o u s e n t i t i e s .

The d i f f e r e n t e n t i t i e s d e s c r i b e d a r e o f t h e f o l l o w i n g t y p e s : [ ’ORG
/GOV’ , ’ORG’ , ’PERSON’ , ’SECTOR’ , ’ORG/REG’ , ’EVENT’ , ’
ECON INDICATOR ’ , ’FIN INSTRUMENT ’ , ’COMP’ , ’GPE’ , ’CONCEPT’ , ’
PRODUCT’ ] .

P l e a s e e x t r a c t a l i s t o f a l l t h e e n t i t i e s o f t h e t y p e s d e s c r i b e d
above from t h e g i v e n p a s s a g e .
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P l e a s e p r o v i d e your r e s p o n s e i n v a l i d JSON u s i n g t h e f o l l o w i n g
r e s p o n s e schema : { ’ type ’ : ’ o b j e c t ’ , ’ p r o p e r t i e s ’ : { ’ e n t i t i e s ’ :
{ ’ type ’ : ’ a r r a y ’ , ’ i t ems ’ : { ’ type ’ : ’ s t r i n g ’}}} , ’ r e q u i r e d ’ :

[ ’ e n t i t i e s ’ ] , ’ a d d i t i o n a l P r o p e r t i e s ’ : F a l s e , ’ s t r i c t ’ : True }

For example :

Example i n p u t : ” I t a l i a n d e b t i s r e l a t e d t o p o l i c i e s o f t h e
European C e n t r a l Bank . Th i s d e b t has an i mp ac t on t h e I t a l i a n
Government i n a d d i t i o n t o i n v e s t o r s . I n v e s t o r s may a l s o
s u b s e q u e n t l y i mp ac t t h e v a l u e o f Yuan . ”

Expec ted r e s p o n s e : {{
” e n t i t i e s ” : [

” I t a l i a n d e b t ” ,
” European C e n t r a l Bank ” ,
” I t a l i a n Government ” ,
” i n v e s t o r s ” ,
”Yuan ” ,

]
}}

FinDKG - KG Extraction Prompt Template

You w i l l be p r o v i d e d wi th a t e x t d e s c r i b i n g t h e d i r e c t e d
r e l a t i o n s h i p s between v a r i o u s e n t i t i e s

You w i l l a l s o be p r o v i d e d wi th a l i s t o f e n t i t i e s c o n t a i n e d w i t h i n
t h a t s t a t e m e n t .

E n t i t i e s a r e r e l a t e d t o t h e o t h e r e n t i t i e s v i a t h e f o l l o w i n g
d i r e c t e d r e l a t i o n s h i p s : [ ’ C o n t r o l ’ , ’ Impact ’ , ’ P a r t i c i p a t e s I n
’ , ’ Re l a t e To ’ , ’ O p e r a t e I n ’ , ’ P o s i t i v e I m p a c t O n ’ , ’ Raise ’ , ’
Announce ’ , ’ I n t r o d u c e ’ , ’ Nega t ive Impac t On ’ , ’ Is Member Of ’ ,
’ Decrease ’ , ’ Has ’ , ’ Produce ’ , ’ I n v e s t s I n ’ ] ”

R e l a t i o n D e f i n i t i o n s :
− Has : I n d i c a t e s owner sh ip o r p o s s e s s i o n , o f t e n o f a s s e t s o r

s u b s i d i a r i e s i n a f i n a n c i a l c o n t e x t .
− Announce : R e f e r s t o t h e f o r m a l p u b l i c d e c l a r a t i o n o f a f i n a n c i a l

even t , p r o d u c t l aunch , o r s t r a t e g i c move .
− O p e r a t e I n : D e s c r i b e s t h e g e o g r a p h i c a l marke t i n which a

b u s i n e s s e n t i t y c o n d u c t s i t s o p e r a t i o n s .
− I n t r o d u c e : Denotes t h e f i r s t − t ime i n t r o d u c t i o n o f a f i n a n c i a l

i n s t r u m e n t , p r o d u c t , o r p o l i c y t o t h e marke t .
− Produce : S p e c i f i e s t h e e n t i t y r e s p o n s i b l e f o r c r e a t i n g a

p a r t i c u l a r p r o d u c t , o f t e n i n a m a n u f a c t u r i n g o r f i n a n c i a l
p r o d u c t c o n t e x t .

− C o n t r o l : I m p l i e s a u t h o r i t y o r r e g u l a t o r y power ove r moneta ry
p o l i c y , f i n a n c i a l i n s t r u m e n t s , o r marke t c o n d i t i o n s .

− P a r t i c i p a t e s I n : I n d i c a t e s a c t i v e i n v o l v e m e n t i n an e v e n t t h a t
has f i n a n c i a l o r economic i m p l i c a t i o n s .

− Impac t : S i g n i f i e s a n o t a b l e e f f e c t , e i t h e r p o s i t i v e o r n e g a t i v e ,
on marke t t r e n d s , f i n a n c i a l c o n d i t i o n s , o r economic

i n d i c a t o r s .
− P o s i t i v e I m p a c t O n : H i g h l i g h t s a b e n e f i c i a l e f f e c t on f i n a n c i a l

marke t s , economic i n d i c a t o r s , o r b u s i n e s s p e r f o r m a n c e .
− N e g a t i v e I m p a c t O n : U n d e r l i n e s a d e t r i m e n t a l e f f e c t on f i n a n c i a l

marke t s , economic i n d i c a t o r s , o r b u s i n e s s p e r f o r m a n c e .
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− R e l a t e T o : P o i n t s o u t a c o n n e c t i o n o r c o r r e l a t i o n wi th a
f i n a n c i a l concep t , s e c t o r , o r marke t t r e n d .

− Is Member Of : Denotes membership i n a t r a d e group , economic
union , o r f i n a n c i a l c o n s o r t i u m .

− I n v e s t s I n : S p e c i f i e s an a l l o c a t i o n o f c a p i t a l i n t o a f i n a n c i a l
i n s t r u m e n t , s e c t o r , o r b u s i n e s s e n t i t y .

− R a i s e : I n d i c a t e s an i n c r e a s e , o f t e n r e f e r r i n g t o c a p i t a l ,
i n t e r e s t r a t e s , o r p r o d u c t i o n l e v e l s i n a f i n a n c i a l c o n t e x t .

− D e c r e a s e : I n d i c a t e s a r e d u c t i o n , o f t e n r e f e r r i n g t o c a p i t a l ,
i n t e r e s t r a t e s , o r p r o d u c t i o n l e v e l s i n a f i n a n c i a l c o n t e x t .

Your g o a l i s t o e x t r a c t t h e r e l a t i o n s h i p s between t h e e n t i t i e s a s
a d i r e c t e d graph and r e p r e s e n t t h a t g raph as a l i s t o f t r i p l e s

i n v a l i d j s o n u s i n g t h e f o l l o w i n g schema : { ’ type ’ : ’ o b j e c t ’ ,
’ p r o p e r t i e s ’ : { ’ t r i p l e s ’ : { ’ type ’ : ’ a r r a y ’ , ’ i t ems ’ : { ’ type ’ :
’ o b j e c t ’ , ’ p r o p e r t i e s ’ : { ’ s o u r c e n o d e ’ : { ’ type ’ : ’ o b j e c t ’ , ’
p r o p e r t i e s ’ : { ’ name ’ : { ’ type ’ : ’ s t r i n g ’}} , ’ r e q u i r e d ’ : [ ’ name
’ ] , ’ a d d i t i o n a l P r o p e r t i e s ’ : F a l s e } , ’ r e l a t i o n ’ : { ’ type ’ : ’
o b j e c t ’ , ’ p r o p e r t i e s ’ : { ’ name ’ : { ’ type ’ : ’ s t r i n g ’}} , ’ r e q u i r e d
’ : [ ’ name ’ ] , ’ a d d i t i o n a l P r o p e r t i e s ’ : F a l s e } , ’ t a r g e t n o d e ’ : { ’
type ’ : ’ o b j e c t ’ , ’ p r o p e r t i e s ’ : { ’ name ’ : { ’ type ’ : ’ s t r i n g ’}} , ’
r e q u i r e d ’ : [ ’ name ’ ] , ’ a d d i t i o n a l P r o p e r t i e s ’ : F a l s e }} , ’
r e q u i r e d ’ : [ ’ s o u r c e n o d e ’ , ’ r e l a t i o n ’ , ’ t a r g e t n o d e ’ ] , ’
a d d i t i o n a l P r o p e r t i e s ’ : F a l s e }}} , ’ r e q u i r e d ’ : [ ’ t r i p l e s ’ ] , ’
a d d i t i o n a l P r o p e r t i e s ’ : F a l s e , ’ s t r i c t ’ : True }

The t r i p l e s s h o u l d be r e p r e s e n t e d i n d i r e c t e d o r d e r wi th t h e
r e l a t i o n d i r e c t i o n go ing from ” s o u r c e n o d e ” t o ” t a r g e t n o d e ”

Examples :

1 . Example e n t i t i e s = [ ”U. S . Ai r Force ” , ” As ia and Europe ” , ”
A f g h a n i s t a n ” , ” government ” ]

1 . Example t e x t = ” The U. S . Ai r Force c o n t r o l s As ia and Europe ,
and o p e r a t e s i n A f g h a n i s t a n . A f g h a n i s t a n has a government . ”

1 . Expec ted o u t p u t : {{
” t r i p l e s ” : [

{{ ’ s o u r c e n o d e ’ : {{ ’ name ’ : ’U. S . Ai r Force ’}} , ’ r e l a t i o n ’ :
{{ ’ name ’ : ’ C o n t r o l ’}} , ’ t a r g e t n o d e ’ : {{ ’ name ’ : ’ As ia
and Europe ’}}}} ,

{{ ’ s o u r c e n o d e ’ : {{ ’ name ’ : ’U. S . Ai r Force ’}} , ’ r e l a t i o n ’ :
{{ ’ name ’ : ’ O p e r a t e I n ’}} , ’ t a r g e t n o d e ’ : {{ ’ name ’ : ’

A f g h a n i s t a n ’}}}} ,
{{ ’ s o u r c e n o d e ’ : {{ ’ name ’ : ’ A f g h a n i s t a n ’}} , ’ r e l a t i o n ’ :

{{ ’ name ’ : ’ Has ’}} , ’ t a r g e t n o d e ’ : {{ ’ name ’ : ’
government ’}}}} ,

]
}}

2 . Example e n t i t i e s = [ ” Tax Cut ” , ” consumer s p e n d i n g ” , ” i n v e s t m e n t
” , ” Economic i n d i c a t o r s ” , ” The U. S . Economy ” ]

2 . Example t e x t = ” Tax c u t s can im pac t i n v e s t m e n t b u t a l s o have a
p o s i t i v e im pa c t on consumer s p e n d i n g which r e l a t e s t o
i m p o r t a n t economic i n d i c a t o r s and can imp ac t t h e U. S . economy
. ”
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2 . Expec ted o u t p u t : {{
” t r i p l e s ” : [

{{ ’ s o u r c e n o d e ’ : {{ ’ name ’ : ’ Tax Cut ’}} , ’ r e l a t i o n ’ : {{ ’
name ’ : ’ P o s i t i v e I m p a c t O n ’}} , ’ t a r g e t n o d e ’ : {{ ’ name
’ : ’ Consumer Spending ’}}}} ,

{{ ’ s o u r c e n o d e ’ : {{ ’ name ’ : ’ Tax Cut ’}} , ’ r e l a t i o n ’ : {{ ’
name ’ : ’ Impact ’}} , ’ t a r g e t n o d e ’ : {{ ’ name ’ : ’
i n v e s t m e n t ’}}}} ,

{{ ’ s o u r c e n o d e ’ : {{ ’ name ’ : ’ Consumer Spending ’}} , ’
r e l a t i o n ’ : {{ ’ name ’ : ’ Re l a t e To ’}} , ’ t a r g e t n o d e ’ : {{ ’
name ’ : ’ Economic i n d i c a t o r s ’}}}} ,

{{ ’ s o u r c e n o d e ’ : {{ ’ name ’ : ’ Consumer Spending ’}} , ’
r e l a t i o n ’ : {{ ’ name ’ : ’ Impact ’}} , ’ t a r g e t n o d e ’ : {{ ’
name ’ : ’ The U. S . Economy ’}}}} ,

]
}}

3 . Example e n t i t i e s : [ ” F e d e r a l Rese rve System ” , ” Gold ” , ” Expenses
” , ” The U. S . Economy ” , ” Gross Domest ic P r o d u c t ” , ”U. S . s t o c k s
” ]

3 . Example t e x t = ” The F e d e r a l Rese rve System c o n t r o l s expenses ,
which can have a p o s i t i v e im pa c t on Gold , an a s s e t a l s o
i m p a c t e d by t h e F e d e r a l Rese rve System . A d d i t i o n a l l y t h i s
sys tem c o n t r o l s t h e U. S . Economy which has a r e l a t i o n s h i p wi th

Gross Domest ic P r o d u c t and U. S . s t o c k s . ”

3 . Expec ted o u t p u t : {{
” t r i p l e s ” : [

{{ ’ s o u r c e n o d e ’ : {{ ’ name ’ : ’ F e d e r a l Rese rve System ’}} , ’
r e l a t i o n ’ : {{ ’ name ’ : ’ Impact ’}} , ’ t a r g e t n o d e ’ : {{ ’
name ’ : ’ Gold ’}}}} ,

{{ ’ s o u r c e n o d e ’ : {{ ’ name ’ : ’ F e d e r a l Rese rve System ’}} , ’
r e l a t i o n ’ : {{ ’ name ’ : ’ C o n t r o l ’}} , ’ t a r g e t n o d e ’ : {{ ’
name ’ : ’ Expenses ’}}}} ,

{{ ’ s o u r c e n o d e ’ : {{ ’ name ’ : ’ F e d e r a l Rese rve System ’}} , ’
r e l a t i o n ’ : {{ ’ name ’ : ’ C o n t r o l ’}} , ’ t a r g e t n o d e ’ : {{ ’
name ’ : ’ The U. S . Economy ’}}}} ,

{{ ’ s o u r c e n o d e ’ : {{ ’ name ’ : ’ The U. S . Economy ’}} , ’ r e l a t i o n
’ : {{ ’ name ’ : ’ Re l a t e To ’}} , ’ t a r g e t n o d e ’ : {{ ’ name ’ : ’
Gross Domest ic P roduc t ’}}}} ,

{{ ’ s o u r c e n o d e ’ : {{ ’ name ’ : ’ The U. S . Economy ’}} , ’ r e l a t i o n
’ : {{ ’ name ’ : ’ Re l a t e To ’}} , ’ t a r g e t n o d e ’ : {{ ’ name ’ : ’

U. S . s t o c k s ’}}}} ,
{{ ’ s o u r c e n o d e ’ : {{ ’ name ’ : ’ Expenses ’}} , ’ r e l a t i o n ’ : {{ ’

name ’ : ’ P o s i t i v e I m p a c t O n ’}} , ’ t a r g e t n o d e ’ : {{ ’ name
’ : ’ Gold ’}}}} ,

]
]

Globi - Entity Extraction Prompt Template

Due to the prohibitively large number of edges in the Globi KG, the prompt template edge-list is
truncated here to fit in the manuscript. The prompt template used in validation contained all available
edges.

You w i l l be p r o v i d e d wi th a s t a t e m e n t d e s c r i b i n g t h e r e l a t i o n s h i p
between v a r i o u s e n t i t i e s .

The d i f f e r e n t e n t i t i e s d e s c r i b e d a r e o f t h e f o l l o w i n g t y p e s : [ ’
C i c i n d e l l i d a e ’ , ’ E u p h a u s i i d a e ’ , . . . , ’ C e n t r a c a n t h i d a e ’ ] .
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P l e a s e e x t r a c t a l i s t o f a l l t h e e n t i t i e s o f t h e t y p e s d e s c r i b e d
above from t h e g i v e n p a s s a g e .

P l e a s e p r o v i d e your r e s p o n s e i n v a l i d JSON u s i n g t h e f o l l o w i n g
r e s p o n s e schema : { ’ type ’ : ’ o b j e c t ’ , ’ p r o p e r t i e s ’ : { ’ e n t i t i e s ’ :
{ ’ type ’ : ’ a r r a y ’ , ’ i t ems ’ : { ’ type ’ : ’ s t r i n g ’}}} , ’ r e q u i r e d ’ :

[ ’ e n t i t i e s ’ ] , ’ a d d i t i o n a l P r o p e r t i e s ’ : F a l s e , ’ s t r i c t ’ : True }

For example :

Example i n p u t : ” Chromatomyia e r i g e r o n t o p h a g a i s a s p e c i e s known t o
v i s i t t h e f l o w e r s o f P o t e n t i l l a n i v e a which i n t u r n have

i n t e r a c t i o n s wi th S a l i x a r c t i c a and Draba n i v a l i s . C .
e r i g e r o n t o p h a g a a l s o p o l l i n a t e E r i g e r o n c o m p o s i t u s . Th i s
f l o w e r i s known t o i n t e r a c t w i th Popu lus t r e m u l o i d e s and
Lue tkea p e c t i n a t a . ”

Expec ted r e s p o n s e : {{
” e n t i t i e s ” : [

” Chromatomyia e r i g e r o n t o p h a g a ” ,
” P o t e n t i l l a n i v e a ” ,
” S a l i x a r c t i c a ” ,
” Draba n i v a l i s ” ,
” E r i g e r o n c o m p o s i t u s ” ,
” Popu lus t r e m u l o i d e s ” ,
” Lue tkea p e c t i n a t a ” ,

]
}}

Globi - KG Extraction Prompt Template

You w i l l be p r o v i d e d wi th a t e x t d e s c r i b i n g t h e d i r e c t e d
r e l a t i o n s h i p s between v a r i o u s e n t i t i e s

You w i l l a l s o be p r o v i d e d wi th a l i s t o f e n t i t i e s c o n t a i n e d w i t h i n
t h a t s t a t e m e n t .

E n t i t i e s a r e r e l a t e d t o t h e o t h e r e n t i t i e s v i a t h e f o l l o w i n g
d i r e c t e d r e l a t i o n s h i p s : [ ’ p a r a s i t e O f ’ , ’ hasHost ’ , ’ e a t s ’ , ’
preysOn ’ , ’ p o l l i n a t e s ’ , ’ pa thogenOf ’ , ’ v i s i t s F l o w e r s O f ’ , ’
ha sVec to r ’ , ’ r o o t p a r a s i t e O f ’ , ’ e n d o p a r a s i t e O f ’ , ’ i n t e r a c t s W i t h
’ , ’ k i l l s ’ , ’ c r e a t e s H a b i t a t F o r ’ , ’ p a r a s i t o i d O f ’ , ’ hasRoos t ’ , ’
coRoostsWith ’ , ’ e c o l o g i c a l l y R e l a t e d T o ’ , ’ ep iphy t eOf ’ , ’
commensa l i s tOf ’ , ’ m u t u a l i s t O f ’ , ’ p r o v i d e s N u t r i e n t s F o r ’ , ’
e c t o p a r a s i t e O f ’ , ’ coOccursWith ’ , ’ h a s H a b i t a t ’ , ’ symbiontOf ’ , ’
k l e p t o p a r a s i t e O f ’ , ’ a d j a c e n t T o ’ , ’ a l l e l o p a t h O f ’ , ’ l a y s E g g s I n ’ ,

’ v i s i t s ’ , ’ h y p e r p a r a s i t e O f ’ , ’ laysEggsOn ’ , ’ e n d o p a r a s i t o i d O f
’ , ’ l i vesOn ’ , ’ gues tOf ’ , ’ l i v e s I n s i d e O f ’ , ’ e c t o P a r a s i t o i d ’ , ’
l i v e s N e a r ’ , ’ l i v e s U n d e r ’ , ’ i n h a b i t s ’ , ’ h a s D i s p e r s a l V e c t o r ’ ]

Your g o a l i s t o e x t r a c t t h e r e l a t i o n s h i p s between t h e e n t i t i e s a s
a d i r e c t e d graph and r e p r e s e n t t h a t g raph as a l i s t o f t r i p l e s

i n v a l i d j s o n u s i n g t h e f o l l o w i n g schema : { ’ type ’ : ’ o b j e c t ’ ,
’ p r o p e r t i e s ’ : { ’ t r i p l e s ’ : { ’ type ’ : ’ a r r a y ’ , ’ i t ems ’ : { ’ type ’ :
’ o b j e c t ’ , ’ p r o p e r t i e s ’ : { ’ s o u r c e n o d e ’ : { ’ type ’ : ’ o b j e c t ’ , ’
p r o p e r t i e s ’ : { ’ name ’ : { ’ type ’ : ’ s t r i n g ’}} , ’ r e q u i r e d ’ : [ ’ name
’ ] , ’ a d d i t i o n a l P r o p e r t i e s ’ : F a l s e } , ’ r e l a t i o n ’ : { ’ type ’ : ’
o b j e c t ’ , ’ p r o p e r t i e s ’ : { ’ name ’ : { ’ type ’ : ’ s t r i n g ’}} , ’ r e q u i r e d
’ : [ ’ name ’ ] , ’ a d d i t i o n a l P r o p e r t i e s ’ : F a l s e } , ’ t a r g e t n o d e ’ : { ’
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type ’ : ’ o b j e c t ’ , ’ p r o p e r t i e s ’ : { ’ name ’ : { ’ type ’ : ’ s t r i n g ’}} , ’
r e q u i r e d ’ : [ ’ name ’ ] , ’ a d d i t i o n a l P r o p e r t i e s ’ : F a l s e }} , ’
r e q u i r e d ’ : [ ’ s o u r c e n o d e ’ , ’ r e l a t i o n ’ , ’ t a r g e t n o d e ’ ] , ’
a d d i t i o n a l P r o p e r t i e s ’ : F a l s e }}} , ’ r e q u i r e d ’ : [ ’ t r i p l e s ’ ] , ’
a d d i t i o n a l P r o p e r t i e s ’ : F a l s e , ’ s t r i c t ’ : True }

The t r i p l e s s h o u l d be r e p r e s e n t e d i n d i r e c t e d o r d e r wi th t h e
r e l a t i o n d i r e c t i o n go ing from ” s o u r c e n o d e ” t o ” t a r g e t n o d e ”

Examples :

1 . Example e n t i t i e s : [ ” Chromatomyia e r i g e r o n t o p h a g a ” , ” P o t e n t i l l a
n i v e a ” , ” S a l i x a r c t i c a ” , ” Draba n i v a l i s ” , ” E r i g e r o n c o m p o s i t u s
” , ” Popu lus t r e m u l o i d e s ” , ” Lue tkea p e c t i n a t a ” ]

1 . Example t e x t : ” Chromatomyia e r i g e r o n t o p h a g a i s a s p e c i e s known
t o v i s i t t h e f l o w e r s o f P o t e n t i l l a n i v e a which i n t u r n have
i n t e r a c t i o n s wi th S a l i x a r c t i c a and Draba n i v a l i s . C .
e r i g e r o n t o p h a g a a l s o p o l l i n a t e E r i g e r o n c o m p o s i t u s . Th i s
f l o w e r i s known t o i n t e r a c t w i th Popu lus t r e m u l o i d e s and
Lue tkea p e c t i n a t a . ”

1 . Expec ted o u t p u t : {{
” t r i p l e s ” : [

{{ ’ s o u r c e n o d e ’ : {{ ’ name ’ : ’ Chromatomyia e r i g e r o n t o p h a g a
’}} , ’ r e l a t i o n ’ : {{ ’ name ’ : ’ v i s i t s F l o w e r s O f ’}} , ’
t a r g e t n o d e ’ : {{ ’ name ’ : ’ P o t e n t i l l a n ivea ’}}}} ,

{{ ’ s o u r c e n o d e ’ : {{ ’ name ’ : ’ Chromatomyia e r i g e r o n t o p h a g a
’}} , ’ r e l a t i o n ’ : {{ ’ name ’ : ’ p o l l i n a t e s ’}} , ’
t a r g e t n o d e ’ : {{ ’ name ’ : ’ E r i g e r o n compos i tus ’}}}} ,

{{ ’ s o u r c e n o d e ’ : {{ ’ name ’ : ’ P o t e n t i l l a n ivea ’}} , ’ r e l a t i o n
’ : {{ ’ name ’ : ’ i n t e r a c t s W i t h ’}} , ’ t a r g e t n o d e ’ : {{ ’ name
’ : ’ S a l i x a r c t i c a ’}}}} ,

{{ ’ s o u r c e n o d e ’ : {{ ’ name ’ : ’ P o t e n t i l l a n ivea ’}} , ’ r e l a t i o n
’ : {{ ’ name ’ : ’ i n t e r a c t s W i t h ’}} , ’ t a r g e t n o d e ’ : {{ ’ name
’ : ’ Draba n i v a l i s ’}}}} ,

{{ ’ s o u r c e n o d e ’ : {{ ’ name ’ : ’ E r i g e r o n compos i tus ’}} , ’
r e l a t i o n ’ : {{ ’ name ’ : ’ i n t e r a c t s W i t h ’}} , ’ t a r g e t n o d e ’ :
{{ ’ name ’ : ’ Popu lus t r e m u l o i d e s ’}}}} ,

{{ ’ s o u r c e n o d e ’ : {{ ’ name ’ : ’ E r i g e r o n compos i tus ’}} , ’
r e l a t i o n ’ : {{ ’ name ’ : ’ i n t e r a c t s W i t h ’}} , ’ t a r g e t n o d e ’ :
{{ ’ name ’ : ’ Lue tkea p e c t i n a t a ’}}}}

]
}}

2 . Example e n t i t i e s : [ ” P i n u s j e f f r e y i ” , ” B e t u l a o c c i d e n t a l i s ” , ”
Wyethia m o l l i s ” , ” Co l lomia h e t e r o p h y l l a ” ]

2 . Example t e x t : ” P i n u s j e f f r e y i i n t e r a c t s w i th s e v e r a l s p e c i e s
i n c l u d i n g B e t u l a o c c i d e n t a l i s and Wyethia m o l l i s . Wyethia
m o l l i s i n t u r n i n t e r a c t s w i th Col lomia h e t e r o p h y l l a . ”

2 . Expec ted o u t p u t : {{
” t r i p l e s ” : [

{{ ’ s o u r c e n o d e ’ : {{ ’ name ’ : ’ P i n u s j e f f r e y i ’}} , ’ r e l a t i o n ’ :
{{ ’ name ’ : ’ i n t e r a c t s W i t h ’}} , ’ t a r g e t n o d e ’ : {{ ’ name ’ :
’ B e t u l a o c c i d e n t a l i s ’}}}} ,

{{ ’ s o u r c e n o d e ’ : {{ ’ name ’ : ’ P i n u s j e f f r e y i ’}} , ’ r e l a t i o n ’ :
{{ ’ name ’ : ’ i n t e r a c t s W i t h ’}} , ’ t a r g e t n o d e ’ : {{ ’ name ’ :
’ Wyethia m o l l i s ’}}}} ,
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{{ ’ s o u r c e n o d e ’ : {{ ’ name ’ : ’ Wyethia m o l l i s ’}} , ’ r e l a t i o n ’ :
{{ ’ name ’ : ’ i n t e r a c t s W i t h ’}} , ’ t a r g e t n o d e ’ : {{ ’ name ’ :
’ Co l lomia h e t e r o p h y l l a ’}}}}

]
}}

3 . Example e n t i t i e s : [ ” Neotoma mexicana ” , ” Lynx r u f u s ” , ” Can i s
l a t r a n s ” , ” Prunus s e r o t i n a ” , ” S y l v i l a g u s c u n i c u l a r i u s ” , ”
P a n t h e r a l e o ” , ” C r o t a l u s p r i c e i ” , ” S c e l o p o r u s j a r r o v i i ” , ”
Junco p h a e o n o t u s ” ]

3 . Example t e x t : ” C r o t a l u s p r i c e i i s a s p e c i e s known t o p rey on
s e v e r a l s p e c i e s i n c l u d i n g , S c e l o p o r u s j a r r o v i i , Junco
phaeono tus , and Neotoma mexicana . Neotoma mexicana have
i n t e r a c t i o n s wi th s e v e r a l s p e c i e s i n c l u d i n g Lynx r u f u s and
Can i s l a t r a n s . Can i s l a t r a n s a r e known t o co − o c c u r wi th
P a n t h e r a l e o and e a t Prunus s e r o t i n a and S y l v i l a g u s
c u n c i c u l a r i u s . ”

3 . Expec ted o u t p u t : {{
” t r i p l e s ” : [

{{ ’ s o u r c e n o d e ’ : {{ ’ name ’ : ’ Neotoma mexicana ’}} , ’ r e l a t i o n
’ : {{ ’ name ’ : ’ i n t e r a c t s W i t h ’}} , ’ t a r g e t n o d e ’ : {{ ’ name
’ : ’ Lynx r u f u s ’}}}} ,

{{ ’ s o u r c e n o d e ’ : {{ ’ name ’ : ’ Neotoma mexicana ’}} , ’ r e l a t i o n
’ : {{ ’ name ’ : ’ i n t e r a c t s W i t h ’}} , ’ t a r g e t n o d e ’ : {{ ’ name
’ : ’ Can i s l a t r a n s ’}}}}

{{ ’ s o u r c e n o d e ’ : {{ ’ name ’ : ’ Can i s l a t r a n s ’}} , ’ r e l a t i o n ’ :
{{ ’ name ’ : ’ e a t s ’}} , ’ t a r g e t n o d e ’ : {{ ’ name ’ : ’ Prunus
s e r o t i n a ’}}}} ,

{{ ’ s o u r c e n o d e ’ : {{ ’ name ’ : ’ Can i s l a t r a n s ’}} , ’ r e l a t i o n ’ :
{{ ’ name ’ : ’ e a t s ’}} , ’ t a r g e t n o d e ’ : {{ ’ name ’ : ’
S y l v i l a g u s c u n i c u l a r i u s ’}}}} ,

{{ ’ s o u r c e n o d e ’ : {{ ’ name ’ : ’ Can i s l a t r a n s ’}} , ’ r e l a t i o n ’ :
{{ ’ name ’ : ’ coOccursWith ’}} , ’ t a r g e t n o d e ’ : {{ ’ name ’ : ’
P a n t h e r a leo ’}}}} ,

{{ ’ s o u r c e n o d e ’ : {{ ’ name ’ : ’ C r o t a l u s p r i c e i ’}} , ’ r e l a t i o n
’ : {{ ’ name ’ : ’ preysOn ’}} , ’ t a r g e t n o d e ’ : {{ ’ name ’ : ’
S c e l o p o r u s j a r r o v i i ’}}}} ,

{{ ’ s o u r c e n o d e ’ : {{ ’ name ’ : ’ C r o t a l u s p r i c e i ’}} , ’ r e l a t i o n
’ : {{ ’ name ’ : ’ preysOn ’}} , ’ t a r g e t n o d e ’ : {{ ’ name ’ : ’
Neotoma mexicana ’}}}} ,

{{ ’ s o u r c e n o d e ’ : {{ ’ name ’ : ’ C r o t a l u s p r i c e i ’}} , ’ r e l a t i o n
’ : {{ ’ name ’ : ’ preysOn ’}} , ’ t a r g e t n o d e ’ : {{ ’ name ’ : ’
Junco phaeono tus ’}}}} ,

]
}}

Oregano - Entity Extraction Prompt Template

You w i l l be p r o v i d e d wi th a s t a t e m e n t d e s c r i b i n g t h e r e l a t i o n s h i p
between v a r i o u s e n t i t i e s .

The d i f f e r e n t e n t i t i e s d e s c r i b e d a r e o f t h e f o l l o w i n g t y p e s : [ ’
COMPOUND’ , ’GENE’ , ’DISEASE ’ , ’PROTEIN ’ , ’MOLECULE’ , ’ACTIVITY
’ , ’EFFECT ’ , ’PHENOTYPE’ , ’PATHWAY’ , ’INDICATION ’ , ’
SIDE EFFECT ’ ] .

P l e a s e e x t r a c t a l i s t o f a l l t h e e n t i t i e s o f t h e t y p e s d e s c r i b e d
above from t h e g i v e n p a s s a g e .
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P l e a s e p r o v i d e your r e s p o n s e i n v a l i d JSON u s i n g t h e f o l l o w i n g
r e s p o n s e schema : { ’ type ’ : ’ o b j e c t ’ , ’ p r o p e r t i e s ’ : { ’ e n t i t i e s ’ :
{ ’ type ’ : ’ a r r a y ’ , ’ i t ems ’ : { ’ type ’ : ’ s t r i n g ’}}} , ’ r e q u i r e d ’ :

[ ’ e n t i t i e s ’ ] , ’ a d d i t i o n a l P r o p e r t i e s ’ : F a l s e , ’ s t r i c t ’ : True }

For example :

Example i n p u t : ” The compound k i z u t a s a p o n i n k12 t a r g e t s
p r o s t a g l a n d i n G/H s y n t h a s e 2 . The p r o s t a g l a n d i n G/H s y n t h a s e 2

i s a gene p r o d u c t o f PTGS2 , which a c t s w i t h i n t h e pathway of
t h e s y n t h e s i s o f 15− e i c o s a t e t r a e n o i c a c i d d e r i v a t i v e s . ”

Expec ted r e s p o n s e : {{
” e n t i t i e s ” : [

” k i z u t a s a p o n i n k12 ” ,
” p r o s t a g l a n d i n G/H s y n t h a s e 2” ,
”PTGS2 ” ,
” s y n t h e s i s o f 15− e i c o s a t e t r a e n o i c a c i d d e r i v a t i v e s ” ,

]
}}

Oregano - KG Extraction Prompt Template

You w i l l be p r o v i d e d wi th a t e x t d e s c r i b i n g t h e d i r e c t e d
r e l a t i o n s h i p s between v a r i o u s e n t i t i e s

You w i l l a l s o be p r o v i d e d wi th a l i s t o f e n t i t i e s c o n t a i n e d w i t h i n
t h a t s t a t e m e n t .

E n t i t i e s a r e r e l a t e d t o t h e o t h e r e n t i t i e s v i a t h e f o l l o w i n g
d i r e c t e d r e l a t i o n s h i p s : [ ’ h a s t a r g e t ’ , ’ i n c r e a s e a c t i v i t y ’ , ’
h a s a c t i v i t y ’ , ’ d e c r e a s e a c t i v i t y ’ , ’ i n c r e a s e e f f e c t ’ , ’
h a s e f f e c t ’ , ’ d e c r e a s e e f f e c t ’ , ’ i n c r e a s e e f f i c a c y ’ , ’
d e c r e a s e e f f i c a c y ’ , ’ c a u s e s c o n d i t i o n ’ , ’ h a s p h e n o t y p e ’ , ’
i s a f f e c t i n g ’ , ’ i s s u b s t a n c e t h a t t r e a t s ’ , ’ a c t s w i t h i n ’ , ’
h a s i n d i c a t i o n ’ , ’ h a s s i d e e f f e c t ’ , ’ g e n e p r o d u c t o f ’ ]

Your g o a l i s t o e x t r a c t t h e r e l a t i o n s h i p s between t h e e n t i t i e s a s
a d i r e c t e d graph and r e p r e s e n t t h a t g raph as a l i s t o f t r i p l e s

i n v a l i d j s o n u s i n g t h e f o l l o w i n g schema : { ’ type ’ : ’ o b j e c t ’ ,
’ p r o p e r t i e s ’ : { ’ t r i p l e s ’ : { ’ type ’ : ’ a r r a y ’ , ’ i t ems ’ : { ’ type ’ :
’ o b j e c t ’ , ’ p r o p e r t i e s ’ : { ’ s o u r c e n o d e ’ : { ’ type ’ : ’ o b j e c t ’ , ’
p r o p e r t i e s ’ : { ’ name ’ : { ’ type ’ : ’ s t r i n g ’}} , ’ r e q u i r e d ’ : [ ’ name
’ ] , ’ a d d i t i o n a l P r o p e r t i e s ’ : F a l s e } , ’ r e l a t i o n ’ : { ’ type ’ : ’
o b j e c t ’ , ’ p r o p e r t i e s ’ : { ’ name ’ : { ’ type ’ : ’ s t r i n g ’}} , ’ r e q u i r e d
’ : [ ’ name ’ ] , ’ a d d i t i o n a l P r o p e r t i e s ’ : F a l s e } , ’ t a r g e t n o d e ’ : { ’
type ’ : ’ o b j e c t ’ , ’ p r o p e r t i e s ’ : { ’ name ’ : { ’ type ’ : ’ s t r i n g ’}} , ’
r e q u i r e d ’ : [ ’ name ’ ] , ’ a d d i t i o n a l P r o p e r t i e s ’ : F a l s e }} , ’
r e q u i r e d ’ : [ ’ s o u r c e n o d e ’ , ’ r e l a t i o n ’ , ’ t a r g e t n o d e ’ ] , ’
a d d i t i o n a l P r o p e r t i e s ’ : F a l s e }}} , ’ r e q u i r e d ’ : [ ’ t r i p l e s ’ ] , ’
a d d i t i o n a l P r o p e r t i e s ’ : F a l s e , ’ s t r i c t ’ : True }

The t r i p l e s s h o u l d be r e p r e s e n t e d i n d i r e c t e d o r d e r wi th t h e
r e l a t i o n d i r e c t i o n go ing from ” s o u r c e n o d e ” t o ” t a r g e t n o d e ”

The v a l i d edge d i r e c t i o n s a r e [ ’COMPOUND −> PROTEIN ’ , ’COMPOUND −>
MOLECULE’ , ’COMPOUND −> ACTIVITY ’ , ’COMPOUND −> EFFECT ’ , ’

COMPOUND −> COMPOUND’ , ’GENE −> DISEASE ’ , ’DISEASE −>
PHENOTYPE’ , ’COMPOUND −> GENE’ , ’COMPOUND −> DISEASE ’ , ’GENE
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−> PATHWAY’ , ’COMPOUND −> INDICATION ’ , ’COMPOUND −> SIDE ’ , ’
PROTEIN −> GENE’ ]

Examples :

1 . Example e n t i t i e s : [ ” k i z u t a s a p o n i n k12 ” , ” p r o s t a g l a n d i n G/H
s y n t h a s e 2” , ”PTGS2 ” , ” s y n t h e s i s o f 15− e i c o s a t e t r a e n o i c a c i d
d e r i v a t i v e s ” ]

1 . Example t e x t : ” The compound k i z u t a s a p o n i n k12 t a r g e t s
p r o s t a g l a n d i n G/H s y n t h a s e 2 . The p r o s t a g l a n d i n G/H s y n t h a s e 2

i s a gene p r o d u c t o f PTGS2 , which a c t s w i t h i n t h e pathway of
t h e s y n t h e s i s o f 15− e i c o s a t e t r a e n o i c a c i d d e r i v a t i v e s . ”

1 . Expec ted o u t p u t : {{
” t r i p l e s ” : [

{{” s o u r c e n o d e ” : {{” name ” : ” k i z u t a s a p o n i n k12 ”}} , ”
r e l a t i o n ” : {{” name ” : ” h a s t a r g e t ”}} , ” t a r g e t n o d e ” :
{{” name ” : ” p r o s t a g l a n d i n G/H s y n t h a s e 2”}}}} ,

{{” s o u r c e n o d e ” : {{” name ” : ” p r o s t a g l a n d i n G/H s y n t h a s e
2”}} , ” r e l a t i o n ” : {{” name ” : ” g e n e p r o d u c t o f ”}} , ”
t a r g e t n o d e ” : {{” name ” : ”PTGS2”}}}} ,

{{” s o u r c e n o d e ” : {{” name ” : ”PTGS2 ”}} , ” r e l a t i o n ” : {{” name
” : ” a c t s w i t h i n ”}} , ” t a r g e t n o d e ” : {{” name ” : ”
s y n t h e s i s o f 15− e i c o s a t e t r a e n o i c a c i d d e r i v a t i v e s
”}}}} ,

]
}}

2 . Example e n t i t i e s : [ ” xk469 ” , ” a l d e h y d e o x i d a s e 1” , ” t o x i c l i v e r
d i s e a s e ” , ” neop lasms ” ]

2 . Example t e x t : ” The drug xk469 has an e f f e c t on a l d e h y d e o x i d a s e
1 . I n t e r e s t i n g l y , a l t e r a t i o n s i n a l d e h y d e o x i d a s e 1 a r e known
t o c a u s e s e v e r a l c o n d i t i o n s i n c l u d i n g t o x i c l i v e r d i s e a s e ,

and neop lasms . ”

2 . Expec ted o u t p u t : {{
” t r i p l e s ” : [

{{ ’ s o u r c e n o d e ’ : {{ ’ name ’ : ’ xk469 ’}} , ’ r e l a t i o n ’ : {{ ’ name
’ : ’ i s a f f e c t i n g ’}} , ’ t a r g e t n o d e ’ : {{ ’ name ’ : ’
a l d e h y d e o x i d a s e 1 ’}}}} ] ”

{{ ’ s o u r c e n o d e ’ : {{ ’ name ’ : ’ a l d e h y d e o x i d a s e 1 ’}} , ’
r e l a t i o n ’ : {{ ’ name ’ : ’ c a u s e s c o n d i t i o n ’}} , ’
t a r g e t n o d e ’ : {{ ’ name ’ : ’ t o x i c l i v e r d i s e a s e ’}}}} ,

{{ ’ s o u r c e n o d e ’ : {{ ’ name ’ : ’ a l d e h y d e o x i d a s e 1 ’}} , ’
r e l a t i o n ’ : {{ ’ name ’ : ’ c a u s e s c o n d i t i o n ’}} , ’
t a r g e t n o d e ’ : {{ ’ name ’ : ’ neoplasms ’}}}} ,

]
}}

3 . Example e n t i t i e s : [ ” An i race t am ” , ” Dopamine D2 r e c e p t o r ” , ”DRD2
” , ” Magnesium S u l f a t e ” , ” P a r a m e t h a d i o n e ” , ” D i h y d r o c o d e i n e ” , ”
O r v e p i t a n t ” ]

3 . Example t e x t : ” ’ The drug known as Ani race t am t a r g e t s t h e
Dopamine D2 r e c e p t o r , a gene p r o d u c t o f DRD2 . Ani race t am i s
known t o enhance t h e e f f i c a c y o f Magnesium S u l f a t e , which i n
t u r n b o o s t s t h e e f f e c t s o f Pa rame thad ione , Dihydrocode ine , and
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O r v e p i t a n t . T h e r e f o r e , c a u t i o n s h o u l d be t a k e n when u s i n g
Ani race t am due t o i t s wide − r e a c h i n g e f f e c t s .

3 . Expec ted o u t p u t : {{
” t r i p l e s ” : [

{{ ’ s o u r c e n o d e ’ : {{ ’ name ’ : ’ Ani race tam ’}} , ’ r e l a t i o n ’ : {{ ’
name ’ : ’ h a s t a r g e t ’}} , ’ t a r g e t n o d e ’ : {{ ’ name ’ : ’
Dopamine D2 r e c e p t o r ’}}}} ,

{{ ’ s o u r c e n o d e ’ : {{ ’ name ’ : ’ Dopamine D2 r e c e p t o r ’}} , ’
r e l a t i o n ’ : {{ ’ name ’ : ’ g e n e p r o d u c t o f ’}} , ’ t a r g e t n o d e
’ : {{ ’ name ’ : ’DRD2’}}}} ,

{{ ’ s o u r c e n o d e ’ : {{ ’ name ’ : ’ Ani race tam ’}} , ’ r e l a t i o n ’ : {{ ’
name ’ : ’ i n c r e a s e e f f i c a c y ’}} , ’ t a r g e t n o d e ’ : {{ ’ name ’ :

’ Magnesium S u l f a t e ’}}}} ,
{{ ’ s o u r c e n o d e ’ : {{ ’ name ’ : ’ Magnesium S u l f a t e ’}} , ’

r e l a t i o n ’ : {{ ’ name ’ : ’ i n c r e a s e e f f i c a c y ’}} , ’
t a r g e t n o d e ’ : {{ ’ name ’ : ’ Pa rame thad ione ’}}}} ,

{{ ’ s o u r c e n o d e ’ : {{ ’ name ’ : ’ Magnesium S u l f a t e ’}} , ’
r e l a t i o n ’ : {{ ’ name ’ : ’ i n c r e a s e e f f i c a c y ’}} , ’
t a r g e t n o d e ’ : {{ ’ name ’ : ’ D ihydrocode ine ’}}}} ,

{{ ’ s o u r c e n o d e ’ : {{ ’ name ’ : ’ Magnesium S u l f a t e ’}} , ’
r e l a t i o n ’ : {{ ’ name ’ : ’ i n c r e a s e e f f i c a c y ’}} , ’
t a r g e t n o d e ’ : {{ ’ name ’ : ’ O r v e p i t a n t ’}}}} ] ”

]
}}
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