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Abstract

Flow Matching (FM) (also referred to as stochastic interpolants or rectified flows)
stands out as a class of generative models that aims to bridge in finite time the
target distribution v* with an auxiliary distribution y, leveraging a fixed coupling 7
and a bridge which can either be deterministic or stochastic. These two ingredients
define a path measure which can then be approximated by learning the drift of its
Markovian projection. The main contribution of this paper is to provide relatively
mild assumptions on v*, u and 7 to obtain non-asymptotics guarantees for Diffu-
sion Flow Matching (DFM) models using as bridge the conditional distribution
associated with the Brownian motion. More precisely, we establish bounds on the
Kullback-Leibler divergence between the target distribution and the one generated
by such DFM models under moment conditions on the score of v*, p and 7, and a
standard L2-drift-approximation error assumption.

1 Introduction

A significant task in statistics and machine learning currently revolves around generating samples
from a target distribution that is only accessible via a dataset. To tackle this challenge, generative
models have become prominent as effective computational tools for learning to simulate new data.
Essentially, these models involve learning a generator capable of mapping a source distribution into
new approximate samples from the target distribution.

One of the most productive approaches to generative modeling is based on deterministic and stochas-
tic transport dynamics, that connect a target distribution with a base distribution. Typically, the target
distribution represents the data set from which we want to generate new samples, while the base dis-
tribution is one that can be easily simulated or sampled. Regarding the dynamics, they correspond to
SDEs Stochastic Differential Equations (SDEs) or Ordinary Differential Equations (ODEs), where the
drift (for SDEs) or velocity field (for ODEs) is determined by solving a regression problem. This re-
gression problem is usually addressed with appropriate neural networks and related training techniques
[SDWMG15a, OFLR21, FINO20, DBMP19, CLT22, DBTHD21, SE19, LYB"23, GCBD19].

Among these methods, score-base generative models (SGMs) and in particular diffusion models based
on score matching [SDWMG15b, HJA20, SE20, SE19] was an important milestone. In a nutshell,
these models involve transforming an arbitrary density into a standard Gaussian model and consists
in learning the drift of the corresponding reversal process. More precisely, the idea is to first consider
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an Ornstein-Uhlenbeck (OU) process (X V)¢ (0,77, over a time interval [0, T,
dxPV = —(1/2)xPYdt +dB,, X{V ~ v, (1)

where (B;)¢>0 is a d-dimensional Brownian motion. Then, the reversal process (?PU)tE[O,T], which
is defined from the non-homogeneous SDE [And82]:

dXOU = {(1/2)X°V 4 V1ogpQY,(XOU)Ndt + dB,, te[0,T] ., with XOU ~ POV |

2
allows the law of X:(F)U to be transported to v*: [And82, Equations 3.11, 3.12] show that ?%U
has distribution v*. The initialization Z/*PJQU in (2) is the distribution of X%U defined in (1). The
drift in (2) can be decomposed as the sum of a linear function and the score associated with the
density of X2V, with respect to the Lebesgue measure, denoted by pQY,. From the Tweedie identity,
this score is the solution to a regression problem that can be solved efficiently by score matching
[HDOS, Hyv05, Vinl1]. Learning this score at different times can also be formulated as a sequence
of denoising problems. Once the drift of the reversal process is learned or equivalently the scores
(Vlog p? U)te[&T] , score-based generative models consist in following the reversal dynamics over
[0, T] or, more commonly, a discretization of it, starting with a sample from N(0, Id). The final
sample at time 7" is then approximatively distributed according to v*. Note that an approximation
is made even if the reversal dynamics were simulated exactly, because for full accuracy, the model
would need to start from a sample of v* PRV, However, it is well known that for sufficiently large T',
v* PRV is (exponentially) close to N(0,1d).

When exploring diffusion models, it has been realized that the generation of approximate data samples
could also be achieved using an ODE instead of the reversal diffusion:

APV dt = (1/2)(%PY + Viegp?l, (%7PY)) -

Similarly to the drift of the reversal diffusion, the velocity fields at time ¢ € [0, T'] associated with
this ODE is the sum of a linear function and the score of the density of X2Y,. This observation
has prompted the introduction of the Probability Flow ODE implementation of diffusion models
[CCL*23a]. SGMs in their standard and probability flow ODE implementations have achieved
notable success in a range of applications; see e.g., [RBL122, RDNT22, PVG*21].

While diffusion-based methods have now become popular generative models, they can suffer from
two limitations. First, there is a trade-off in selecting the time horizon 7" and second, they rely solely
on Gaussian distributions as base distributions, in general. Therefore, there remains considerable
interest in developing methods that consider a more general base distribution  and that accomplish
the transport between v* and p relying on dynamics defined on a fixed finite time interval. Defining a
generative process in finite time by means of a coupling and an interpolating process, [Pel22], laid the
foundation for Flow Matching (FM) models [AVE22, ABVE23, LCBH ™23, Liu22, LGL23], finally
addressing this problem.

In its simplest form, the main strategy employed by FMs to bridge two distributions, involves a fixed
coupling 7 between v* and . and the use of a bridge, i.e., a conditional distribution on the path space
C([0,1], R%) of a reference process (R;);c[0,1) given its starting point Ry and end point R;. In case
Ry is a deterministic function of Ry and R;, we say that the bridge is deterministic and stochastic
otherwise. As (R;)¢c[o,1) corresponds to the solution of a stochastic differential equation, we coin
the term Diffusion Flow Matching (DFM) to distinguish the latter case from the former one and
focus on it. Then, this bridge and the coupling 7 between v* and p define an interpolated process
(X?)teo,1)» referred to as an interpolant, defined as (X, X{) ~ m and (X{)e[o,1) given (X, X1)
has the same conditional distribution as (R¢);c(0,1) given (Ro, R1). However, (X{);c[0,1] does not
correspond in general to the distribution of a diffusion or even to the one of a Markov process. This
characteristic poses a challenge when dealing with potential stochastic sampling procedures: indeed,
similarly to SGMs, FMs and DFMs aim to design a Markov process that approximatively transport p
to v*. To address this issue, most works proposing FM and DFM models [SBCD23, LWYql23] rely
on mimicking the marginal flow of the interpolated process (X ,})te[m] through a diffusion process
known as the Markovian projection. A remarkable feature of this diffusion lies in the fact that its
drift is also a solution of a regression problem that can be approximatively solved using only samples
from the interpolant (th)te[o,l]' Then, an approximate samples from v* is obtained by following a
discretization of the dynamics associated with the considered Markovian projection, starting with a
sample of .



While there exists now an important literature on theoretical guarantees for SGMs [CDS23, CLL23,
CCL*23b, PMM23, LLT23, Bor22a], only a few works have been considering FMs. In addition, up
to our knowledge, these works on FMs only consider deterministic interpolants [AVE22, BDD23,
GHJZ24]. The main objective of this paper is to fill this gap and to analyze DFMs using the
d-dimensional Brownian motion as reference process, in which case the bridge is simply the d-
dimensional standard Brownian bridge. We provide theoretical guarantees, upper bounding the
Kullback Leibler divergence between the target distribution and the one resulting from the DFM. Our
results consider the two sources of error coming from the DFM model, namely drift-estimation and
time-discretization. This pursuit underscores the significance of comprehending and quantifying the
factors influencing the performance of DFMs, paving the way for further advancements in generative
modeling techniques.

Our contribution. In this work, we analyze a DFM model using as bridge the d-dimensional
Brownian bridge and examine how it performs in two distinct scenarios: one without early-stopping
and another with early-stopping. In our first main contribution Theorem 2, we establish an explicit
and simple bound on the KL divergence between the data distribution and the distribution at the
final time of the DFM model. We achieve our bound without early stopping, by assuming only
(1) moment conditions on the target v* and the base p (H1); (2) integrability conditions on the
scores associated with the data distribution v*, the base distribution p and the coupling 7 (H2); (3) a
L2-drift-approximation error (H3) (an assumption commonly considered in previous works). Note
that condition (2) implies that * necessarily admits a density. We relax this condition in our second
contribution. In Theorem 3, we establish an explicit bound on the KL divergence between a smoothed
version of the target distribution and an early stopped version of the DFM model, assuming (1) and
(3), but replacing the condition (2) by assuming (4) 7 = p ® v* and integrability conditions only on
the score associated with p.

To the best of our knowledge, our paper provides the first convergence analysis for diffusion-type
FMs, that tackles all the sources of error, i.e., the drift-approximation-error and the time-discretization
error. In addition, previous studies concerning FMs and Probability Flow ODEs, with deterministic
or mixed sampling procedure, either rely on at least some Lipschitz regularity of the flow velocity
field or its estimator and/or do not take the time-discretization error into consideration. Also, in the
context of SGMs with constant step-size, most of existing works without early-stopping are obtained
assuming either the score (or its estimator) to be Lipschitz or the data distribution to satisfy some
additional conditions (e.g., manifold hypothesis, bounded support, etc.); the unique exception being
[CDS23]. We refer to Section 3.2 for a more in depth literature comparison.

Notation. Given a measurable space (E, £), we denote by P(E) the set of probability measures of
E. Also, given a topological space (E, 7), we use B(E) to denote the Borel o-algebra on E. Given two
random variables Y, Y, we write Y L Y to say that Y and Y are independent. Denote by (Bt)te[o,l]
a d-dimensional Brownian motion. We denote by Leb? the Lebesgue measure on R?. Given two real
numbers u, v € R, we write u < v (resp. u 2 v) to mean u < Cv (resp. v > Cwv) for a universal
constant C' > 0. Also, we denote by ||z|| the Euclidean norm of z € R%, by (z,y) the scalar product
between z,y € R?, and by 2™ the transpose of . Given a matrix A € R***, we denote by [|A||,,
the operator norm of A. For f : [0,1] x RY — R regular enough, we denote by V. f (¢, ), V2 f (¢, z)
and A, f(t, z) respectively the gradient, hessian and laplacian of f, defined for ¢, z € [0, 1] x R% by
V»Lf(th) = (8Mf(t,1‘))l, Vif(ta .I‘) = (8'L18'Ljf(t’ 33))1‘7]‘, Af(t,l‘) = Z?:l aflf(t,l'), where
0, denotes the partial derivative with respect to the j-th variable. For F" : [0, 1] x R? — R regular

enough, we denote by D, F, div, F and A, F respectively, the Jacobian matrix, the divergence
and the vectorial laplacian of F, defined for ¢,z € [0,1] x R? by D, F(t,x) = (9,, Fi(t,)): ;.

dive F(t,2) = 301 00 Fj(t,2), A F(t,x) = (A Fi (4, @), ..., Ap Fy(t, ).

2 Diffusion Flow Matching.

Given a target distribution * € P(R?) and a base distribution 1 € P(R?), the idea at the core
of FM models is intuitively to construct a path between these two by considering two ingredients
(1) a coupling 7 and (2) a bridge (or an interpolant following [AVE22]) between p and v* (or
more precisely a bridge with foundations 7). More formally, here we say that 7 is a coupling



between y and v* if for any A € B(RY), 7(A x RY) = p(A) and 7(R? x A) = v*(A), and
denote by II(u, v*) the set of coupling between y and v*. Then, based on a probability measure
on W = C([0,1],R?) the set of continuous functions from [0, 1] to R?, we define the bridge
bQ associated with Q as the Markov kernel bQ on R2?¢ x W, such that, for any A € B(W),
Q(A) = [ Qo,1d(xo, z1)bQ((x0, z1), A) (see e.g., [Kle13, Theorem 8.37] for the existence of this
kernel), where for any | = {¢;,...,t,} C [0,1], t1 < -+ < tp, Q) is the |-marginal distribution
of Q, i.e., the pushforward measure of Q by (2¢):e0,1] = (@t,,--.,%¢,). From a probabilistic
perspective, it implies that if (W}).c[0,1] ~ Q, then bQ is a conditional distribution of (W;)e[0,1) ~
Q given (Wy, W1): for any bounded and measurable function on W, E[f((W})¢ej0,17)[ X0, X1] =

J F((we)iego,1)bQU(Wo, Wh), d(we)iepo,1))-
2.1 Definition of the interpolated process

Consider now a coupling 7 and a bridge bQ? associated to Q% € P(W). We suppose here that Q7 is
the distribution of (Y;)¢[o,1) solution of the stochastic differential equation

dY, = B(Y,)dt + vV2dB,, t€0,1], Yy~ puePRY), A3)

where (Bi)ter . is a standard d-dimensional Brownian motion. In addition, we suppose 3 €
C*°(R%, R9) for simplicity and that (3) admits a unique strong solution. Consider now, the interpo-
lated measure I (7, Q%)! corresponding to the distribution of the process defined by (X}, X1) ~ 7
and (X{)se(0,17] (X5, X1) ~ bQP (X, X1),-). In [ABVE23], (X{);¢[0,1] is referred to as a stochas-
tic interpolant. Denote by (s, ¢, x,y) — pz‘/s (y|z) the conditional density of Y; given Yy with respect
to the Lebesgue measure and by (pf):c[o,1) the time marginal densities of (X});c[o,1] with respect
to the Lebesgue measure, that is P(Y; € A|Y;) = [, pys(z|Ys)dz and P(X] € A) = [, pi(z)dz,
for A € B(RY) and s,t € [0,1], s # t. Then, note that, as a straightforward consequence of the
definition of (X});e[o,1, it holds

) = [ ploaleonl(ole)i(dag,da) @

where
W(dd?o, dl‘l)
p}/‘()(xl ‘xO) .

An example that we will focus on in this paper is Q° = B the distribution of the Brownian motion

(ﬂBt)teR solution of (3) with 8 = 0. Then, it is well known that bB is then the Markov kernel
associated with the Brownian bridge and the resulting stochastic interpolant satisfies for any ¢ € [0, 1]

XIS —nx)+eX + 21— 0Z, Z~N(0,1d), )

where €' denotes the equality in distribution.

7~T(d3}0, dl‘l) =

It is well-known that for any z, 71 € RY, the distribution bQ?((z¢, 71), -) is diffusion-like under
appropriate conditions. More precisely, bQ” ((xo, 1), -) is the distribution of (Y¢);e(o,1) solution to

dY = {B(Y1) + 2V (Yo)}dt +V2dB, , t€[0,1], Yo=uo, ©)
where ¢} (y) = logpﬁt(xﬂy). For instance, for zo, 21 € RY, the bridge bB((x¢, z1), -) associated
to B is the distribution of a Brownian bridge (B;*""! )te[o,1] solution to the SDE
1 — Bzvo,wl
1—t

From (6), it turns out that (X});c[o,1] given (X{, X1) is therefore solution to

dBfo™ = dt ++v2dB;, te[0,1], By =u.

dX! = {B(XD) + 2V (XD }dt + V2dB, , te[0,1], Xi~p. 7

Tt corresponds to m ® bQ? the tensor product between 7 and bQ?: I(m,Q%)(A) =
[ bQ°((x0, 1), A)dn (0, z1), A € B(R?). In other words, 7-mixture of Q-bridges.



Note that the drift coefficient in (7) depends on X1, and therefore, (th)te[o,l] is not Markov, which
is a natural property if we are interested in constructing a generative process. To circumvent this
issue, based on I(, Q7?), we aim to define a distribution M (7, Q7) such that it has the same one-
dimensional time marginals as I(7, Q”) and corresponds to a diffusion, i.e., if (X} );ej0,1] ~ I(m, Q”)
and (XM);e(0,1) ~ M(m, QP), for any ¢ € [0,1], X} © XM and (XM)ep is solution of a diffusion
with Markov coefficient. This can be done trough the Markovian projection.

2.2 Markovian projection and Diffusion Flow Matching

Markovian projection. The idea of Markovian projection originally dates back to [Gy686] and
[Kry]. Its main idea is in essence to define a diffusion Markov process which “mimics” the time-
marginal of an It process:

dX; =b,dt +VvV2dB,, te[0,1], Xo~pu,

for some adapted process (by)¢c[o,1) and initial distribution . Under appropriate conditions (see

[BS13, Corollary 3.7]), this diffusion process, denoted by (X?A)te[o,u , exists and is solution to an
SDE with a (relatively) simple modification of the drift by, namely

dX} = by(X})dt + V2dB,, te(0,1], X' ~p,

where b,(XM) = E[b,|X!]. This result can be applied to the non-Markov process (XDiepo
solution of (7): its Markovian projection is solution of

dXM = B, (XMdt +V2dB,, te[0,1],

for some function 3 : [0,1] x R? — R<. It turns out that we can identify B, relying on the family
of conditional densities (p;|,)o<s<¢<1 and marginal densities (ph)o<i<1. This is the content of the

following result.
Theorem 1. Consider a w € TI(p, v*) and QP associated with (3). Consider the drift field

5 IV logp}/lt(wl |$)P§o($|$0)P}/\t($1 )7 (dzo, dz1)

B (z) = B(x) + ; ®)
pi(z)
Under appropriate conditions (see Appendix A.1), the Markov process (X%vl)te[o,l] solution of
dx)' = 57 (XMdt +v2dB,, te[0,1), X' ~p, ©)

mimics the one-dimensional time marginals of 1(m, QP), i.e., for any t € [0,1), X} dist XM

This result is well-know, but, for sake of completeness, we provide the proof in Appendix A.1.
The process (9) is known as the Markovian projection of I(w, Q?), and its drift (8) as mimicking drift.
In what follows, we denote by M (r, Q?) the distribution of (XM);c[o,1) on W.

Remark 1. It can be easily shown by continuity that XM = X[ = X{ fort — 1, where = denotes
the convergence in distribution. As Law(X]) = v*, the Markovian projection therefore gives a an
ideal generative model which would consist in following the SDE (9) with initial distribution .

Remark 2. Note that, because of (4), the mimicking drift (8) rewrites as

BY (x1) = E[2V. log p}), (X11XT) + B(X]) X} -

Diffusion Flow Matching. Eventually, as pointed out in Remark 1, the Markovian projection
gives a an ideal generative model. However, a) the mimicking drift (8) is intractable and b) the
continuous-time SDE (9) can not be numerically simulated. Thus, in order to implement the proposed
theoretical idea, we first need to address and overcome the aforementioned computational challenges.
To circumvent a), observe that, because of Remark 2 and [Kle13, Corollary 8.17], we can approximate
the mimicking drift via solving

min] |3 (. XD - 5 x| ] (10)



for a properly chosen class of neural networks {(t,) ~ s} (t,2)}sco, and replace 5¥ in (9)
with szi, where 0* € © denotes a minimizer of (10). To deal with b), we simply make use of
the Euler-Maruyama scheme, i.e., for a choice of sequence of step sizes {hk}szl, N > 1, and
the corresponding time discretization ¢ = Ele h;, such that t; = 0 and ¢y = 1, we define the
continuous process (X¢" )telo,1) recursively on the intervals [tg, tx11] by

AXY" = s (te, X0 )dt +V2dB, ,  t€ [ty tyra], with X§ ~p. (11)

(11) is the DFM generative model we are going to analyze.

3 Main results

In this section, we provide convergence guarantees in Kullback-Leibler divergence for the Diffusion
Flow Matching model (11), under mild assumptions on the p, v*, 7 and sg«, either within a non-
early-stopping regime or within a early-stopping regime.

From now on, we consider the case 8§ = 0, i.e., Qf = B. We show in Appendix A.2, Remark 9,
that, under out set of assumptions, the conditions of Theorem 1 hold for this setup. Moreover, in this
case, for any s,¢ € [0,1], s < t and z,y € R, the conditional density pﬁs(y\x) = pt—s(y|z) where

(t,z,y) — pe(y|x) is the heat kernel:

1 —z|?
Pe§la) = s o (- %) , te(0,1]. (12)

In the following, we set 3¥ = 3 and s}. = s-.

3.1 Convergence Bounds.

We assume moment conditions on the probability measures p and v*, and mild integrability
conditions on the probability distributions x, »* and on the coupling 7.

For p > 1, we denote for ¢ € P(R?),

m, (] = / el d¢(a)

H1. The probability distributions u, v* satisfy mg|u] + mg[v*] < +oo.

H2. The probability distributions v*, iy and  are absolutely continuous with respect to the Lebesgue
measure on R and R*® respectively, and satisfy

(i) The functions log du/dLebd and log dv*/ dLeb? are continuously differentiable and satisfy
HVlogy*Hig(y*) + HVIoguHig(#) < +oo where for ¢ € {v*, u},

8

8 _ d¢
||V10gCHL8(<) —/Hng (m)(ffo)

(ii) The function log dr /dLeb*® is continuously differentiable and satisfies ||V log 7~r||is(7r) < 400
where

- N B 1 dm
V10813 = [ V108 () (o, )| o, 1) . (oos0) =

p1(z1]zo) dLeb??

(o, 1) ,
(13)

and py is defined in (12).

Remark 3. Under HI, note that |V logfrHis(ﬂ) < 400 is equivalent by (12) and 7 € II(u, v*) to

/ |V log(dm /dLeb?) (zq, 21)||3dm (20, 21) < +00 .



Remark 4. We can relax the condition that log dy/dLeb?, log dv* /dLeb? and log drr /dLeb** are

continuously differentiable assuming that \8/ dp/dLeb?, i/ dv* /dLeb? and \8/ dr/dLeb?? belongs

to some Sobolev space, but, for ease of presentation, we prefer not to delve into these technical
details.

Moreover, we assume to have estimated the mimicking drift with an 52—precision, for some £2 > 0
sufficiently small.

H3. There exist * € © and €2 > 0 such that

2
)<=

thHE[HSe* (te, X)) — Br, (X2

k=0

Remark 5. To be coherent with the previous section, observe that, as a consequence of Theorem 1,
forany k =0,---, N, it holds
2 2
| =% J

Under such assumptions, we derive an upper bound on the KL divergence between the data distribution
v* and the output of the DFM (11):

Theorem 2. Consider a uniform partition of [0, 1] with a constant stepsize hy, = h, h = 1/N,, > 0,
for Ny, € N* and consider the corresponding process (Xf* )telo,1] defined in (11). Assume HI to 3.

Denoting by 1/¢ " the distribution of X 4 ", we have that

E[

So* (tka ) ﬂtk( )

So* (tka ) 6%( )

KL p47) S 22 4+ h(hS + 1) (d* + mslu] + msfo] + |V 1og 7 s s,
IV Iog il s + [V 10807 ey ) - (1)
Remark 6. Under almost the same conditions as Theorem 2, i.e., Hl H2, H3, replacing 7 in (13) by
1 dm

pr(z1]zo) dLeb??

our proofs apply also to DFM using a time horizon T' > 0 and the Brownian bridge on [0, 7. In
particular, we would have obtained similar bounds as the ones derived in Theorem 2 but with a factor
max(1,7®) in front of the second addend.

Remark 7. Choosing, in Theorem 2,

(zg,21) , (15)

(2o, 1) =

d* + mms[u] + ms[1*] + [ V1og 7 Loy + [V Iog sl gy + [V log ¥ £,
2

Ny, =

makes the approximation error of order O(£2) and the complexity of order O(s~2).

Using an early-stopping procedure, we obtain in the case 7 is the independent coupling:

Theorem 3. Fix 0 < 6 < 1/2. Consider a uniform partition of [0, 1] with a constant stepsize
hiy = h, h =1/N}, > 0, for N, € N* and consider the corresponding process (Xf*)te[o,l] defined
in (11). Assume Hl, H3 and m = pu ® v* to be the independent coupling. Suppose in addition that
1 is absolutely continuously with respect to the Lebesgue measure, log dp/ dLeb? is continuously
differentiable and satisfies ||V log,uHig(#) < +00.

Then, denoting by vy_s and uf*_ s the distribution of X i\/[_ s and X 1‘9: s respectively, we have that
* 0* \ < 2 1/8 d* * 1 8
KL _glvt25) S & + h(hY* + 1) (55 + ms ] + msl) 55 + [V log s, ) -
Corollary 1. Fix § = O(y/g). Consider a uniform partition of [0, 1] with a constant stepsize

h = O(min(e*/d*, %)), and consider the corresponding process (Xf*)te[o,l] defined in (11).
Assume HI, H3 and m = pu ® v* to be the independent coupling. Suppose in addition that p



is absolutely continuously with respect to the Lebesgue measure, log d,u/dLebd is continuously
differentiable and satisfies ||V log,uHis(#) < +o0.

Then, denoting by vy_; and I/f*_ s the distribution of X i\/[_ s and X 1‘9: s respectively, we have that
2 * 0* 2
%7FM(V1—5|V1—5) Sev,

where Wa gy denotes the Fortet- Mourier distance of order 2, i.e.

W) = inf / min{l|z — y|%, 1}dr(z,y) .
mell(p,v)

3.2 Related works and comparison with existing literature.

FMs stand at the forefront of innovation in generative modeling, offering a practical solution to
the longstanding challenge of bridging two arbitrary distributions within a finite time interval.
Their consequent immense potential has prompted substantial research efforts aimed at providing
a theoretical explanation for their effectiveness and has put SGMs and Probability Flow ODEs
all in perspective. In this section we report and discuss previous researches on FMs, SGMs and
Probability Flow ODEs with the purpose of highlighting the links and differences with our work and
contextualizing our contribution.

Non-early-stopping setting. In the context of FMs, [AVE22] and [BDD23] seek convergence guar-
antees in 2-Wasserstein distance. Both consider more general designs for the stochastic interpolant
and a deterministic sampling procedure, rather than a stochastic one. However, both works rely on
some regularity condition on the approximated flow velocity filed, i.e., that it is Lipschitz. Namely,
[AVE22] works under a K-Lipschitz (uniform in time and space) assumption on the estimator of
the exact flow velocity field. How such assumption pertains to the flow matching framework for
generative modeling is not articulated and remains unclear. On the other hand, [BDD23] assumes the
estimator of the exact flow velocity field to be L;-Lipschtz for any ¢ € [0, 1] and discuss in [BDD23,
Theorem 2] how such assumption relate to the setting : under the additional assumption [BDD23,
Assumption 4], the true flow velocity field is proven to be L;-Lipschitz in space for any ¢t € [0, 1].
Therefore, [BDD23] enhances the findings of [AVE22]. However, [BDD23, Assumption 4] is not an
usual conditions considered in papers about convergence guarantees for SGM and it is unclear which
type of distributions satisfy [BDD23, Assumption 4]. Moreover, both works [BDD23, AVE22] do
not take into account the discretization error in their analysis.

In the context of Probability Flow ODEs, [LWCC24] and [GZ24] investigate the performance of such
models in Total Vartiation distance and 2-Wasserstein distance. In contrast to [BDD23] and [AVE22],
[LWCC24] and [GZ24] examine the error coming from the (prerequisite when implementing an
algorithm) introduction of a time-discretization scheme. However, once again, the provided bounds
work under smoothness assumptions either on the score or on its estimator. More precisely, the
result reported in [LWCC24] depends on a small L2-Jacobian-estimation error assumption, besides a
classical small L.2-score-estimation error assumption. As for [GZ24], they assume the score to be
Lipschitz in time and the data to be smooth and log-concave. In contrast, our result do not make such
assumptions. Finally, to the best of our knowledge, the recent work [CDS23] represents the state
of art in the context of SGMs without early-stopping procedure: [CDS23, Theorem 2.1] provides
a sharp bound in KL divergence between the data distribution and the law of the SGM both in
the overdamped and kinetic setting under the sole assumptions of an L2-score-approximation error
and that the data distribution has finite Fisher information with respect to the standard Gaussian
distribution. All previous results are obtained assuming either some Lipschitz condition on the
score and/or its estimator ((CCL™23b], [CLL23]) or a manifold hypothesis on the data distribution
([Bor22b]). However, we underline that the FM framework enables to consider a significantly wider
range of interpolating paths compared to SGMs and to avoid the trade-off concerning the time horizon
T which is inevitable when dealing with SGMs.

Early-stopping procedure. The recent work [GHJZ24] establishes convergence guarantees in
2-Wasserstein distance for FMs based on a deterministic sampling procedure. However, the results of
[GHJZ24] requires to interpolate with a Gaussian distribution and applies only to data distributions
which either have a bounded support, are strongly log-concave, or are the convolution between a
Gaussian and an other probability distribution supported on an Euclidean Ball. In contrast, for our
bound to hold true we only need the data distribution v* and its score to have finite eight-order



moment. Furthermore, even if [GHJZ24] goes into depth when dealing with the statistical analysis
of the estimator and the L2-estimation error, the entire investigation therein pursued depends on the
choice of ReL.Unetworks with Lipschitz regularity control to approximate the velocity field. They
motivate such choice by proving (see [GHJZ24, Theorem 5.1]) Lipschitz properties in time and space
of the true velocity field under the aforementioned assumptions on the data. On the contrary, we
do not assume any regularity on the estimator of the mimicking drift. In the context of Probability
Flow ODEs, [CCL*23a] provides bound in Total Variation distance, but assuming both the score
and its estimator to be Lipschitz in space. So, also in the early-stopping regime, our bound improves
previously obtained one.

To conclude, in the context of SGMs, [CLL23, CDS23, BDBDD23] are able to cover any data
distribution with bounded second moment at the cost of using exponentially decreasing step-sizes.
However, [CDS23, Corollary 2.4] and [BDBDD23] improves upon [CLL23, Theorem 2.2]: the term
that takes track of the time-discretization error is linearly dependent on the dimension d in the former
works, whereas quadratically dependent on d in the latter.

3.3 The proposed methodology.

In what follows, we provide a sketch of the proofs of Theorem 2 and Theorem 3 in order to outline
and delineate our methodology.

The starting point of our proof of Theorem 2 is the following (by now) standard [CCL*23b, CLL23,
CDS23] decomposition of the KL divergence which is derived from Girsanov theorem:

. tk+1
KL(v*[#{") < KL(M(r, B)|Law(X{y 1)) Z/ 59* (t, XM — (XM H }

tk+1

<€+Z/

where, for the first inequality, we used the data processing inequality [Nut21, Lemma 1.6] and the
last inequality follows from the triangle inequality and the assumption H3. In order to conclude,
we should bound the L2 norm of the adjoint process in the Pontryagin system associated with the
Markovian projection of the interpolant. We do so by introducing a novel quantity in the generative
model literature (see [Kre97]), namely the so-called reciprocal characteristic of the mimicking drift,
ie.,

[} x5 = B |

(0 + LB

where £M denotes the generator of (X tM)te[o,l]- This quantity may be viewed as some sort of mean
acceleration field and guides the time evolution of the mimicking drift, as

AB(XM) = (0 + LB XMt + V2D, By (XM)dB,, t€0,1].

The main efforts in our proof are directed towards bounding the L? norm of the reciprocal charac-
teristic whose representation in terms of either conditional moments or higher-order logarithmic
derivatives of conditional densities is quite intricate, see (39). Trying to bound each of these terms
separately requires strong assumptions on the initial distributions and couplings leading to sub-
optimal results. However, using integration by parts both in time and space and a double change of
measure argument, and profiting from symmetry properties of the heat kernel, we managed to bound
these terms under assumptions comparable to the minimal ones required in the analysis of SGMs.
Note that the analysis of the reciprocal characteristic is not required for SGMs (it is always 0) and
that controlling it also requires new tricks and ideas, since its representation contains up to three
logarithmic derivatives of conditional distributions, whereas the analysis of SGMs requires at most
two such derivatives to be analyzed.

Regarding the proof of Theorem 3, we consider the interpolated process (Xg)te[o’g] restricted to
[0,1 — §]. Denoting by m1_s, the coupling between £ and v, corresponding to the distribution
of the couple (X{, X]_;). By the property of the Brownian bridge, (X{);e[0,1—] is a stochastic
interpolant resulting from 71 _s and the Brownian bridge on [0, 1 — §]. Therefore based on Remark 6,



we only have to show v;_; and 7, _s satisfy H1 and H2, replacing 7 in H2 by 71 _s defined in (15).
More precisely, we show that they hold and that
1

N 1
S +m8[1/ ]*+d4

- 1
||V10g771—5||i8(m,5) S HVIOgNHit%(u) +m8[#]m 58 m

1 1
3 + mg[v*] = +d*

* 8 1
[NACEIZ] S ms[u]( 5 A o)

1-9)
4 Conclusion

In this work, we have investigated a Diffusion Flow Matching model built around the Markovian
projection of the d-dimensional Brownian bridge between the data distribution »* and the base
distribution p. In particular, we have derived convergence guarantees in Kullback-Leibler divergence,
which take account of all the sources of error - time-discretization error and drift-estimation error -
that arise when implementing the model, and which hold under mild moments conditions on y, v*,
the scores of u, v* and the score of the coupling 7 between i and v*. However, there are several
questions remaining open. First, it would be worthy to understand if we could lower the order of
integrability of the score associated with i, v and 7. Second, it would be interesting to complement
our analysis by a statistical analysis of DFM (11), similarly to what have been achieved in [GHJZ24]
for a particular deterministic FM model. Finally, it would be valuable to obtain better dimension
dependence with respect to the space dimension d when applying early-stopping procedure.
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A Postponed proofs

A.1 The Markovian Projection

First, we introduce the set of assumptions under which Theorem 1 holds true.

H4. Fort > s, (s,t,z,y) — pzfs(ykn) is continuously differentiable in the t and s variables and
twice continuously differentiable in the x and y variables. Furthermore, atpz‘/s(ym), 85p2‘/s (y|z),
Vb Wlz), V) (ylz), Vip) (ylz), Vip)|,(y|z) are bounded.

H4 ensures that (s, t,z,y) — pz‘/s (y|z) is enough regular to allow a series of algebraic manipulations.

HS. BY is a locally bounded Borel vector field on R? x (0,1) such that, for at least one probability
solution i to the Fokker-Planck equation

Oy + div(BY ) — Ape =0, te(0,1), po=p, (16)
it holds [ ||5Y (x|t (dz)dt < 4-o0.

H5 provides uniqueness of the solution to the Fokker Planck equation with drift field 3", see
[BKRS15, Theorem 9.4.3].

We are now ready to rigorously state and prove Theorem 1:

Theorem 4. Consider a m € (i, v*), Q° associated with (3) and the drift field defined in (8).
Under H4 and 5, the Markov process (X)ic(o,1] solution of (9) is such that, for any t € [0, 1),

I dist M
X, = X"

Proof of Theorem 4: We start by reminding that (s, ¢, z,y) — pz‘/s (y|z) satisfies for any z,y € R?
and s,t € [0, 1] with s < ¢ both the Fokker-Planck equation

0| (ylz) + divy (p)|, (y|z) B(x)) — Ayp] (ylz) = 0,
and the Kolmogorov backward equation

Bspys(ylz) + (B(x), Vap) |, (y|z)) + Dep)|,(ylz) = 0.
If we exploit these well-known results, (4) and H4, we get that for ¢ € (0, 1)

Opy(z) = 8t( /R N pﬁo(xlxo)p}ﬁt(xl\x)fr(dxo,dg;l))
= /R (Aapolalzo)py(e1le) = plo(alzo) Aupl, (21]2) ) 7(do, da)
— [ dvaobolalan) S@pY o), )
_/RM(B(CU)aVmpﬁt(m|m)>p§0(x|w0)fr(dxo7dxl)
- /R2d (Awpzfo(ﬂxo)pﬁt(xﬂx) + Vmpz\/o(ﬂ%)vzpﬁt(m|$))7~T(da:0,dxl)

- /R (Vapo(eleo)Vand i) + g (alwo) A (w1 o) ) (o, day)
— (B(x), V.pl(2)) — div, B(a)pl(x)

= diva ([ 9uplo(alea)s]aale) = plo(aloo) Vel oale) (oo o)
— diva(B()p}(x)

= div, (- B@)pi(x)

+ [ A9 ognllalon) = Vtogal oale) (ko) (o1 o) (o, day))
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Therefore, if we set

2a{ValogpY, (z1|2) — Vi logph (z|zo) }p), (x]xo)pY, (21]2) 7 (dxo, dz
o () = Jazad 1e(1]z) 10 (Z170) Iy (x]20)py), (21 2)7 (Ao, A1) T B(@),

pi(x)

we have proven that p}(z) satisfies the following continuity equation
oipl(z) + divy (v) (x)pl(z)) =0, te€(0,1), z R,

Consequently, if we define
by (@) = v/ (2) + Vi logpi(x)
we have that, under H4, pl(z) satisfies the following Fokker-Planck equation

8tp£(:r) + divz(bz/(x)pi(x)) — Axpi(x) =0, te(0,1),z¢€ R? . 17

So, b(z) is a mimicking drift. It remains to show that ¥ = Y the thesis will then follows from
the uniqueness of the solution to the Fokker Planck equation (17) under H5, see [BKRS15, Theorem
9.4.3]. To this aim, note that

I fRZd{Vm’pﬁo(x'xO)p}]t(‘xl |£C) + pz/\o(x‘mo)va}/\t(xl ‘x)}ﬁ(dx()? dxl)
Va: Ingt (.I') = pI (I’)
t

B Jp2a{Va logpz‘/o(xkco) +V, logp}/lt(xl|x)}p§0(x|zo)pf‘t(a¢1|x)7~r(dx0, dzy)
= - ,
pi(x)

Therefore, for any ¢ € [0,1) and = € R?, we have that

20 Valogp}| b H mt(dxo, d -
bf(m) _ 2fR ngllt(xllx)pt';;ijj())plt(mlx)ﬂ( To 1‘1) +6($) _ tY(.I‘) .

A.2 Preliminary results

We begin this section with two remarks aiming at highlighting some of the properties of the heat
kernels (12) and some of their important consequences.

Remark 8. Tt is well-known that (s, z,y) — ps(y|x) defined in (12) is twice continuously differen-
tiable in the space variables = and y and satisfies for z,y € R%, s € (0, 1],

Vaps(yle) = = (yl2) = —Vyps(yla) ()
VEpu(ule) = — e ple) WD ey w2 gy )
Bopatoke) = ~gopatoie) + [ 252 powle) = Aol 20)
Moreover (12) satisfies the heat equation, i.e.,
Osps(yla) = Aups(ylz), s€(0,1], z,y €R?. 1)

Thus, in particular, (s, x,y) — ps(y|x) is continuously differentiable in the time variable s.

Remark 9. In the case 8 = 0, i.e., Qﬁ = B, under H1, the conditions of Theorem 1 hold. Indeed,
as highlighted in Remark 8, (s, z,y) — ps(y|z) defined in (12) is continuously differentiable in the
time variable s and twice continuously differentiable in the space variables x and y. Also, using
Equation (18), Equation (19) and (12), it’s straightforward to verify that Vp;| (y|2), Vyp;| (y|2),

Vapi(ylx), Vi

(?tpﬁs(y\x) and 0 pz‘/s (y|z) are bounded. So H4 is verified and p} solves the Fokker-Planck equation

pz‘/s(y|x) are bounded. Additionally, using (20) and (21), it’s easy to argue that also
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(16). Moreover B is clearly locally bounded on R x (0,1) and, as a consequence of (18), (5), and
Jensen inequality, it satisfies uniformly in time

L@ e = [

2
pi(z)dz

1 1 —T
I /2d - pe(z|2o)p1—¢(x1|z)7(dao, dzr)
R

pi(x) 1t P
r 2
I I
_g| g =X XI] ]
1—t
- 2
V2t
=E||E|X] - X} - \/7ZXIH]

<E — X} sz

S mo[p] + ma[v] +
which is finite under HI. It follows that [ ||3Y (x)||p}(x)dzdt < 4-occ. So, H5 is verified.

Additionally, hereunder, we state three lemmas that will be crucial in the derivation of the bounds
provided in Theorems 2 and 3.

Lemma 1. For any p > 1, they hold
B[ X! - X3[|"] < s may [u] + 5% ma, "] + &°57(1 = 5)" .
and )
E[]| X7 = X3[|7]ds < (1 = 5)Pmay[u] + (1 — ) myp[v*] + dPs”(1 — 5)7

Proof of Lemma 1: As a direct consequence of (5) and Young inequality, it holds

st =2 ot -ty + BT
< s*E(| x5 - XI*] + (25(1 - 5) |12

< %Py [u] + s ma, [v] + PsP(1 - )P

A similar argument holds for E[[| X] — X ||2p]. O

We preface the next lemma with a definition.

Definition 1. Consider Q € P(W). The reverse time measure Q® € P(W) of Q is defined as
follows: for any A € B(W)

Q%(A) = Q(A"),
where AR .= {t 5 w(1 —t) : weA}L
Lemma 2. Assume 7 < Leb®® and i, v* < Leb®. Then (X)iejo,1) solves weakly

%
AX, =20 (X0, Xo)dt +vV2dB,, te[0,1], Xo~p. 22)
with (ﬁt)te[o,l] d-dimensional Brownian motion independent of ?0 and
_> T
b t(x0733) =Vg to(m) )
where 1;° (x) solves

Dp™ + Ao + |V || =0, telo,1), = log 72 (23)

with

_ dn(zo, x) 1 /dM(l’O) (24)

dLeb®? pi(z|zo)/ dLeb?
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and py(x|zo) defined in (12).
Similarly, ((X{)tepo,1))® solves weakly

aX, =25 (X0, X)dt + v2dB,, te0,1], Xo~v*.
with (ﬁt)te[o, 1] d-dimensional Brownian motion independent of ?0 and
b ar,@) = Vagit (@)
where o7 (x) solves
—0up + Aul + Ve P =0, te[0,1), ¢ft =logap®

o dr(z,z1) 1 /du*(xl)
T (x) =
@ dLeb®? pi(zilz)/  dLeb?

)

with

(25)
and py (z1|x) defined in (12).

Proof of Lemma 2: We just show that (X});cjo1] solves weakly (22). The argument for
((XP)tepo,1)® is similar and therefore omitted.

For a fixed 29 € R?, we denote by (z¢,A) — I g(x0,A) the conditional distribution of (X})¢ejo,1]

given Xé (see e.g. [Klel3, Theorem 8.37] for the existence of this conditional distribution) and by
(BY°)te[o,1) the solution to

dBf* =v2dB;, te[0,1], B =u.

Also, we denote by (W;)co,1) the canonical process on the Wiener space W and by (.7:,5),56[0 1) the
corresponding natural filtration. Note that, as a consequence of the very definition of (X} )te[0,1]»
(23) and Ito’s formula applied to (¢/{° (B;°))+c[0,1, it holds

dHﬂ'B(xO;') -
= B0
dLaw((BtO)te[oyl])(( 0 )telo.1))

=7 (B")
= exp (V1 (B7))
= exp ( 1°(B1°) —1g° (130))

1
= exp (072 (B1%) — 050 (B5) - [ {0+ w0 JB)ar)
0

1 1
—oxp ([ Voo sz - |19 5 )
0 0
Hence, for any ¢ € [0, 1] we have that

dlL; g (zo, )
dLaw((B;)refo.1) | .

Dy = exp /v AW, — /||v W) ds)

is continuous Law ((B;*)¢c[o,1])- almost surely and is such that
dDy = DeVopg® (We)dWy

Therefore, being (W;).c[o,1] @ martingale under Law ((B;°);c[0,1)). as a consequence of Girsanov
theorem (see [RY 13, Theorem 1.4]), we have that

:Dt7

where

(We = (D7HW.D)),), o) = (Wt -2 /0 t vm?(Ws)ds)

t€(0,1]
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is a ((F;)¢, L g (20, ))- martingale with bracket v/2¢. It follows that, under L (2o, -), (W¢)se[o,1]
solves

AW, = 2V, 42 (W,)dt + vV2dB, , te[0,1], Wo=ux0.
The thesis is now a direct consequence of the fact that

I(r, B)(A) = /R PXT € AIXE = 20)u(dg) = /dHW,E(xO,A)u(dxo),

R
for any measurable A € W. O
Lemma 3. Assume H2. Then, almost surely, it holds
Vi
B (X5, X}) =E 7)31 o) (X0, XD| (26)
7o (X1)
where 7(° is defined as in (24). Moreover, for anyu € [0,1—s], s € [0,1] and p € {2, 4,8} it holds
u+s —
EH / P (Fo ]| | 5 (IV10g 7l ) + IV I8l ) - @7)
Similarly, almost surely it holds
\Y
buxh X =E M (X8, XD . 28)
Xxy)

where 71" is defined as in (25). Moreover, for any u € [0,1 — s], s € [0,1] and p € {2,4, 8} it holds

] / Ko K|

Proof of Lemma 3: We just show (26) and (27). The proof of (28) and (29) is similar and therefore
omitted. First of all, note that (26) is trivial for ¢ = 1. We therefore focus on ¢ € [0, 1). It’s well
known that the solution 1;°(x) to the Hamilton-Jacobi-Bellman equation (23) is given by

70 (x) = log (/frgo (xl)pl,t(;vl\x)dxl) , tefo,1).

Therefore, we have that for ¢ € [0, 1)

E

] < (V108 7L, () + IV I0g " [0y ) - 29)

— B - J 760 (21)Vapi—¢(z1]|z)day
belo, w) = Vo () = fﬂ'o xl)pl_t(x1|x)dx1
Using (18) and integrating by parts, we get for ¢ € [0, 1) that
B o(w0,2) = — J 75 (@) Vaypre(anfw)dzy f(v~w°(951){ﬁgofxl))ﬁﬁofﬂfl)pljt(ﬂ«"l|$)dl‘1 .
’ fﬂo ﬂfl)pl—t($1|$)d11 fﬂgo(xl)l)l—t(xﬂ@dfl
But then, it suffices to prove that for ¢ € [0, 1) it holds
70" (z1)p1—e (21]2)

J 760 (Z1)p1—e(Z1|2)dE,

to conclude. To do so, we simply use (4).

= pII\O,t(ml‘m(%x) )

pIO,l,t(xO’xlvx)

I 061+ (x0, T2, 2)dT

Pijo, (1|0, 2) =

_ 7(@o, x1)pe(x]w0)p1—i (21]2) // (20, Z1)pe(x|20)p1—+(T1]2) \
= 1
p1(w1|w0) p1(Z1]zo)

_ m(wo, w1)p1—t(1]7) // (zo, T1)p1-+(T | )d~
= T
p1(z1]wo) p1(Z1]70)

_ (@0, m1)p1—¢(71]2) // 9607931 P1-— t(f’?1|$)dgc1

M(xo P1 3?1\370 $0 P1 331|$0)
T (@)pi—i(z1]7)

a J 70 (Z1)p1—¢ (T4 |x)dTy
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We are left with the bounds (27).
We prove (27) only for p = 1. The other two cases are analogous. To this aim, we simply make use
of (22), Holder and Jensen inequalities and the properties of the conditional expectation.

wts 2 wts  [gaXs ?
EH/ ' b (X0, X ,)dr ]E[ /+ E M (Xé,Xi)]dr ]
u u T (XI)
' v~X0< e .
531143_ /u E ) (XO,XT)] dr‘|
[t V7, ( {) : I I
el ~g@<>\ s3]
_ 2
— V7r0 ( 1) .
- / 2ot d]

< / 1V log 720 (21) |2 dr (20, 21)

S 52 (V10 7l1Fagm) + IV 108 4llF 2 ) -

where, in the last inequality, we have used the very definition of 7° given in (24). O

A.3 Main results

We preface the proofs of our main results with some extra notation. For sake of brevity, we denote by

t+u
7Z = 2/ E>7”(}07 ?T)dr ) 75 = §t+u - §u 5
and similarly
t+u
73 = / y()v y P ?Z = §t-‘,—u - §u .

Remark 10. With this new notation, according to Lemma 2, we have that

dist

S disi
(XDecon & Keeor s XDicon E (X depo)®
and that for any u € [0,1] and ¢ € [0,1 — u],

dist dist <
X, - XLETF gt XD, - X B g

Furthermore, according to Lemma 3, under H2, for any u € [0,1], ¢ € [0,1 — u], p € {2,4, 8}, we

have that
e[| 72

B[||70]] £ U9 10807 7, ) + 19 108 7 )
Remark 11. Note that for any v € [0,1] and ¢ € [0,1 — u]

72 L (YT)TSU ) ?tu A1 (yr)rgu .

This fact is an almost immediate consequence of the Markov property of (ﬁ )telo,1]> see [BB17,
Theorem 3.3]: consider the filtration (F;):¢[o,1) defined by F; = O'(Yo, (Bu)uq) Then, being
(? )eepo,1] L XZO, ? t)te[0,1] 18 (Ft)ie[0,1]-adapted and, as a consequence of the Markov property
of (B¢)iejo,1) (?u)te[o,l—u] = (Bttu — Bu)teo,1—u) L Fu. On the other hand, it’s well
known that (X¢)¢cjo,1) is (F¢)¢e[o,1)-adapted. It therefore follows that gt (Xz,)rgu. A similar
arguments holds for (X ¢):e[0,1]-

| ST 10841, ) + 1V 10871, )
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A.4 Proof of Theorem 2

We fix 0 < ¢ < min{h,1/2} and, for any ¢t € [0,1 — €], we denote by v; = Law(X) and
v =Law(X?").

First, using the data processing inequality [Nut21, Lemma 1.6], the standard decomposition of the
KL divergence [CCL*23b, CLL23, CDS23] based on Girsanov theorem, triangle inequality and H3,
we bound the KL divergence between 7, and v/{" _ as follows

KL(vi_v{_,)
< KL(Law((XM)se(0,1-) ILaw((X] )iefo,1-))

N-—-2 thi1 N _ " 9
S [ B[ st x8) = B0 | Jar s [
k=0 “*

k 1—h

N=2 ity
e+ ¥ / E||
k=0 7tk

1—e 2
B[ oo (1= 0 x5 = B[ Ja

1—e ~ ~ 2

E[ Hﬁlfh(Xiv[—h) - Bt<XtM)H }dt :
(30)

Second, we aim at bounding the RHS of (30) uniformly in €. Indeed, if we assume to be able to

bound it with a constant A independent of ¢, then, using the weak convergence of XM _to X1 (whose

law is given by v*) as € — 0, the continuity of (X ¢ )te[o,1]» hence the weak convergence of X 9" to

X9 (whose law is given by /¢ ") as € — 0, and the lower semi-continuity of the KL-divergence with
respect to the weak convergence [VEH14, Theorem 19], we will get

KL(v*|v!") < lim 61ng KL(vr_ 0" .) < lim 6igfoA =A. (31)

B (X)) Jae+ [

1-h

Let us therefore bound the RHS of (30). We will do so by using stochastic calculus tools, and, more
precisely, Ito’s formula. To this aim let us introduce the generator of (X tM)te[o,l—e], which is defined

forany t € [0,1 — €] and p € C%(RY) as
‘Civ[p = <V:Ep7 Bt> + Agp .
Using Ito’s formula, we get that
dBe(XM) = (9 + L B(XM)dt + V2D, B(XM)dB,, t€[0,1—¢.
So, applying Young inequality and Ito’s isometry, we have that, forany k = 0,--- N — 1

B |3 e - A ]

:Eu
SEH

We now bound separately the two upper addends. To do so, we introduce the auxiliary measures
At (ds) € P([tk, tks1]) fork =0,..., N —2and A% (ds) € P([1 — h, 1 — €]) which will help us,
via a double change of measure argument, to mitigate the bad behaviour at ¢ = 0 and ¢t = 1 of the
reciprocal characteristic of the mimicking drift (i.e., Js + Ly), which is the trickiest addend. Namely,
for k = 0,..., N — 2 we consider the measures A} (ds) € P([t,t+1]) defined as

s)-1
Mi(ds) = p(Z)k Lt dS

2

t t
/ (0, + L3, (XM)ds + v/2 / D, (XM)dB,
23

ty

+ 2
/ (@ + LM, (XM)ds

ty

+2/ttE{HDl.BS(X;\4)H2}ds.

with
o(s) " =5 P lpaciyoy + (1= 5) Pliasnyay

min{t41,1/2} max{tr+1,1/2}
Zy, = / rT/8dr —l—/ (1—r)""/8dr.
min{t,,1/2} max{ty,1/2}

and

20



Whereas, for k = N — 1, we consider the measures A% _(ds) € P([1 — h, 1 — ¢]) defined as

-1
p(s
)‘N 1(ds) = Z(N)—l ]l[lfh,lfe]dsa

with p(s)~! as above and

min{l—e¢,1/2} max{1l—e¢,1/2}
ZN_1= / r7/8dr +/ (1—r)""8dr.
min{l1—h,1/2} max{1—h,1/2}

Note that, for any s € [0,1 — €] and for any & = 0, ..., N — 1, they hold
1—c 1/8
1
o(s)<1, Z, Sh'YB, / p(s)ds = 16 <2> — 88 <. (32)
0

We start by bounding the first addend, that is the one that involves the reciprocal characteristic of the
mimicking drift. With a first change of measure argument, we get forany £ = 0,..., N — 1,

t 2 t 2
[0+ 295,00, [ et |.

tr tr
where, in the last inequality, we used (32). But then, if we apply Jensen inequality and use an other
change of measure argument, we get
A

/ (00 + L)AL (XM)ds
<7 / E[ @ + 22950 ots)as (33)

E = 77E

E < 7R

(95 + L) B, (XM H o(s )\h(ds)l

ti

< s / B @+ 298,00 Jots)as

Let us now focus on the second addend. Remarkably, this addend can be bounded via the reciprocal
characteristic of 3: because of Ito’s formula, for ¢ € [0, 1 — €], it holds true

afax|| = {2030 @+ 2980 + 2| DaB| Y xar + 2v3(B, DAY (XaB

Consequently, if we assume that the process ( [ { By, Dy f3y) (XM)dBy)sejo,1—¢ is a true martingale
(see Lemma 4 below), we have that

2 5[ oo o

Bt(XtM)HQ} Hﬂm +2\/ (85 + LB, (XM ds| -

But then, using, as before, a double change of measure argument and applying Cauchy-Schwartz
inequality, we can bound the above expression as follows

2 [ [P Jas

<sf ]! -={ ot

|

:
v2] [ B0, 0.+ c%B}(X%np(s)Amds)
e[| -wf e T+ 2 [ =]

+ 20 [ [ 0.+ e Jortas
-2 1+ /=l

+ fE[st+c¥>&<x§4>H2}p<s>ds.

Bux) B[ Tkas)

~—

~—

B[] - B[ B B.x)[ Tots)as
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Plugging this bound and (33) in (30), we get

KL o) 5 2+ hB[ |- (x}1) 500 [ Jets) as

2} +h/01_€]EH

+ (RS 4 1)/016E[H(85 + 23| Jets)ds . 64

We now compute explicitly and upper bound each term appearing in the RHS of (34), recalling that,
because of Theorem 1, for any s € [0,1 — €], v* = Law(X]). We start with

1=/,

First we use (18), second we integrate by part, third we apply Jensen inequality and last we rely on H

]

Jaza P1—e(@]20) Vape (21 |2)7 (20, 21 )dar dag ||
Pi_c()

E[||8i-c(x}t)

Pi_c(z)dz .

E[ [|fi-c(x3L)

[ | Jrzaprec(@lwo)pe(ar|2) (Vo 7 (o, 21) /7 (w0, 20)) (w0, w1 )dagdan ||* (0)da
~ R4 plfe( ) P
A ’ Vo, 7 2
—E[ E[ oo x| | =g T2 oo XLH
T
AV 2 Vo, 7| N
—&| | T2 x| | = 2T s ivoenitg,
T T lL2(m
(35)
In the very same way we deal with the third term of the RHS of (34).
1—e
S Elflaean[ Towrtas
/1 € / fdeps($|$0)vxplfsl($1|$)7~T($07xl)dxod% 2p£(m)dxds
0 ps(x)
1—e ~ 2
1 Vg, T -
:/0 / m/ﬂ@i s(x|zo)p1—s(z1]T) 7~r1 (x0,21)7 (20, 21)dx0, d2y pls(x)dx
1—e¢ i v ~ 2
:/ E| Yo x1 xh Xi] ]ds
0 i
1—e i ~ 2
< [ oo e s T2 o o Xszs
0 ™
1—e i ~ 27
:/ valﬂ(xg,x{) ds
0 T
-2 2
- / () Mds [Viog 712 ) < IV log 2, -
(36)
where, in the last inequality, we used (32). We now turn to the last term, i.e., to
1—e
/0 H‘ 4+ L B,(XM) H dS*/ /]Rd (85 4+ LS H o(s)pl(x)dx ds .
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Some computations and (21) lead to

0Ps(x)
2fR2d Apps(x|20)Vapi—s(21]|2)T (20, 21)d2odr;
pi(z)
2f]R2d Ps(#]20) Ve Aypr—s(21|2)7 (20, 21)dzodTy
pi(z)
QfRZd ps(@|20)Vapi—s(@1|2)7 (20, 21)dzodzy [pos Aeps(@|zo)p1—s(@1|z)7 (20, £1)dzoday
(pi(z))?
Jgza Ps(]20) Vapi—s(z1]2) T (20, 21 )dzodzt [gou Ps(z]x0) Appr—s(21]2)7 (20, 21)dzoda,

(ph(x))? ;

+ 2

Dy fs(x)
fdevxplfs(xﬂx)( zps( | ))Tﬁ(xmxl)dwodml
pi(z)
Jgza ps(]20) V2p1_s(21]2)7 (20, 21)dzoday
pi(x)
2(f]R2dps(xlzvo)Vzpps(mlx) 7(xo, 1) dxodm)(fde 2Ps (]20)p1—s (@1 |2) T (mo,x1)dxodx1>T

=2

+2

pi(z) pi(z)
Q(fﬂw Ps($|$o)vxp1fs(331|$)7~T(330,$1)d$0d$1) (fde Ps(2]20)Vap1—s(@1|2) 7T (z0, 71)dzods, )T
pe(z) ps(x) ’
37
hence
D,fs(x)Bs()
4fR2d Vap1—s(@1|2)(Veps(z]zo)) T 7 (20, #1)dzodar [poa ps(2|20) Vapi—s(21|2)T (20, 21)dzoday
pi(z) pi(z)
+4fR2dps($|1?o) 2p1—s(@1|2) 7 (w0, 21)dxodmy [gou Ps(@]20) Vapr—s(@1]2)7 (20, 21)daoday
pi(x) pi(7)
4<fR2dps($|xo)Vzp1s($1lw) (o, 1) dxodx1> (fRQd ePs(x|z0)p1—s(z1|2)7 (xo7:c1)dxod:r1>T
pi(z) pi(z)
 Jrea Ps(@]70) Vapr—s (1])7 (20, 21)dzoda,
pi(z)
4fdePs(ﬂfﬂo)vmpks(%|$)7~T(~T0afl)dwod% Jrza Ps(2|20)Vap1—s (21 |2)7 (20, 21)dzoday ? )
pi(x) pi(z) 7
(38)
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Ay ()
2fR2d Aups(z|20)Vepi—s(z1]|2) 7 (20, 21)dTodT)
pi(7)
fde ap1—s(x|20) Vaps (21 |2)7 (20, 21)daodz,
ps(x)
fde oP1—s(x1|2)(Vaps(z|20)) T 7 (20, 21)dzodzy
pi(z)
 Jzea Vaps(@|zo)pr—s(z1]x)7 (20, 21)daoda,
py(2)
ngd oP1—s(x1|2) (Vaps(2|20)) T 7 (20, 21)dzoday
pi(z)
 Jgea ps(@|70) Vapr—s(1]2)7 (20, 21)daoda,
ps(2)
fde 2P1—s(®1]x), Vaps(z]20)) 7 (20, 21)dzodTy
pi(z)
.fdeps($|$0)vxp1—s($1|$)7~T($07$1)d330d331
ps(x)
ZfdePs($|170)vxﬁxp1—s(l’1\I)ﬁ(l’o,Il)dIOdI1
ps(2)
4fR2d ps(2]@0) V2p1—s(z1]2)7 (20, 21)dw0dTy [g20 Vaps(2|T0)p1—s(21]@)7 (20, 21)dwoday
(pi(z))?
4fR2d Ps(@|20)VEp1_s(x1|2)7 (20, ¥1)dwodd1 [go0 Ps(@]20) Vapi—s(21]2)7 (20, #1)dwoday
(pi(2))?
fde «Ds(x|20)p1—s(x1]2)T (20, 21)d20d@) [od Ps(@|20) Vapi—s(z1]2)T (20, 21)dzodT:
(pi(2))?
2fR2d ps(@|z0) Agpr—s(@1|2)T (20, 21)dz0dx) [pos Ps(@|T0)Vapi—s(z1]|2)T (20, 21)d2odz)

(ps(2))?
B B T
8fde Ps($|$o)vmpl—s($1|$)7T($0, $1)d$0d$1 <fR2d, Vzps($|$0)Plfs($1|$)7T(CU07 xl)dmodx1>

pi(z) pi()

_ Jrza Ps(2|20)Vap1—s (21 |2)7 (20, 21)dzoday

pi(z)

Jrea Ps(@20) Vapi—s (1] 2)7 (20, 21)dzod: 2‘ Jgza Ds(@|20) Vap1—s (@1 ]|2) T (20, 21)dzodz

p(x)

2 -
] fde ps(2]20) Vap1—s(21]2)7 (20, 71)dwod2)

pi(z)

fRQd Vaups(x|zo)p1—s(21|z)7 (20, 21)dzoda:

+4]

+4]

py(z) p(7)

So, we get
(85 + L) B, (x ZA’“ (39)

where we have defined

Jgza Vapi—s(@1]2)(Vaps(x|20)) T 7 (20, 21)daoda,

Asl) = @)

S

' Jgza Vaps(z|zo)p1—s(z1]2) T (20, 21)dzodm:
pi(z) ’
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fRQd 2P1—s(T1|7), Vaps(x|20)) 7 (20, 21 )droda;

Ag Xr) =
) ps(@)
,fdeps(xWo) xP1— s(xl‘x) ($0,$1)dxod$1
Pi(z) ’
2
A3( ) H.f]RQd xps($|$0)P1 3(1'1|1') (1'0,1'1)dx0dx1||
) (ps(2))?
. f]RM ps(x|x0)vxplfs($1‘Jf)ﬁ(l’o,l’l)dl‘odxl
pi(x) ’
Al(z) = 4f]R2d ps(@|z0)Vapi—s(z1|z)7 (20, 71)dzoda1
’ pi(@)
T
. fde Vzps($|$0)pl—s($1|.%‘)ﬁ'(x0, l‘l)dl‘odml fde ps($|$o)va1_s(x1|x)7?(x0, l‘l)dl‘odxl
A5( ) f]de a:pa(l'|x0) xpl—s($1|$)77f(l‘o,$1)d1‘odx1
ps(@)
74‘[de Aups(x|zo)p1—s(x1|2)T (20, 21)dTodTy f]R?d ps(x|x0)Vep1—s(x1|2) 7 (20, ©1)dzodry
(pi(2))? ’
AG(;Z:) _ 4f1R2d ngcpl—s($1|x)vxpg( |£170) (mo,xl)dxodxl

pi(x)
_4fR2dps($‘$O) q,pl é(l‘l‘l‘) (20, z1)dxoday fde Vaps(x|zo)p1—s(21|2)7 (20, 21)d2T0dTy

(P5(2))?

Therefore

[ o el 3 [ st oo e

We now bound each term A¥ in the sum.
Using (32) and Young inequality, we have

/ _6/ | AL(@)|| p(s)p" (2)dz ds
0 R4

Jrza Vaps(z|zo)p1—s(z1]2) T (20, 21)dzodz: 4

1—e
5/0 /]Rd PL(z) pi(x)dxds
1= || fna Vapa(2l20)(Vapr—o(21]2)) "7 (20, 21 )daodas |
—|—/ /d @) py(x)dads .
0 R L .

To bound the first term we proceed as in (36), that is, we first exploit (18) and the integration by part
formula and we then use Jensen inequality and the properties of the conditional expectation.

L

f]RZd vaS(x‘xO)Pl—s($1 |1')7~T(1L'0, l’l)dxodl’l 4

pi(z)

pi(@)deds < ||V log 7llga
(40)
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To bound the second term we first split the time interval [0,1 — €] in two, [0,1/2] and [1/2,1 — €],
we second make either V,ps(z|xg) or V,p1_s(x1|x) explicit and we last proceed as before, i.e., we
exploit (18), we integrate by parts and we use Young and Jensen inequalities.

/L
L

4
pl(z)dzds

op

fde zP1—s x1|x)( zps(x|x0)) (x07x1)dx0dxl

pi()

4
Jgza Vaps(@|20) (Vapi—s(z1|2)) 7 (20, 21)dzodzy
pe(z)

p(x)dzds

op
4
+ / / Juza VaPro(@1]2)(Vaps (2]20)) "7 (w0, ar)dwodan || - p g o
o o @ S
op
1/2 V.7 x —x)" 4
/ / = (arro,xl)u s(@lzo)p1—s (21 ]2)7 (2o, 21)dwoday
Rd R2d ™ 1_
s o
-pl(z)dxds
Va z —zo)" 7 4
+ / / YT 0, 20) EZT) (alo)or oy (1) (20, 21)dzodry
1 Rd R T o
pL(x)dxds
1/2 V. 7 !
< e | (oot -] o
op

+

| (2T s xp) ot - xpr

4
] ds
op

- 1/2 I I I e ~ 8
< [ - Jase [ B[ - ) Jas+ 19 ior
S d* + mg[p] + mg[v*] + | Viog 7l Ts )

where, in the last inequality, we have used Lemma 1.
In a similar way we get

1—e
/ / 142(2)|)* p(s)pL(2)dz ds < d* + mg[u] + ms[v*] + |V Iog 7| Fs ) -

The argument to bound A2 resembles the one used to bound A’ and we therefore omit it.

We now focus on A2. To bound such term, we first use (32) and Young inequality and we second
proceed as in (40) and (36).

/ 76/ ||A§(I)||2 p(s)pl(z)dz ds

€ 8
/1 / Jpza Vaps(|zo)p1—s(@1]2) T (20, 21)dzodz:
]Rd

pi(x)
oL

Joa Ds(@]20) Vopi — s (1 ]2) 7 (0, 21 )dodzy ||
VT
T

pe(z)

pl(z)dzds

pl(x)dzds

8
<SE

~

(X5, X1)

(X5, X1)

A
B

SIVIog #5s () + IV 108 7 1a )
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Proceeding in a similar way (we omit the argument, as it is almost a duplication of the previous one),
we get

1—e
2 ~ ~
| [ 1@ ewkiens ds < 19108 7l )+ 1 Tor 7l -
0

We now turn to A5. Because of (20), A5 rewrites as

1 —d |z —axol?) 21 —= .
5 —
A(x) = /de { 9s T 42 }2(1 — S)ps(x|xo)p1_s(x1\x)w(zg,xl)dxodxl

1 —d z — x| _
- (pI @) /]de {g + %}ps($\$o)P1—s($1|$)7T($o7Zﬂl)dﬂiodx1>

' (p;m) /de ;(i:i)pS(z|x0)p1—s($1\13)7?(130,xl)dxodx1>

2

T — X0 Tr1 — T -

< ) /M I = ! T ps(x|xo)p1—s(z1]|2) 7T (20, 21)d2odzy
s R -

1
(
1 lz — o|* . deed
- (pg(x) i 2 ps(@|z0)p1—s(w1|2)7 (70, 71)dT0 xl)

' <p;:v) / i _:pS(xle)pl—s(xl|-1')7~T(Z‘0,.Z'l)dl‘odxl) .

Therefore, we have that

x!
52 1—s ‘;|

XI]

E“ﬁ—%wﬂ—n

[ [l ek as s [ E[

X1 - x5
2

Xl - X!
—E X;E¥
s 1-s

’ ]p(s)ds .

We now split the time interval [0, 1 — €] in two, [0,1/2], [1/2, 1 — €] and we focus on the first one.
So we look at s € [0,1/2] and we try to bound the integrand. Using Lemma 1, Lemma 2, Lemma 3
and standard and well-known inequalities (Cauchy-Schwarz, Young and Jensen inequalities), we get
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that for s € [0,1/2]
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|77 g ;
SE[—1| +E gzgs 57/2+IE[H§0—§1_3}
|75
SE[ L0 a2 v xd - X))

SIVI0g AT s () + [V 10g 2" [[Ts ey + d*s ™2 4+ d” + mgfpa] + mu[v?] .

But then, we obtain that

1/2
[ @ etsipt e ds < at s+ malu) + maly”] + |9 og 7l
0 R

+ [V 1og ¥ [Its ey -

We now focus on the second time interval, that is we look at s € [1/2,1 — €] and try to bound the
integrand. Using (32) and proceeding in a similar way, we get that

p| L ;X‘I)HZXi_fg x| g 2%l ;XéHQ XilE[Xi_f‘g Xi] ﬂp(s)
el 7.0 522 ]
sl e L e ]
I E A A AR A Al A |
[ = %ol T % B[R = o [Ro]R 721]R

4 H?]

8
=[x - x| + B s

s[5 )

< d* + mglp] + ms[v*] + [[V9og 7| 1a ) + IV I0g illfs) -

7.
(1-s

But then, we have that

1—e¢

2 . -
// / 143 (2)| p(s)pL(2)dz ds < d + mis[p] + ms[v*] + |V log 7[[Fs )
1/2 R4

8
+ [V1og pllspy -

To conclude, we can bound AE as follows

1—e
[ [ 143 oot (a1 ds < d* + mafu) + ")+ 7 o 7l
0 R

+ 11V 10g frll sy + 1V 108 2[5 ey -
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We are left with AS. Using (19), we can rewrite A as follows

()

T tx) /R {2(1__1 5 4t o _4(?(_2)5 i }x ;fops(xlxo)plfs(xl|x)fr(x0, 21)dzodz:
- (i Ll a1 :uxl)(—x 7 2 o (aleoh o). 1o
(o L e aleopr- (oo (e, o) daodon

S L o _(f>_(f)§ 220, (afo - sz, a1 )dnodr
(ot [ el ), )

'<pi )/wasxo o(alwo)pr (a1 [2)7 (0, 1) drgdr )

It follows that

/76/ ||A6 || p(s x)dz ds

1 I 1 I\NT I
</ g | g G = XDt - xDT X1 - X°X§
~ 0 (1—8) S ©
2
XTI - xIyx! — x)T xI— x1
_El(l e XiESsOX;] 1p(s)ds

At this point, we proceed as for A2, that is we split the time interval in two and we use Lemma 1,
Lemma 2 and Lemma 3. By doing so and by using (32), we get that for s € [0,1/2]

el g [ G =xhxi - xDT x1 - X} Xl}
(1—s)2 s s
- Elm _)((f)_(fiz_ L XilE[XI — Xi] ] p(s)
seero- - £, r T y]
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- E[(% - X% - KR SEF %

K .

S

Ko-S50& -5 %

B[ - %)% - yl‘”T’?l—s}EF} Yl_s] 2]
s 5o

—, e
it - x| | L) |

< d* + mg[p] + mg[v*] + [|V10g 7|[Fs ) + |V 1og ¥ |1, e
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Whereas, for s € [1/2,1 — €], we get

El g (X1_)((15)_()§)12_Xs) ngXo X;]
. Elm SRS E[XI_Xé XI] HP(S)
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(1—9)2 s 07| s
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El” R el

7| 4
+E H(l_S)HS (1—5)7/2++E[||X§—X(1)|| }

H 1-s
< E[s
~ A =s)B
SIVI0g 7| () + 11V 108 rll sy + d* (1 = 8) 7 + d® + my[p] + my[v*] .

Consequently, we have that
1—e 9 s
[ [ IA@I7 plo)ph)de ds < d* + mafu] + mslo*] + [V log
0 R
+ [V 10g pllts ) + IV Tog 2" [fs ey -

Putting together the bounds on the { A¥}$_, derived so far, we eventually obtain

[ B0+ 2B E Jotek
0

S d' + msfy] +ms[v] + ||V 10g fllgs ) + [V 10g B,y + 1V Iog " [T (e -

(41)

Plugging (41), (35) and (36) into (34), we get
KL o) S 2+ h(h® + 1) (d* + ms[u] + msfo] + |V log 7},

+ [V 1og pllfs ) + HVlO%V*HiS(w)) :

The estimate (14) then follows from the above estimate and (31).
However, for (14) to hold true, we still need to prove that

Lemmad. ([ (B, Dof:)(XM)ABy)se (0,1 is a martingale.

Proof of Lemma 4. 1f we show that for any s € [0,1 — €], it holds E[||(8s, Do 3s)(XM)|?] < C, for
some C' > 0 independent of time, then by Fubini’s theorem and [BB17, Theorem 7.3] we are done.

To do so, by the Cauchy-Schwarz inequality, we just need to show that E[||3s(XM)||*] and
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E[|| D, Bs(XM)
this aim, note that, as a direct consequence of (8), Theorem 1, (18), Jensen inequality and H2, it holds

||f)p] are bounded from above by constants which are independent of time. To

Juna D5 (x]20) Vap1— s (21 ]2) 7 (20, 21 )dwodzy ||

</ e Ph(a)de
1 v i *
:/Rd Zm/]RMps(gc\gco)pl,s(gcl|nc) ﬁl (o, x1)7(zg, 21)dxo, day pi(x)dx
(V 7 ! Va, 7 4
=FE E[ {J(X(I),Xp Xi] <E|E H ;J(X(I),X{) Xﬁ”
VI17~T I 1 ! ~ 14
=E —— (X0, XD)|| | = IIVIogTta(n) -
Similarly, recalling (38), we have that
T
E[||peBox)| ]
op
4
< fR2d vzplfs(xl|x)(vmps($|x0))T7~r($07xl)dxodxl 1 d
S () ps(z)dz
R s op
- 4
ps(x|10)V2p1_s (21 |2) 7 (20, 71)dT0dT1
_|_/ fR?d I(x) pi(aj‘)dx
R4 Ds op
2 ps(x‘xO)vzpl—s(xl|x)7~r(1'0axl)dxodxl
+ /Rd f]RZd pI (x) pi(l‘)dl’
, Vaps(z]20)p1—s(z1|2) 7 (20, £1)d2zoda) s
+ /Rd f]R2d pI (x) pi(x)d;r

(42)

To bound the first term of the RHS of the above expression, we integrate by parts and use Lemma 1

and H2.

4
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s [T g xp FA 2
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1
< —(d* + ms[u] + ms[v*]) + ||V log 7 fe (-
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To bound the second term, we integrate by parts and proceed as before.
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To bound the third and last term, we proceed as in (42), getting
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A.5 Proof of Theorem 3
Fix 6 > 0. Then, because of Theorem 1, (5) and H1, it holds
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But then, using Jensen inequality we obtain that

J.

8
dyfié = E

|

E XD s —8Xi+ (1 -9)X]
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Also, consider
maos(oo,o1s) = o) [ oA s (onsleo,z)o(doa)
R

where (19,21, 21_5) + p1175|0 (z1-5|z0, 21) denotes the density of X]_; given (X{, X]) with

respect to the Lebesgue measure. Then m1_5 € II(u, v]_;) and m_5 < Leb??. Moreover
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But then, if we use Jensen inequality and (43), we get
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Additionally, because of Remark 8 and (43), they hold
[ 19z ogpas(anslo)l dma_s(eo. 21-5)
R2d
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1 1
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It follows from HI, H2(i), (43), (44) and (45) that the probability distributions y, v7_; and the cou-

pling m1_s € II(p, v]_) satisfy HI. The bound in Theorem 3 is now a straightforward consequence
of Theorem 2 and the bounds on the scores derived so far.
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NeurlIPS Paper Checklist

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: The claims made in the abstract and introduction make clear the goals attained
by the paper and match the results therein provided. Additionally, a discussion on the
contributions made by the paper and the comparison with the literature is held.

Guidelines:

* The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: The paper discusses the limitations of the work performed in Section 4.
Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

 The authors are encouraged to create a separate "Limitations" section in their paper.

* The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

* If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
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Answer: [Yes]

Justification: The paper provides the full set of assumptions for either Theorem 2 and
Theorem 3, see Section 3.1. Moreover, it includes the detailed proofs of all the stated
theorems in Appendix A and a sketch of the proof of our main contributions Theorem 2,
Theorem 3 in Section 3.3.

Guidelines:

* The answer NA means that the paper does not include theoretical results.

* All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

* All assumptions should be clearly stated or referenced in the statement of any theorems.

* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

¢ Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

* Theorems and Lemmas that the proof relies upon should be properly referenced.

. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [NA]

Justification: Since this work is of theoretical nature, we do not provide experimental data,
hence our answer.

Guidelines:

* The answer NA means that the paper does not include experiments.
* If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.
If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.
Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-

sions to provide some reasonable avenue for reproducibility, which may depend on the

nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.
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5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [NA]

Justification: Since this work is of theoretical nature, we do not provide experimental data,
hence our answer.

Guidelines:

* The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.
6. Experimental Setting/Details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [NA]

Justification: Since this work is of theoretical nature, we do not provide experimental data,
hence our answer.
Guidelines:

» The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

* The full details can be provided either with the code, in appendix, or as supplemental
material.

7. Experiment Statistical Significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [NA]

Justification: Since this work is of theoretical nature, we do not provide experimental data,
hence our answer.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.
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8.

10.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

* It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

¢ For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

Experiments Compute Resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [NA]

Justification: Since this work is of theoretical nature, we do not provide experimental data,
hence our answer.

Guidelines:

» The answer NA means that the paper does not include experiments.

 The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

. Code Of Ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: We confirm that the research conducted our paper conform, in every respect,
with the NeurIPS Code of Ethics.

Guidelines:

¢ The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

Broader Impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [NA]

Justification: Since this work is of theoretical nature, it does not present societal impacts up
to our knowledge.

Guidelines:
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» The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

* The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]
Justification: Since this work is of theoretical nature, it does not present such risks.
Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

* Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [NA]
Justification: In the present work, we do not use any assets to be credited.
Guidelines:

» The answer NA means that the paper does not use existing assets.

* The authors should cite the original paper that produced the code package or dataset.

* The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.
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* If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.
New Assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA]
Justification: In the present work, we do not introduce new assets.
Guidelines:

* The answer NA means that the paper does not release new assets.

» Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

Crowdsourcing and Research with Human Subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]

Justification: The present work does not include any experiment involving human subjects,
hence our answer.

Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]

Justification: The present work does not include any experiment involving human subjects,
hence our answer.

Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.
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* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.

42



	Introduction
	Diffusion Flow Matching.
	Definition of the interpolated process
	Markovian projection and Diffusion Flow Matching

	Main results
	Convergence Bounds.
	Related works and comparison with existing literature.
	The proposed methodology.

	Conclusion
	Postponed proofs
	The Markovian Projection
	Preliminary results
	Main results
	Proof of theonoearly
	Proof of theoearly


