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Abstract

Transformers with linear attention allow for
efficient parallel training but can simultaneously
be formulated as an RNN with 2D (matrix-valued)
hidden states, thus enjoying linear-time inference
complexity. However, linear attention generally
underperforms ordinary softmax attention. More-
over, current implementations of linear attention
lack I/O-awareness and are thus slower than highly
optimized implementations of softmax attention.
This work describes a hardware-efficient algo-
rithm for linear attention that trades off memory
movement against parallelizability. The resulting
implementation, dubbed FLASHLINEARAT-
TENTION, is faster than FLASHATTENTION-2
(Dao, 2023) as a standalone layer even on short
sequence lengths (e.g., 1K). We then generalize
this algorithm to a more expressive variant of
linear attention with data-dependent gates. When
used as a replacement for the standard attention
layer in Transformers, the resulting gated linear
attention (GLA) Transformer is found to perform
competitively against the LLaMA-architecture
Transformer (Touvron et al., 2023) as well recent
linear-time-inference baselines such as RetNet
(Sun et al., 2023a) and Mamba (Gu & Dao, 2023)
on moderate-scale language modeling experi-
ments. GLA Transformer is especially effective
at length generalization, enabling a model trained
on 2K to generalize to sequences longer than 20K
without significant perplexity degradations. For
training speed, the GLA Transformer has higher
throughput than a similarly-sized Mamba model.
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1 Introduction

Transformers with softmax attention (Vaswani et al., 2017)
enjoy efficient parallel training but suffer from quadratic
(in sequence length) complexity, thus motivating more
RNN-like models that allow for linear-time sequence
modeling. Linear attention, which replaces the exponential
similarity function with a simple dot product over (possibly
transformed) key/query vectors, has emerged as a promising
alternative to classic softmax attention (Katharopoulos et al.,
2020; Choromanski et al., 2021; Kasai et al., 2021; Peng
etal.,2021). An attractive property of linear attention is that
it admits a “recurrent form” in which it can be formulated
as a linear RNN with 2D hidden states (Katharopoulos et al.,
2020), thus enabling linear-time inference. For training,
linear attention also admits a subquadratic “chunkwise par-
allel form” which divides the sequence into non-overlapping
chunks and performs (serial) inter-chunk recurrent computa-
tions followed by (parallel) intra-chunk computations (Hua
etal., 2022; Sun et al., 2023a; Lingle, 2023), thus (partially)
maintaining parallel training. However, existing algorithms
for linear attention are not I/O aware and thus, in practice,
slower than optimized implementations of softmax attention
(Dao et al., 2022b; Dao, 2023) on moderate sequence lengths.

From a performance standpoint, linear attention has gener-
ally been found to underperform ordinary softmax attention,
often by a significant margin in language modeling (Kasai
et al., 2021). Recent variants of linear attention such as
RetNet (Sun et al., 2023a) and TransNormerLLM (Qin et al.,
2023b) obtain significant improvements by multiplying
the current hidden state with a decay factor before the
RNN update. However, these works use a global, data-
independent decay factor, despite the fact that in 1D RNNSs,
a data-dependent gating mechanism has been shown to be
crucial for performance (van der Westhuizen & Lasenby,
2018; Qin et al., 2023c). And even with the decay factor,
linear attention Transformers underperform the strongest
Transformer architectures when pretrained from scratch.

This work develops a hardware-efficient algorithm for linear
attention, and applies it to train a gated variant of linear
attention that is competitive with softmax attention. We first
discuss aspects of optimizing ordinary linear attention on
modern GPUs and give two I/O-aware algorithms (tailored
for different training settings) based on these principles (§3).
Our implementation of the algorithm, called FLASHLIN-
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EARATTENTION, is faster than FLASHATTENTION-2 (Dao,
2023) even on short (e.g., 1K) sequences. We then describe
a gated linear attention layer with a data-dependent gating
mechanism and show how FLASHLINEARATTENTION can
be generalized to the gated case (§4). We study the resulting
gated linear attention (GLA) Transformer on moderate-scale
language modeling benchmarks, where we train models with
340M/1.3B parameters on 15B/100B tokens, respectively.
We find that the GLA Transformer performs favorably
against a strong LLaMA architecture Transformer baseline
that makes use of recent recipes (Transformer++; Touvron
et al., 2023) as well as recent linear-time sequence models
such as RetNet (Sun et al., 2023a) and Mamba (Gu & Dao,
2023). GLA Transformer is found to be particularly strong at
length generalization and recall-intensive tasks among linear
recurrent models. For training speed, the GLA Transformer
has significantly higher throughput than a similarly sized
Mamba model.

2 Background: Linear Attention

We first give a brief background on linear attention layers.
For notation we use bold upper-case letters for matrices (e.g.,
S, Q), bold lower-case letters for vectors (e.g., q;, k), and
italic upper-case for learnable parameters matrices (e.g.,
W ). We generally use the same alphabet to show the rows
of a matrix, e.g., g; is the ¢-th row of Q.

2.1 Parallel and Recurrent Forms

Standard autoregressive Transformers employ a softmax at-
tention mechanism which takes an input sequence X € R%* ¢
(here L is the length and d is the hidden dimension) and
computes the output O € R*9 through,

QaKaV :XWQ7XWK7XWVa
O= softmax((QKT) oM)V,

where Wg, Wi, Wy, € R4 are learnable matrices and
M € {—oc, 1} is a mask that prevents the model
from attending to future tokens, i.e., M;; = 1if 7 > j and
M,;; =—o0if i < j. (Here we assume a single attention head
for simplicity.) The above parallel form of attention can
compute O in parallel given the full input X, thus enabling
efficient training. However, during inference Transformers
must use the following recurrent form,

ai, ke, vy =2, Wq, 2 Wi, 2, Wy,

> i_iexp(gik; )v;
Sioiexp(aek;)

which calculates the query (q.), key (k;), and value (v;)

vectors given the current token’s representation z; € R1*¢

and the performs attention over the (growing) set of keys
{k1,....k:+} and values {vy,...,v;} (i.e., the “KV cache”).

Ot —

Linear attention mechanisms (Katharopoulos et al., 2020)
replace exp(q;k; ) with akernel k(z,y) with an associated

feature map ¢ (i.e., k(x,y) = (¢(x),¢(y))). This simplifies

the calculation of o; since we have
_ S0 k:) v _ $la)3iydki) i
A1) > d(K:)"

Yim1b(a)o (ki)'
Letting S; = Zleqﬁ(kzi)Tvi and z; = Zﬁzlgb(ki)T where
S; eR¥*4 2, c R¥*1 we can rewrite the above as an RNN,
?(qt)S:
o)z
Although various kernels have been explored (Kasai et al.,
2021; Peng et al., 2021), recent work has found that a linear
kernel (i.e., setting ¢ to be the identity) without a normalizer
works well in practice (Sun et al., 2023a). This results in
an (unnormalized) linear attention layer with the following
update equation,

S:=S; 1+k,vi, 0,=qS;. 4))

Eq. I makes it clear that a linear attention layer is essentially a
linear recurrent layer with matrix-valued hidden states S; that
is updated via the outer-product k; v, = (2, W) (2, Wy).!
The parallel form of causal linear attention, whose complex-
ity is still quadratic in L, is given by O = ((QKT) @M)V,
where M € {0,1}2*L is a mask such that M;; = 1 if i > j
and M;; =0if ¢ < j. Due to M it is not possible to exploit
the associative property of matrix multiplication to reduce
the parallel form complexity from quadratic to linear.>

Si=8Si—1 +¢(kt)T’Ut, Zt=2¢—1 +¢(’%)T, Oy =

2.2 Chunkwise Parallel Form

The chunkwise parallel form of linear attention strikes a
balance between parallel and recurrent form (Hua et al.,
2022; Sun et al., 2023a), and allows for subquadratic,
partially parallel training. Formally, suppose the input X is
now split into non-overlapping chunks, where each chunk
is of length C. Let Sj; € R™? be the chunk-level hidden
state after processing ¢ chunks, i.e., Sp; := S;c. Further
let Qi := Qict1:(i+1)c+1 € RE*4 be the query vectors
corresponding to the ¢-th chunk; let K[i], V[Z-], O[i} be
similarly defined. We then have the following inter-chunk
recurrence (fori €[0,1,...5 —1]):
(i+1)C
Si+y=Su+ Y kv,
j=iC+1
————
K{yVia
Here S| can be initialized to zero or from the previous seg-
ment’s hidden state. The sum of all RNN inputs from a chunk
(i.e., KE‘]V[%’]) can be computed in O(C?d) in parallel. The

eRx4, )

"This type of model with matrix-valued hidden states that change
over time is also known as “fast weights” (Hinton & Plaut, 1987;
Schmidhuber, 1992; Ba et al., 2016), whose connection to Trans-
formers was explored in recent work (Schlag et al., 2021; Irie et al.,
2021; Mao, 2022).

2Without M, one can transform (QK ')V to Q(K' V) reduc-
ing the complexity from quadratic (O(L?d)) to linear (O(Ld?)).
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intra-chunk parallel computation for the output is given by
T
Ouyy= QuyySp + ((Q[i+1]K[¢+1] JOM) V4,
——

H . . ()inter
inter: chunk.O[H_l]

i .Ointra
intra chunk.0[1+1]

where Oy; 1) € R“*?. Here the “intra-chunk” component
Ol['l?‘fl] has exactly the same parallel form as Eq. 1 and thus

takes O(C?d+Cd?). The “inter-chunk” component Oi[fz.‘fll
accounts for the contribution from the hidden state from the
previous chunk, and takes O(Cd?). Training complexity
is thus O (5 (C?d+Cd?)) = O(LCd+ Ld?), which is less
than O(L?d) when L > d. Note that setting C'= L recovers
the parallel form, and C'=1 recovers the recurrent form.

3 Hardware-Efficient Linear Attention

We describe FLASHLINEARATTENTION, an I/O-aware,
hardware-efficient algorithm for linear attention in the spirit
of FLASHATTENTION (Dao et al., 2022b; Dao, 2023). We
first discuss aspects of hardware that should be taken into
account for a practically efficient implementation.

3.1 Principles of Hardware-Efficient Algorithms

An efficient algorithm should be aware of the compute
model, memory hierarchy, and specialized compute units
on modern hardware.

Occupancy. GPUs have many threads executed in parallel;
threads are grouped into thread blocks, which execute on
streaming multiprocessors (SMs). To maintain a high GPU
occupancy (i.e., fraction of GPU resources being used), it
is necessary to use a sufficient number of SMs. In large-scale
training and long-sequence modeling scenarios where the
batch size tends to be small, parallelizing over the temporal
dimension enables high GPU occupancy (Dao, 2023).

Specialized compute units. Modern hardware for neural
network training typically have specialized compute units
(e.g., tensor cores on NVIDIA GPUs, matrix mutiply units
on TPUs), which can significantly accelerate matmuls; for
example half-precision matmuls on an A100 can be roughly
16 times faster on tensor cores than on CUDA cores. These
specialized units are crucial for large-scale training.

Memory hierarchy. GPUs have a memory hierarchy with
larger but slower global GPU memory (high bandwidth
memory; HBM) and smaller but faster shared memory
(SRAM). Optimal utilization of SRAM to reduce HBM I/O
cost can therefore lead to significant speed-ups.

3.2 Hardware Considerations for Linear Attention

We now discuss hardware considerations pertaining to the
efficiency of the different forms of linear attention.

Recurrent form. A basic implementation of the recurrent
form stores the 2D hidden states of all time steps in HBM,
resulting in high I/O cost (Mao, 2022). 1/O cost could
be reduced by avoiding such materialization and recom-

Algorithm 1 FLASHLINEARATTENTION: Forward Pass

Input: Q, K,V € REXY v ¢ REX4, chunk size C' € [L], materialize €
{True,False}
Divide Q,K,V into N = & blocks {Qpu--- Qv } {Kpay .- Ky } of size
C' x d each.
Initialize S = 0 € R?* ¢ on SRAM
On chip, construct causal mask M € RE*C
ifmaterialize then
forn<1,N do
Store S to HBM as S,;.
Load K], V) €R®*? from HBM to SRAM
On chip, compute S=S +K[Tn] Vin-
end for
parfor n < 1,N do
Load Q[n] ,K[n] ,V[n] 7S[n] from HBM to SRAM.
. T
On chip, compute O’ = Q) Sn) +(Q[n) K [,,) OM) V[
Store O’ to HBM as Oy,
end parfor
return O = {0[1] O[N] }, S= {S[ll S[N] }
else > the non-materialization version
forn<1,N do
Load Q] K([n), V(n) € RZ*¢ from HBM to SRAM
On chip, compute O’ = Q]S+ (Q(n) K[Tl] OM) V[,
On chip, compute S =S+ K[—EL] Vin-
Store O’ to HBM as O,
end for
return O = {Oyy)...0On7}
end if

> the materialization version

puting the hidden states during the backward pass, as in
Katharopoulos et al. (2020), but the elementwise operations
in the recurrent update cannot make use of tensor cores and
result in low arithmetic intensity. Hence, while the recurrent
form generally has the lowest total FLOPs among the three
forms, this does not translate to actual wall-time efficiency.
And while it is theoretically possible to parallelize linear
recurrences via the parallel scan algorithm, this method
requires materializing the 2D hidden state for each time step.
This incurs a significant memory I/O burden, thereby offset-
ting the benefits of parallelism over the sequence length and
resulting in slow actual running speeds, as in Katsch (2023).

Parallel form. The parallel form could be as efficient
as FLASHATTENTION using similar I/O optimization
techniques, as demonstrated by Qin et al. (2023b). However,
the high number of FLOPs (due to the quadratic complexity)
makes the long-sequence training expensive, the same issue
that the naive implementation of softmax attention would
suffer from.

Chunkwise form. The chunkwise parallel form, which
interpolates between the parallel and recurrent forms with an
extra “parameter” C', makes it possible to more easily make
the above tradeoffs for fine-grained optimization. Unlike
the recurrent form, most operations can be done via matmuls,
enabling the use of tensor cores (if C' is set to a multiple
of 16). Though the chunkwise training algorithm has been
discussed before in the literature (Hua et al., 2022; Sun
etal., 2023a), most implementations are not I/O-aware and
thus slower than FLASHATTENTION for moderate sequence
lengths (e.g., 2K-4K).
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Figure 1: (a) FLASHLINEARATTENTION without materialization.
This version is more memory-efficient. (b-c) FLASHLINEARAT-
TENTION with materialization. This version enables sequence-level
chunkwise parallelism.

3.3 FLASHLINEARATTENTION: Hardware-Efficient
Linear Attention with the Chunkwise Form

We describe our I/0-aware, hardware-efficient implemen-
tation of the chunkwise form. We give two versions, whose
forward and backward passes differ depending on whether
the chunk-level hidden states Sy,,) are materialized in HBM.
See Alg. 1 and Fig. 1 for the forward pass. (Alg. 2 in the
appendix describes the backward pass.) At a high level,
we use tiling to load tensors block-by-block and re-use
tensor blocks on chip to avoid multiple HBM I/O as much as
possible. For example, when Q[n] is loaded to SRAM, both
QS and (Q[H]KEL] © M)V, can be computed on chip,
which avoids loading Q,,) twice, thus saving HBM I/O.

The non-materialization version computes O, sequen-
tially for n € [IV], using SRAM to temporarily store Sp,;,
which is memory-efficient. This version parallelizes across
batch size, number of heads, and head dimensions, but lacks
sequence-level parallelim. When the batch size is large,
this level of parallelism is sufficient to enable high GPU
occupancy. In long-sequence and large scale training settings
where batch size is small, the SMs cannot be fully exploited
in this case. The materialization version first performs the
inter-chunk recurrence (Eq. 2) and stores all Sy,,) for n € [V]
in HBM. Then, the Oy,;’s can be computed in parallel for
all chunks. This approach offers better parallelism but
increases the memory footprint by approximately 10-20%.
We mitigate this through recomputation, where the hidden
states discarded after the forward pass and recomputed
during the backward pass. We find this introduces a small
runtime overhead but significantly reduces the memory
footprint, and we adopt this strategy by default.

Figure 2 shows the speed and memory footprint of our imple-
mentation. Both versions of FLASHLINEARATTENTION are
substantially faster than FLASHATTENTION-2 (Dao, 2023)

Running speed Memory footprint
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Sentence length Sentence length

FlashAttention-2 (CUDA) FlashLinearAttention (w/m. Triton)
FlashLinearAttention (w/o m. Triton) = Chunkwise Linear Attention (Pytorch)

Figure 2: Speed comparison on a single H100 GPU with batch
size 32, number of heads 16, head dimension 64, and chunk size
64. Both x- and y-axes are on log scale. w/m. and w/o m. denotes
using FLASHLINEARATTENTION with or without materialization
of hidden states in HBM.

and a pure PyTorch (i.e., I/O-unaware) implementation
of chunkwise linear attention, showing the benefits of
I/O-awareness.

4 Gated Linear Attention

The linear recurrence in Eq. 1 does not have a decay term
or a forget gate, which has been shown to be crucial in
RNNSs (Hochreiter & Schmidhuber, 1997; Cho et al., 2014,
van der Westhuizen & Lasenby, 2018). The lack of a decay
term makes it difficult for a model to “forget” information,
and has been hypothesized to be partially responsible for the
instability of linear attention in long-context tasks (Buckman
& Gelada, 2024). Recent works (Sun et al., 2023a; Qin et al.,
2023b) obtain better performance through incorporating
a global, non-data-dependent decay factor® y € (0,1) into
linear attention: S; =~S;_1 + k; v;. The use of a single v
is designed to preserve the attention-style parallel form for
efficient training. In this work, we consider a data-dependent
gating mechanism for linear attention. We show that despite
having a more expressive gating factor, the resulting gated
linear attention (GLA) layer still admits a hardware-efficient
chunkwise form for efficient training.

4.1 Recurrent and Parallel Form of GLA

Recurrent form. GLA has a 2D forget

G €(0,1)%*dv that varies over time:
Si=G;0Si_1+k, v,

where we now allow the hidden state to have varying

dimensions. This Hadamard product-based recurrent form

is very general and encompasses many recent RNNs with
2D hidden states, as listed in Table 1.

gate

Central to the design of gated linear attention is the
parameterization of G; which requires a balance between
parameter-efficiency, state size, and training efficiency. A

3This can be viewed as linear attention with ALiBi position en-
codings (Press et al., 2021). In practice these works also incorporate
rotary position embeddings (RoPE; Su et al., 2021).
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Model Parameterization Learnable parameters

Mamba (Gu & Dao, 2023) G:exp(—(lTaf)@exp(A))7 a =softplus(x;Wa, Wa,) AR 4 W, eRdX%, Wa, cRT6xdv
Mamba-2 (Dao & Gu, 2024) Gi=y1'1, ~¢ = exp(—softplus(—a: W, )exp(a)) W, eR™ | aeR

mLSTM (Beck et al., 2024; Pengetal., 2021) G, =71"1, ~w=o(zW,) W, e R!

Gated Retention (Sun et al., 2024) Gi=v1'1, yi=o(z: Wﬁ,)% W, e R™*?

DFW (Mao, 2022; Pramanik et al., 2023) Gi=a, B, cu=o(z:W.), =o(xW;s) W, eR> 4 Ws e R

GateLoop (Katsch, 2023) Gi=ay1, ai=0(w:Wa, )exp(@:Wa,i) W, eR*H - W, eR4*

HGRN-2 (Qin et al., 2024b) Gi=ai1l, ai=vy+(1-v)o(x:W.,) W, eR % e (0,1)%

RWKV-6 (Peng et al., 2024) Gi=a;l, a;=exp(—exp(x:Wa)) W, e Rk

Gated Linear Attention (GLA) Gi=ayl, ar=0(x;Wa, Wa,)" W, €R&IC W, e RM6*

Table 1: Gated linear attention formulation of recent models, which vary in their parameterization of G;. The bias terms are omitted.

naive mapping x; — Gy to obtain a data-dependent gating
matrix would require a matrix of size d - dy, - d,,, which
would be parameter-inefficient. Mao (2022) propose a more
efficient outer-product-based low-rank parameterization
(Gy= a:ﬁt), which requires d-d,, +d-dy, parameters.4

In Mamba (Gu & Dao, 2023), G is obtained by combining a
data-independent learnable matrix A with a data-dependent
vector o, which allows the matrix to be full rank. However,
this prevents the use of tensor cores because it cannot be
reformulated into a matrix-multiply format, as discussed in
Dao & Gu (2024). The lack of a compact matrix-multiply
form necessitates the materialization of each time step’s
hidden states. To reduce high I/O costs, Gu & Dao (2023)
develop a hardware-aware algorithm that materializes the
hidden states exclusively in SRAM rather than in HBM.
Due to limited SRAM capacity, this approach cannot
scale to larger hidden states, which, as we will show in
our experiments, results in suboptimal performance on
recall-intensive tasks. Mamba-2 (Dao & Gu, 2024) addresses
this limitation with a more restricted gating mechanism:
G; =171, where v; € (0,1) is a scalar, which makes it
possible to to reformulate the recurrence in matrix-multiply
form, enabling the use of tensor cores and larger state sizes.
This scalar data-dependent gating is also used in Peng et al.
(2021), Sun et al. (2024), and Beck et al. (2024).

This paper adopts a middle ground between the scalar and
the fully low-rank parameterization by using G; = o/ 1.
This results in the following recurrent form,

Si=(a/1)©S;_1+k; v, =Diag(c;)S;_1+k; v;, (3)

where o; is parameterized via a low-rank linear layer
followed by sigmoid on x; (see §4.4). Note that the above
formulation is general and encompasses several recent RNNs
(Katsch, 2023; Qin et al., 2024b; Peng et al., 2024). Thus,
the hardware-efficient GLA implementation (described next)
could be directly used or adapted to other models.

“However, Mao (2022) works with only the recurrent form and
materializes the hidden states for all time steps in HBM. In Appendix
C we give a new algorithm that reformulates the model in a matrix-
multiply-based parallel form, which can make use of (an extension
of) FLASHLINEARATTENTION for efficient training.

>Our preliminary experiments with the G; = o] B; parameteri-
zation resulted in only marginal improvements over G = o/ 1.

Parallel form. We now describe a parallel form GLA for
parallelizing across sequence length. Unrolling Eq. 3 gives

t t

=1 Jj=t1+1

Letting b, := H§:1 o, we can rewrite the above as

t b\ T
Ot_QtSt_th<<l;> 1) Qk;r’vi

=1
t T
k;
=@ ob) ( )

where the division is element-wise. Letting B € (0,1)* be
the matrix obtained from stacking b;’s, the parallel form is:

0= ((:2@13)<I]§>T oM | V.

P
However, this form is not numerical stable as b; is the
cumulative product of gate values in a¢; € (0,1)**%, and thus
can be extremely small when ¢ is large, making % explode.
To handle this, we can compute in log space for P,

d
P;;= ZQikKjkeXp(logBik —logBji), i>j, @&
k=1
where k denotes feature indices. However, unlike vanilla
linear attention, as Eq. 4 cannot be represented via a standard
matmul, and it cannot make use of half-precision matmuls
on tensor cores. We will show in §4.3 how a secondary-level
chunking mechanism can enable the use of half-precision
matmuls for most computations while maintaining numerical
stability, as illustrated in Figure 3.

4.2 Chunkwise Parallel Form of GLA

We derive a chunkwise form of GLA similar to the
chunkwise form of basic linear attention (§2.2). Here the
intra-chunk operation implements the above parallel form

5This form resembles extrapolatable position encoding (Sun
et al., 2023b) in that the term inside the exponential can be viewed
as a data-dependent relative position factor.
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O causal mask

Figure 3: Attention-style map to illustrate the chunkwise compu-
tations in GLA. The inter-chunk dependencies (in gray) are not
directly computed in the chunkwise form (only computed in the
parallel form). The intra-chunk dependencies are modeled via sec-
ondary chunking/tiling where the inter-sub-chunk part (in orange)
is computed by half-precision matmuls while the intra-sub-chunk
part (in pink) is computed in full precision in log space.

at the chunk-level to obtain O™, For inter-chunk, we have
bict y . _Burne
biC 1 C+7 biC’+j )
T T

Sii+1)=(7i411) ©Sp+ (Kjix11OTi41))  Viis1)s
O3y = (Qui+1 ©Afis1) Sy

Intuitively, A ;1) encodes the cumulative decay from the

start of a chunk which will be used to propagate the hidden

states from the previous chunk Sy}, while I'; 1) encodes the

decay to the end of a chunk which will be used to accumulate
information to be added to the next hidden state Sy; | 1.

4.3 Hardware-Efficient GLA

With the chunkwise form in hand, we can adapt the
FLASHLINEAR ATTENTION algorithm presented in §3 to
the gated case. The adaptation additionally relies on two
crucial techniques described below. We give high-level
intuitions in this section and defer the full algorithms to Alg.
3-6 of Appendix A.3.

- baye
T b

Aictj=

Secondary-level chunking. Unlike in ordinary linear
attention, the intra-chunk computations in GLA cannot
leverage half-precision matmuls (and thus tensor cores)
due to log space computations (Eq. 4). To make better
use of tensor cores, we use secondary-level chunking
scheme, where a chunk is further divided into sub-chunks
(i.e., another level of tiling) in the spirit of classic tiling
techniques (Dao et al., 2022b). The attention-like matrix
P € REXE is then computed in a chunkwise manner, as
illustrated in Figure 3. Concretely, the interactions between
sub-chunks are computed via half-precision matmuls,’

b; i
Pl = (Qu @Ay ) (Kpy 0Ty o ——) eRC.
(G+1C
This corresponds to the orange tiles in Figure 3. For the
intra-sub-chunk part (pink tiles in Figure 3) we have to
resort to Eq. 4 and perform the matmul in full precision for
stability. With this two-level tiling strategy, the total amount

"To reduce notational clutter, here we use the notations from the
first-level chunking to express the key idea. The actual implementa-
tion is done with secondary-level chunks.

of non-half-precision matmul FLOPs are greatly reduced,
thus leading to wallclock improvements. We provide the
Pytorch-style pseudo-code in Listing 1 of Appendix A.3.

Memory-efficient da; computation. Past work (Mao,
2022, §3.1) has claimed that GLA-like models have
to materialize the matrix-valued hidden states of size
L x d x din HBM to compute all the gradients da;, since
da;=(S;—1©dS;)1. We instead give the following closed
form formula for dloga,,
dlogb, =q;©dq, —k;©dk;, dloga,= Y dlogb;,
t<i<L

which can be easily obtained by taking the derivative with
respect to Eq. 4 (see Appendix A.3 for full derivation). dg,
and dk; can be computed as in Alg. 2.

4.4 GLA Transformer

We generalize the GLA layer to the multi-head case. Given
H heads, we have the following for each head h € [1,H],

T ! !

St =((af) 1) oSl +kl ol e R,

O? — (I?S? € Rlxd; ,

o}, =concat(LN(o}),...,LN (o)) e R1*dv,

Tt= SWlbh(Z‘tWT —|—b7~) S R! Xdy s

Yt = (’l"t@O;)WO €R1Xd.
Here we use separate key (dy) and value (d,) dimensions;
dj, =dy/H,d, =d,/H are the per-head key/value dimen-
sions. LayerNorm (LN) is applied after the output of each

head, while the output projection and output gating operate
on the concatenation of head outputs (Sun et al., 2023a).

We then build up a Transformer-like model by interleaving
multi-head GLA layers with feed-forward networks (FFN).
Concretely, given layer [’s contextualized representation
XD we obtain X+ via,

Y =GLA(LN(X®))+x®
XD = SwiGLU(LN(Y W) +X O,
where the SwiGLU FFN layer (Touvron et al., 2023) is,
SwiGLU(Z) = (Swish(ZW1) ©0ZW,3)Ws.

Parameter allocation. As presented, our GLA layer
employs two additional matrices for predicting o, r; (i.e.,
W, ,W,) compared to a regular softmax attention layer. For
parameter-efficiency, we use a low-rank parameterization

ay=o((x, W W2+b,)))7 e R

where W}l € R16 W2 ¢ R16Xdk and 7 = 16 is a
temperature term to encourage model to have a slower
forgetting rate. We further set dj, = % and d, = d and use
full-rank parameterizations for (Wqo, Wi , Wy, Wo,W,.).
Ultimately, one GLA layer collectively needs (roughly) 4d>

parameters, as in regular softmax attention.
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Wiki. LMB. | LMB. PIQA  Hella. Wino. ARC-e ARC-c |Avg.

Scale Model ppld ppl) | accT acctT acccnorm? acct acct accnorm?| T
340M Params Transformer++ | 28.39 42.69 | 31.0 63.3 34.0 504 445 242 41.2
15B Tokens ~ RetNet 3233 49.19 | 28.6 635 33.5 525 445 234 41.0
Mamba 28.39 39.66 | 30.6 65.0 354 50.1 46.3 23.6 41.8
GLA 28.65 4335 | 303 64.8 34.5 514 451 22.7 41.5
1.3B Params  Transformer++ | 16.85 13.44 | 489  70.8 49.6 53.6  56.0 26.5 50.9
100B Tokens  RetNet 18.64 17.27 | 433 70.0 473 52.5 54.8 25.6 48.9
Mamba 17.06 1389 | 462 722 40.1 54.1 59.0 28.2 50.0
GLA 1722 1447 | 469 718 49.8 539 572 26.6 51.0

Table 2: GLA Transformer results against Transformer++ (Touvron et al., 2023), RetNet (Sun et al., 2023a), and Mamba (Gu & Dao, 2023).
All models are trained on the same subset of the SlimPajama dataset with the Mistral tokenizer. The 340M/1.3B models are trained for
15B/100B tokens respectively. The individual task performance is via zero-shot. We report the main results on the same set of tasks reported
by Gu & Dao (2023). See Appendix D for results on other benchmarks, including 5-shot results. The last column shows the average over all

benchmarks that use (normalized) accuracy as the metric.

S Empirical Study

5.1 Experimental Setup

Our main experiments are on language modeling, where
we study whether GLA can perform competitively against
a (1) strong Transformer baseline with modern architectural
recipes and (ii) recent linear-time models. We use the
SlimPajama dataset (Soboleva et al., 2023) and tokenize it
using the Mistral tokenizer (Jiang et al., 2023). The original
dataset contains 627B tokens; we use a 100B subset.

Baselines. We evaluate GLA against three baselines:
Transformer++ (Touvron et al., 2023), RetNet (Sun et al.,
2023a), and Mamba (Gu & Dao, 2023). Transformer++
is the LLaMA architecture with Rotary Positional Em-
beddings (Su et al., 2021), SWiGLU (Shazeer, 2020), and
RMSNorm (Zhang & Sennrich, 2019); we also use SwiGLU
in the RetNet to replace its original FFN for fair comparison.
For Mamba, we use the open source code. All our baselines
are trained for the exact same number of tokens on the same
dataset for fair comparison.

Training details. We train all models from scratch at
two scales: 340M and 1.3B. All models are trained with
AdamW (Loshchilov & Hutter, 2018) using a maximum
learning rate of 3e-4. The 340M models are trained on 15B
tokens with a batch size of 0.5M tokens, while the 1.3B
models are trained on 100B tokens with a batch size of
2M tokens. We use a cosine learning rate schedule with
a warmup of 0.5B/1B tokens for the 340M/1.3B settings,
respectively. The initial and final learning rates are 3e-5. We
use a weight decay of 0.01, and gradient clipping of 1.0.

5.2 Main Results

In addition to perplexity (ppl) on Wikitext (Wiki.), we
consider a wide range of downstream tasks covering
common-sense reasoning and question-answering as was
used in Gu & Dao (2023): LAMBADA (LMB.; Paperno
etal., 2016), PiQA (Bisk et al., 2020), HellaSwag (Hella.;
Zellers et al., 2019), WinoGrande (Wino.; Sakaguchi et al.,

Sequence Length: 256 Sequence Length: 512
Key-Value Pairs: 16 Key-Value Pairs: 64

75 f‘
25
64 128 256 51264 128 256 512

Model dimension Model dimension
Figure 4: Accuracy (%) on the synthetic MQAR task.

2021), ARC-easy (ARC-e) and ARC-challenge (Arc-c)
(Clark et al., 2018). In Appendix D, we also include
results on additional tasks: Copa (Roemmele et al., 2011),
SciQA (Auer et al., 2023), OpenbookQA (Mihaylov et al.,
2018), BoolQA (Clark et al., 2019). We report perplexity
(ppl) on WikiText and LAMBADA, accuracy normalized
by length on HellaSwag, ARC-challenge and OpenbookQA,
and accuracy on the other tasks. All evaluations are per-
formed using the LM evaluation harness (Gao et al., 2021).

Mamba
GLA
RetNet
—+— RWKV-4
Hyena

Accuracy
<
(=}

/

Our main results are shown in Table 2. Compared to
RetNet which uses a data-independent decay rate, the GLA
Transformer with data-dependent gates shows improved
results on all tasks. Both GLA Transformer and Mamba
show comparable performance to Transformer++.

Recall-intensive tasks. While subquadratic models can
achieve competitive language modeling performance to
Transformers, Arora et al. (2024) show that they lag behind
softmax attention in recall-intensive tasks. We next evaluate
GLA on real and synthetic tasks that focus on recall.

The synthetic MQAR task (Arora et al., 2023a) is a more
challenging multi-query version of the induction head task
(Fu et al., 2023b) in which a model has to recall the token
following a query token multiple times. We follow Arora
et al. (2023a)’s experimental setting and compare GLA
against recent subquadractic models, including RetNet (Sun
etal., 2023a), Mamba (Gu & Dao, 2023), Hyena (Poli et al.,
2023) and RWKV-4 (Peng et al., 2023). For RetNet and GLA
the number of heads is set to 2; for other models we follow the
default settings in Arora et al. (2023a). The results are shown
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PG19 SlimPajama
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Figure 5: Length extrapolation on the test set of SlimPajama and PG19. We pretrain 1.3B models from scratch on SlimPajama for 100B
tokens with different training length. * indicates models using truncated BPTT with over 12 segments that are each of 2K-length.

Scale Model FDA SWDE SQUAD
340M Params  Transformer++ 21.4 42.2 22.1
15B Tokens RetNet 2.9 13.3 27.6
Mamba 2.1 12.4 23.0
GLA 8.1 18.6 27.2
1.3B Params Transformer++ 27.4 66.6 31.5
100B Tokens RetNet 14.3 42.8 34.7
Mamba 6.2 41.4 35.2
GLA 19.9 50.6 42.6

Table 3: Comparison of different models in three recall-intensive
tasks tested in Arora et al. (2024). Higher is better for all tasks.

in Figure 4. Standard quadratic attention achieves perfect
scores in all settings and is thus omitted. We find that models
with matrix-valued hidden states (i.e., Mamba/RetNet/GLA)
outperform Hyena/RWKYV, and our GLA outperforms Ret-
Net, confirming the benefits of using data-dependent gates.

Following Arora et al. (2024), we also test our models on
three real recall-intensive tasks: FDA (Arora et al., 2023b),
SWDE (Lockard et al., 2019), and SQUAD (Rajpurkar et al.,
2018). These tasks focus on information extraction or read-
ing comprehension. As illustrated in Table 3, subquadratic
models significantly underperform Transformers on the FDA
and SWDE, both of which are information extraction tasks.
However, GLA outperforms other subquadractic models,
likely due to its larger recurrent state (compared to Mamba)
and selection mechanism (compared to RetNet).

Long sequence training and length extrapolation. One
advantage of linear attention models is that they allow for
efficient long sequence training in linear time. To showcase
this feature, we consider two training settings: (i) direct
training on 8K-length contexts, (ii) training on 24K-length
contexts through truncated backpropagation through time
(TBPP) over 2K-length segments.® In the latter case the
gradients are not back-propagated across segments, and
hence this approach has minimal overhead comparable to
the standard 2K-length training strategy (where the initial
hidden state is always set to zero). We pretrain 1.3B Mamba,

8We split a 24K input sequence into 12 segments. The final state
of the previous segment is used as the initial state for the current
segment.

RetNet, and GLA models on SlimPajama for 100B tokens
on these settings and test them on both SlimPajama test set
and PG19 (Rae et al., 2019) test set.

Figure 5 shows the perplexities of the tokens calculated in dif-
ferent position groups. For models trained on 2K-length con-
texts, GLA extrapolates better than Mamba/RetNet in most
position buckets on the PG19 test set; Mamba struggles to
extrapolate beyond 4K, while GLA/RetNet can generalize to
18K on the Slimpajama test set. Transformers cannot extrapo-
late beyond training length, which is a known failure mode.’
Pretraining in a long sequence consistently improves per-
plexities for all three models. We found marginal perplexity
difference in the two settings for GLA, indicating that TBPTT
might be a more economic approach to long-sequence train-
ing. Mamba benefits significantly from 8K-length training,
and it performs similarly as GLA in the same training setting.

Ablations. We conduct a small-scale ablation study
by training the 340M GLA variants for 7B tokens. We
investigate (i) the importance of having both fine-grained
and data-dependent gating and (ii) the influence of head
dimension size. The results are shown in Table 4. For (i),
we find that while data dependent scalar gates substantially
improve upon RetNet, a finer-grained gating mechanism
is still necessary. For (ii) we tune the number of heads to
vary head dimensions, where by default GLA uses 4 heads.
Increasing it to 8 (i.e., smaller head dimension) leads to
relatively large perplexity degradation; reducing itto 1 (i.e.,
larger head dimension) actually performs best, but results
in only marginal improvement while requiring much higher
GPU memory. We thus choose 4 heads for our experiments.

5.3 Training Efficiency

Fig. 6 shows the throughput and memory usage as a function
of the sequence length and batch size for the different 1.3B
models on a single H100 GPU.'” Here GLA adopts the

° Although there are positional encoding schemes that enable bet-
ter length extrapolation, these methods still have difficulty generaliz-
ing significantly beyond context lengths seen during training (Press
etal.,2021; Sun et al., 2023b; Li et al., 2023c¢).

%We use the official implementation for Mamba, the fused ver-
sion of SWiGLU for Transformer++ and GLA, and FlashAttention-2
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Model variants Training ppl.
GLA Transformer (4 heads) 14.77

No gate (i.e., Linear Attention) 23.21

Data independent scalar decay (i.e., RetNet)  16.55

Data dependent scalar gate 15.56

Small head dimension (8 heads) 15.29

Large head dimension (1 head) 14.61

Table 4: Ablation study results on the 340M model trained for 7B
tokens. We evaluate the model variants via the average perplexity
of the last 200 training steps.

materialization version of FLASHLINEARATTENTION with
recomputation of hidden state (§3.3). All models have linear
space complexity, and the total GPU footprint difference
among them is minimal. In terms of training throughput,
Mamba lags behind Transformer++ and GLA, with GLA
shows greater advantages in training lengths beyond 4096.

5.4 Limitations & Future Work

While our experiments with the GLA Transformer were on
arespectable scale, we were unable to perform larger-scale
experiments due to limited compute resources. Although
itis unclear at this point how GLA would scale to even larger
models/datasets, we anticipate that training efficiency of
GLA become even more favorable compared to Mamba at
larger scales. Specifically, when scaled to larger sizes (e.g.,
> 7B), GLA can be more efficient than Mamba because
of better use of tensor cores and GLA’s compatibility
with tensor parallelism.!' Insofar as we are interested in
leveraging the efficiency of linear attention, it would be
interesting to apply GLA to other modalities (especially
modalities with long-range dependencies), in line with
recent work on applying state-of-the-art state-space models
to other types of data (Yan et al., 2023; Zhu et al., 2024; Ma
etal., 2024; Liu et al., 2024; Xing et al., 2024; Wang et al.,
2024a;b; Yang et al., 2024, inter alia).

6 Related Work

We briefly discuss related work here and give an extended
discussion of the related work in Appendix A.

Traditional RNNs are difficult to scale due to the nonlinear de-
pendencies between the hidden states and expensive matmul-
based sequential hidden state updates. Linear RNNs/State-
Space Models (SSMs)/Transformers eliminate nonlinear
dependencies, making training parallelizable along the
temporal dimension (Martin & Cundy, 2018; Gu et al., 2022;
Smith et al., 2023). Such models have been the focus of much
recent work as a competitive sub-quadratic alternative to the
Transformer architecture (Peng et al., 2023; Gu & Dao, 2023;
Qin et al., 2023c¢;b; Sun et al., 2023a; Wang et al., 2022).

Data-dependent decay rates have always been regarded

for Transformer++.
"n particular, since Mamba is not a multi-head model it is not
as amenable to tensor parallelism.

Training throughput GPU memory usage

Tokens per second (Kt/s)
@®
8
Gigabyte (GB)

2048/8 4096/4 8192/2 16284/1
Training length/Batch size

2048/8 4096/4 8192/2 16284/1
Training length/Batch size

‘ 00 Transformer++ Mamba GLA ‘

Figure 6: Training throughput and memory footprint on an H100.

important for RNNs (Gers et al., 2000; van der Westhuizen
& Lasenby, 2018). Typical forget gate values depend on both
the previous hidden state and the current input. However
Martin & Cundy (2018) suggest that forget gate values
should depend solely on the current inputs to enable parallel
training. This simple strategy has been shown to be effective
in moderate-scale experiments conducted by HGRN (Qin
et al., 2023b). RWKV-v6 (Peng et al., 2024) and Mamba
(Gu & Dao, 2023) also use data-dependent decay rates
that are reminiscent of forget gates. In the context of linear
Transformers, Peng et al. (2021) employ a coarse-grained
position-wise forget gate, while Mao (2022) and Katsch
(2023) use a more fine-grained forget gate.

RNNSs rely on fixed-dimensional hidden states to encode their
entire history. The hidden state dimension serves as a proxy
for memory capacity and thus significantly influences their
expressive power. Linear Transformers expand the hidden di-
mension of RNNs via the outer-product parameterization, as
discussed §2.1. Linear SSMs on the other hand expand their
hidden dimension via a single-input-single-output (SISO)
strategy. Without data-dependent SSM parameters, this can
be done efficiently during training via the Fast Fourier Trans-
form (FFT). However, with data-dependent SSM parameters,
FFT-based training is not possible, and thus Gu & Dao (2023)
implements a custom CUDA kernel to train a selective state-
space model using the parallel scan algorithm (Smith et al.,
2023). To fit all the hidden states into SRAM, they can only
afford an expansion rate up to 16. In contrast our hardware-
aware training algorithm provides an alternative, efficient
approach for expanding the hidden dimension to a wider
range, which we have shown useful in recall-intensive tasks.

7 Conclusion

We propose an efficient algorithm for training linear attention
Transformers with data-dependent gating mechanisms.
Our algorithm makes it possible to balance FLOPs against
parallellism, while still allowing for the use of half-precision
matmuls which can take advantage of tensor core units
on modern GPUs. Experiments on language modeling
demonstrate that gated linear attention Transformers can
perform respectably compared to strong baselines.
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Impact Statement

This paper aims to improve the training efficiency of a
new model family of (gated) linear attention models. The
efficiency advantage of such models might help democratize
access of language models. On the other hand, whether
such new architectures would affect known issues such as
biased and harmful outputs of language models remains an
unexplored research question.
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A Extended Related Work

A.1 Linear Attention

Feature map ¢. Linear attention mechanisms (Katharopoulos et al., 2020) replace exp(q: k;) with a kernel k(x,y) having
an associated feature map ¢ (i.e., k(x,y) = (¢(x),6(y))) where ¢ € R%e — R, ¢ often consists of two parts: ¢ = ¢gop;.
¢1 could be a linear map made up by random samples (Peng et al., 2021; Choromanski et al., 2021), learnable MLPs (Kasai
etal., 2021; Zhang et al., 2024; Kacham et al., 2023) or simply an identity map (Mao, 2022). ¢- is often an element-wise
(activation) function that makes the resulting ¢ a positive feature map, such as 1+ elu (Katharopoulos et al., 2020), ReLU
(Kasai et al., 2021), exp(+) (Zhang et al., 2024; Choromanski et al., 2021). Some work (Qin et al., 2023b; Sun et al., 2023a;
Mao, 2022) suggests that a positive feature map might not be necessary.

Our work follows Sun et al. (2023a) and Mao (2022) by using an identity map ¢ = I. Recent work suggests that non-identity
feature maps such as scaled element-wise exponential map (Nahshan et al., 2023; Zhang et al., 2024) and higher-order
polynomial map (Arora et al., 2024; Kacham et al., 2023) work well empirically. We leave the exploration of integrating
other types of feature map into GLA to future work.

Attention spikiness. Linear attention suffers from the “attention dilution” issue (Qin et al., 2022), where the attention
distribution is too uniform (i.e., high entropy) to concentrate on relevant tokens. Qin et al. (2022) propose adding local
attention layers to focus more on adjacent tokens, a method adopted in (Lingle, 2023; Nahshan et al., 2023; Zhang et al., 2023)
and proven crucial for performance. Recent work finds that a scaled element-wise exponential map—i.e., ¢(x) =exp(t-x)
with ¢ > 2—helps to concentrate attention (Nahshan et al., 2023; Zhang et al., 2024). Zhang et al. (2024) also find that
higher-order polynomial kernels induce low-entropy and spiky attention distribution, partially explaining the empirical
success of Based Linear Attention (Arora et al., 2024) and PolySketchFormer (Kacham et al., 2023).

Memory capacity. Linear attention has bounded memory size (Peng et al., 2022) while softmax attention enjoys unbounded
memory(Oren et al., 2024). We believe that increasing the memory size efficiently and utilizing memory effectively are the
keys to bridging the performance gap between linear attention and softmax attention. To increase memory size, it is shown
that directly increasing dj.y is effective (Sun et al., 2023a; Mao, 2022; Zhang & Cai, 2022); however, the total parameters
are hard to control with the increase of dy.,. Parameter-efficient methods often keep dy., intact and increase dqo instead.
Higher order polynomial kernels with order p > 2 map diey to a much higher dgo = O(dﬁey) (Arora et al., 2023a; Kacham
etal., 2023). Schlag et al. (2021) propose the Deterministic Parameter-Free Projection (DPFP), while Pramanik et al. (2023)
use parameterized outer product to expand dy, in a parameter-efficient/free manner.

For better memory utilization, Schlag et al. (2021) use the delta rule to edit the memory dynamically. However, this is shown
to underperform the gating mechanism (Mao, 2022), which is a classic method to erase irrelevant historical information
in gated RNNs. Recently, Zhang et al. (2023) enforce orthogonality of memory vectors to potentially increase utiliziation.

Linear attention with decay or gates. Peng et al. (2021) use position-wise scalar gates for incorporating recency bias into
linear attention, and has been revisited in recent work (Dao & Gu, 2024; Beck et al., 2024; Sun et al., 2024), while Mao (2022);
Pramanik et al. (2023) use matrix-valued gates (obtained by the outer product) for more fine-grained memory control.

Scalar decays can be easily incorporated into chunkwise linear attention for training efficiency (Sun et al., 2023a; Qin et al.,
2024a). With matrix-valued gates, the training efficiency becomes much more challenging. Both Mao (2022) and Katsch
(2023)’s training algorithms involve materializing hidden states of all steps in HBM, which suffers from high I/O costs.
Moreover, both approaches cannot take advantage of tensor cores. Our hardware-efficient training algorithm reduces or
eliminates materialization and enables usage of tensor cores.

I/O-aware chunkwise linear attention. The chunkwise form of linear attention is well-known in the literature. Hua et al.
(2022) first propose the chunkwise linear attention form, arguing that the training algorithm of Katharopoulos et al. (2020)
is slow in practice. Sun et al. (2023a) and Qin et al. (2024a) generalize this form to linear attention with exponential decay
(or ALiBi). Kacham et al. (2023); Lingle (2023) also derive similar chunkwise forms.

However, most chunkwise linear attention is not I/O-aware. To the best of our knowledge, only LIGHTNINGATTENTION2
(Qin et al., 2024a) (concurrent to our work) is I/O aware, and it is very similar to the non-materialization version of our
FLASHLINEARATTENTION. We additionally propose a materialization version, which leverages sequence-level parallelism
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and thus allows for higher training throughput at the cost of a slightly increasing memory footprint.

Other subquadratic models. Besides the Linear attention Transformer (Katharopoulos et al., 2020; Schlag et al., 2021)
discussed in this work, previous studies have explored sparsifying attention with either a predefined fixed pattern (Child et al.,
2019; Beltagy et al., 2020; Zaheer et al., 2020) or a context-aware learnable pattern (Roy et al., 2020; Kitaev et al., 2020; Ren
et al., 2023) for sequence modeling with subquadratic complexity in the sequence length dimension. Leveraging convolutions
for efficient sequence modeling has also been studied in works such as Dynamic Convolution (Wu et al., 2019), Long Convolu-
tion (Fu et al., 2023c¢; Qin et al., 2023a; Poli et al., 2023; Massaroli et al., 2023; Li et al., 2023d; Romero et al., 2021), and State
Space Models (Gu et al., 2021a; Gupta & Berant, 2022; Gu et al., 2021b; Hasani et al., 2022; Smith et al., 2023; Ma et al., 2023).

A.2 Sequence parallelism

The chunk-wise parallel form of linear Transformers resembles the two-stage parallel prefix sum (or parallel scan) algorithm
(Blelloch, 1990), which also combine chunk-wise parallel computations with inter-chunk communication (Chaurasia et al.,
2015). It also resembles sequence parallelism used for accelerating attention-based Transformers (Li et al., 2023b), which has
recently received much attention for long-sequence modeling (Liu et al., 2023; Li et al., 2023a; Brandon et al., 2023). Sequence-
level parallelism also constitutes the main improvement of FlashAttention-2 (Dao, 2023) over FlashAttention-1 (Dao et al.,
2022b). The main differences between these works are that (i) the chunk-level parallel form of linear Transformer needs only
a single pass due to the linear complexity, while the sequence parallelism in Transformers needs L /C passes (i.e., left-to-right
scan of key/value blocks for each query block) due to the inherent quadratic complexity, and (ii) the order of matrix multiplica-
tions is different. We also note that chunkwise linear attention could greatly reduce the communication cost between devices in
the distributed training setting compared to softmax attention, which could open the door for extremely long sequence training.

Algorithm 2 FLASHLINEARATTENTION: Backward Pass

Input: Q,K,V,0,dO € RL*?, chunksize C € [L], materialize € {True,False},S € R% xdxd > S is available when materialize is True
Initialize dS =0 € R?*< on SRAM
On chip, construct causal mask M € RE*C
ifmaterialize then > the materialization version
for n < N,1do > in reverse order
Store dS in HBM as dS,

Load Q(,,],dO [, € R *¢ from HBM to SRAM.
On chip, compute dS =dS+Q/,,,dO,)
end for
parfor n < 1,N do
Load Q[,], K [n],V[n],dO(n) € RE* from HBM to SRAM.
Load S[,,}, dS},) € R* ¢ from HBM to SRAM.
Onchip: dQ=dO,|S [}, +(dO,, V() OM)K ).
On chip: dK =V (,1dS [, +(V[,,jdO[,; 6M 1) Q[
On chip: AV =K |, dS[,,) +(Qn K [},; ©M) TdOy,,)
Write dQ,dK,dV to HBM as dQ,,),dK[;,],d V]

end parfor

else > the non-materialization version
Initial S =0 € R** % on SRAM
for n < 1,N do > hidden state recomputation

Load K[}, V[n],d O[] € RZ*? from HBM to SRAM.
Onchip: dQ=dO,,;S T +(dOy,,) V{,,; OM)K )
On chip: S= S+KE;] Vin
end for
for n < N,1 do > in reverse order
Load Q] , K(n];V(n],dOn) € R >4 from HBM to SRAM.
On chip, compute dS = dS—&-Q[Tn] dOy,
Onchip: dQ=dO|,,)S{,,;+ (A0 V[ ; OM)K ).
On chip: dK =V (,;dS [, +(V[,,jdO[,; 6M ) Q[
On chip: dV =K [,]dS n] +(Qn) K[,,; ©M) T dO
Write dQ,dK,dV to HBM as dQ[n] ,dK[,],dV iy
end for
end if
return dQ = {dQ[l] dQ[N] }, dK = {dK[l] dK[N] }, dV = {dV[l] dV[N] }
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A.3 Hardware-ware algorithm

Many algorithms are fast in theory, but slow in practice, due to misalignment with hardware properties (Hooker, 2020; Saphra
et al., 2023). For example, matmuls with butterfly matrices have theoretically lower complexity by using FFT, but in practice
it is slow due to extensive memory transportation operations, motivating matrices (Dao et al., 2022a; Fu et al., 2023a) which
can better align butterfly operators to GPUs. In practice it is important to reduce HBM I/O cost using techniques such as
tiling and recomputation and leverage tensor cores as much as possible. Our FLASHLINEARATTENTION is similar in spirit
to FLASHATTENTION (Dao et al., 2022b; Dao, 2023) and FLASHCONVFFT (Fu et al., 2023d), which implement I/O-aware
versions of neural network layers to enable practical wallclock speedups. Concurrent work by Qin et al. (2024a) also proposes
an I/O-aware version of linear attention, which is similar to the non-materialization version of FLASHLINEARATTENTION.
We additionally propose a materialization version, which leverages sequence-level parallelism and thus allows for higher
training throughput at the cost of a slightly increasing memory footprint.

B Details for Chunkwise (Gated) Linear Attention

Backward pass of FLASHLINEARATTENTION. The pseduocode for backward pass of linear attention is listed in
Algorithm 2.

Pseudo codes of GLA. We first present the direct adaptions of FLASHLINEARATTENTION to training GLA without
secondary-level chunking. Specifically, Alg. 3 and 4 shows the forward/backward pass for the materialization version; Alg. 5
and 6 for the non-materialization version. We show the psuedo code of our secondary-level chunking in Pytorch style in
Listing 1.

def gated_linear_attention_forward(Q, K, V, a, C, c):

Q/K/V: query/key/value
a: log forget gate
C/c: chunk size, subchunk size

[

++
=

sequence length, d: head dimension
d_k = Q.shape
= V.shape[-1]
torch.zeros(d_k, d_v)
torch.empty_like (V)
cumsum of log decay within a chunk
= torch.empty_like(a)
local compute of cumulative product of decay within a chunk
or i in range(@, L//C):
b = torch.zeros(d_k)
for j in range(@, C):
b += alil
B[il = b

n n <

- H W H O wnwar
|

for i in range(@, L // C):
r = range(i*C,(i+1)*C)
# (C, d) chunking
bg, bk, bv, bb = Q[rl, K[rl, V[r], B[rl]
b = bb[-1,Nonel
#inter-chunk w/ matmul
q, k, g = bgx(bb.exp()), bk*x((b-bb).exp()), b.exp()
o=q @S
#hidden state update
S =g.t() * S + k.t() @ bv
#intra-chunk (secondary chunking)
for j in range(@, C // c):
t = range(j*c, (j+1)*c)
#(c, head_dim) subchunking
q, k, v, b = bqglt]l, bk[t]l, bv[t]l, bb[t]
p = torch.zeros(c,c)
#intra-subchunk w/o matmul.
for m in range(c):
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for n in range(m+1):
pLm,n]=torch.sum(qlmIxk[n]*((b[m]-b[n]).exp()))

o[t] += p @ v

# inter-subchunk w/ matmul

z = b[@, Nonel

g =49 *x (b-z).exp()

for u in range(@, j):
y = range(u*xc, (u+tl)*c)
p = q @ (bk[ylx(z-bb[yl).exp()).t()
o[t] += pebv([y]

ofr] = o
return O

Listing 1: Pytorch-like code snippet of our two-level chunking algorithm for training GLA. We omit the dimensions of batch size and
number of heads for clarity

Derivations of dloga,. We show the derivations for the following gradient form.
dlogb, =k;©dk;—q;©dq,,
dloga, = Z dlogb;.

t<i<L

By unrolling the recurrence, we have

¢ e\ T
OtZQtSt:Z(Qtht)(;> v;
i=1 v
t
= (g:@exp(logby)) (k; Gexp(—logh:)) v,

i=1

Algorithm 3 Forward pass for gated linear attention (w. materialization)

Input: Q K,cRX*4* VRN G=[ay...ar]cRE*, chunk size C

Divide Q,K,G into N = % blocks {Qm ~-~Q[N] }, {K[l] ...K[N] }, {G[l] ..‘G[N]} of size C x dk each.
Divide V into N blocks {Vyj...Vn1} of size C x d,, each.

Initialize S=0€R* *% on SRAM
for n<1,N do
Write S to HBM as Sy,).
Load K,},G ) € R“*? from HBM to SRAM.
Load V{,,; €R“*? from HBM to SRAM.
On chip, compute 7[,) € R% T'(,,; € R“*¥* and K[n] =K 0Ty
On chip, compute S = (7[:1] 1) Ok} JrK[Tn]V[n].
end for
parfor n<+1,N do
Load Q(;),K{n],G[n) € R*¥ from HBM to SRAM.
Load V,; € R“* from HBM to SRAM.
Load S, € R**%* from HBM to SRAM.
On chip, construct causal mask M € R€*¢
On chip, compute A}, € RE >4k
On chip, compute Qn) = Q] O A} Kn) = K] OT (5], K] =K} /A
On chip, compute Oi[‘;;‘]“ =Qn Sy ERTX
On chip, compute P = (Qj,,; I_([Tn] YOM eRE*C
On chip, compute O™ =PV ,,,
On chip, compute Oj,; = O™+ O™
Store O,,) to HBM.

end parfor
return O = {0[1] ...O[N]}, S= {S[l]...S[N]}.
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Algorithm 4 Backward pass for gated linear attention (w. materialization)

Input: Q K,GcRX*¥% V. 0,dOcRE*? chunk size C
Initialize dS =0 € R *%* on SRAM
forn< N,1do
Store dS in HBM as dSy,,
Load G,; €R“* from HBM to SRAM.
Load Q,) € R“*? from HBM to SRAM.
Load dOy,,) € R*% from HBM to SRAM.
On chip, compute (], T'(,) and Q[n] = Q) ®T'[n]
On chip, compute dS = (’y[Tn] 1) ©dS+ Q[Tn] dOy,,
end for
parfor n<+1,N do
Load Q[n] 7I([n] ,G[n] €RY*4 from HBM to SRAM.

Load S[,,) € R**%* from HBM to SRAM.

Load V,,0(,],dOy,; €R“*® from HBM to SRAM.

Load dS,,; € R%* *4v from HBM to SRAM.

On chip, construct causal mask M € RBxB

On chip, compute A[,},I'[,) € RE >k

On chip, compute Q[n] :~Q[nl®A[n] s K[n] = K[n] @F[n], K[n] = K[n]/A[n] .

On chip, compute P = (Qy K[Tn] )TCDM €RO*C

On chip, compute dlf = (d(?[n]V[n]T) oM

On chip, compute dK{,,) = Q,,;dP

. =~ T

On chip, compute dK,,) = V[~n] ds, B

On Chip, compute dK[n] = dK[n] @F[n] +dK[n] /A[n]

On chip, compute dQ[n] = dPI_{[n] +dO, S[Tn]

On chip, compute dQ,,; = dg[n] G)A[n]~

On chip, compute dV ;) =P dOy,) + K|, dS,

Store dK{,,),dV [,) in HBM.
end parfor
LetdQ= {dQ[l] ..AdQ[N] }, dK = {dK[l] ...dK[N] }, dV = {dV[l] ...dV[N] }
Compute dA =Q6dQ-KodK, dG =revcum(dA)
returndQ,dK,dV.dG

Algorithm 5 Forward pass for gated linear attention (w/o. materialization)

Input: Q K,cRY*% VR G=[a;...ar] €R¥*  chunk size C
D@v@de Q,K7G into N = % blocks {Q[ll ...Q[N] }, {K[l] ...K[N] }, {G[I] ...G[N]} of size C' x dk each.
Divide V into N blocks {V1j...Vn} of size C' x d,, each.
Initialize S=0€R**% on SRAM
for n+1,N do
Write S to HBM as Syy,.
Load Q). Kn],G[n) € R from HBM to SRAM.
Load V{,,) € R“*?* from HBM to SRAM.
On chip, compute ~},] € R T € RE*% and K[n] =K}, OT .
On chip, construct causal mask M e R€*¢
On chip, compute A}, € ROk
On chip, compute Q.[n] = Q[”] @A[n] s K[n] = K[n] @F[n], K[n] = K[n]/A[n] .
On chip, compute O[1" = Q] Sp) € RExdv
On chip, compute P = (Qyy I_([Tn] YOM eRE*C
On chip, compute O™ =PV,
On chip, compute Oj,; = O™+ O™
Store O,,) to HBM.
On chip, compute S = ('y[Tn] 1) ®S —I—K[Tn]V[n].

end for
return O = {0[1] ...O[N]}.
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Algorithm 6 Backward pass for gated linear attention (w/o. materialization)

Input: Q K,GecRX*¥% V. 0,dOcRE*? chunk size C
Initialize S=0€ R *% on SRAM
for n<1,N do
Load G ,; € R“*% from HBM to SRAM.
Load Q(,; € R“*? from HBM to SRAM.
Load dOy,,; € R“*%* from HBM to SRAM.
On chip, compute ~},) € R ,F[n]TG RE*% and K[n] =K,) OT .
On chip, compute dP =dO,,) V[,
On chip, compute dQ[n] = dPK[n] +dOp, S’
On chip, compute dQ = dQ[n] OT'[n]
Store dQ,,) to HBM.

On chip, compute S = (’y[Tn] 1) O] —|—I~([Tn]V[n].

end for
Initialize dS =0 € R%* *%v on SRAM
for n< N,1do

Load Q). Kn],G[n) € R from HBM to SRAM.
Load V,,0(,,],dOy,; €R“*® from HBM to SRAM.

On chip, construct causal mask M € RE*¢
On chip, compute A(,],I'(,) € RE*

On chip, compute Q[n] = Q] O A, K[n] =K O ).
On chip, compute P = (Q/y K[Tn] YOM eRE*C
On chip, compute dP = (dOy, V) OM
On chip, compute dI_{[n] = Q[n] dP’
On chip, compute df{[n] =V n) dS[Tn] ~
On chip, compute dK ) =dK,) OT ) +dK ) / A,
On chip, compute dV,,) = PTdO[n] +I~{[n] ds
Store dQ[n] ,dK,],d V1, in HBM.
On chip, compute dS = (’V[Tn] 1) ©dS+ Q[Tn] dOy,
end for
LetdQ={dQ-.-dQn }, dK={dK...dK[n },dV ={dV;}..dV n}.

Compute dA =Q6dQ-KodK, dG =revcum(dA)
returndQ,dK,dV.,dG

where at the second step, we apply a trivial identity: exp(loga) = . We first derive the gradients wrt. query/key vectors,
t

dg, :Z<dot7vi>bt®ki/bi7

=1

L
dk; =Y (do,v;)q©by/b;.
t=i
Then for the gradients wrt. the logits of the accumulative gates,
t L
dlogb,=q;©» (do,v;) @b, Ok;/bi—ki®> (do;,v,)qiOb; /by

i=1 i=t

dq, dk;
where we change the index notation for the dk term. It now becomes clear that
dlogb, =q:©dgq,—k;©dk,.

Since logb, = Zzzllogai, we getdloga, = Zf:idlogbi.
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C General Gated Linear Attention

In the main paper, we use a simplified parameterization where 3 is fixed to 1 in the following gated linear attention.
Si=(a; Br)©Si—1+k, v,

Though empirically we found that making 3 learnable does not lead to performance gain, we show here that the general form still
enjoys parallel form and chunk-wise form, which could be potentially useful for future development of linear attention models.

C.1 Parallel form

By unrolling the recurrence we have,

Ot—QtSt—QtZ HG k7 ’Uz ©)

=1 i+1

By taking advantage of the mixed product property of Kronercker/outer product, we have

(T @0k = (2" (@) o ki) ©

Jj=i+1 v

b, d;
(b @k) (d @1&) @)

where b, = H;Zla 5 dy = H;,l B;. By plugging it into the expanded recurrence, we have the following form.
Oy = Qtst—QtZ HG k ’Uz ®)
=1 i+1

t
:thG:@k:) (g“ @v) )

t T
b, d,
;<qf<b @k) ) <di®v,;> (10)

¢ b d
=Z<qt,b:®kt>(d:@vt) (11)

t
kﬁi U;
= b,— )— |od 12
‘_1<<Qt® t,bi>di>® t (12)

t
:Z((qtcabt)(]:> (Zf))@dt cRIXdv (13)

Egq. 10 is by linearity and associative property of matrix multiplication, Eq. 12 is derived based on (a,b&¢) = (a®b,c). The
final form has following equivalent parallel form similar to the parallel form of linear/softmax attention.

Q=QeB K=K/B V=V/D (14)
0=(QK'oM)V  0=06D (15)
where Q. K, B cRE*% vV DeRE*4 MeRE*E denotes the causal mask.

C.2 Chunkwise parallel form

Now we show that the chunkwise parallel form for efficient training of general linear attention. Suppose X is now split into C
chunks, each of length C'. Let S;) € R?*dv be the chunk-level hidden state after processing 4 chunks, i.e., Spi:=S;c. Further
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let Kjii1:=Kicq1:.(i41)c € RExdk Viit1:=Vict1.+1)c € RE*dv The inter-chunk recurrence is then given by,

Biine\" /Dutne T
S[i+1]:<< Bic ) ( Dic ) QS[i]—i_(BiiJrl]@K[i'H]) (D/[z'+1]@v[i+1])7

where (B[z+1]) ]?;;)Jc eR" % and (D, ), = ]:1)3(12210 € RY*4v for j € [1,C], i € [0,L/C —1]. (Therefore we have
Bfi +11€ R¢ ,D[i 411 € RE*dv ) The intra-chunk parallel computation is then given by,
Opiy1= ((Q[i+1]®BELi+1})S[ ]) oD/ [i-+1] +(Qu+yK 1,+1] OM) Vi1, (16)
inter-chunk intra-chunk

Opt1y= 0[z+1 /Di (17)

[i+1]°
where (B, ), = Biti ¢ R1Xdk and (D = 1?“ e R4 for j € [1,0], i €[0,L/C —1]. Subsequently, we have
[i+1]/J Bic [i+1]/7 = - q Y
Q[i+1] = Q[i41] ®B[1'+1] K[i+l] = I};F“]] V[i+l] = Vit @DEL,_H}. For initial values, we set Sg =0, By =1, Dy = 1.

Intuitively, B [ ] encodes the cumulative decay from the start of a chunk which will be used to propagate the hidden states
from the previous chunk S;; B[i] encodes the decay to the end of a chunk which will be used to accumulate information
to be added to the next hidden state Sy; 1 1.

The chunkwise form given here is a generalization of several existing forms for linear attention. If we set A;; =1,B;; =1,
it reduces to the chunk-wise form presented in the main paper for vanilla linear attention; if we set A;; =1, B;; = ~FL it
becomes RetNet’s chunk-wise form (Sun et al., 2023a). As such, our formulation can be regarded as a generalized chunk-wise
parallel form for linear attention that enables fine-grained data-dependent decay.

Memory-efficient computation of doe and d3 In the general form, we show that the gradient wrt. & and 3 admits the
following closed form, which allows computing da and d3 without instantiating S in HBM.

dlogb, =k;©dk;—q;©dgq,,
dloga, = Z dlogb,
t<i<L
dlogd, =0, ®do; —v; ©dwvy,
dlogB,= Y _ dlogd,.
t<i<L

where logh, = Zgzllog a;, logb=d, = ZE:MBZ' (or alternatively by = H§=1 o, dy = H§=1:6i)- We apply the trick to
compute dlogb, and dlogd, for the following cumulative-sum form.

T

t
ki V;
Ot—Z((‘]bet) (b) <d >>®dt ERle”,
i=1 ! ¢

The gradient of logb, comes from two sources: one associated with g;, the other associated with k;. Similarly, logb=d,
comes from both o; and v;.

dlogb, = t@Z dot, v;)ObOk; /b; thZ doz,d )q; Ob; /b,
i=t
dq, dk,
i ki\' (v K\ /1
dlogdtzdotca; ((qtcabt) <ln) <d1>> @dt—vt®;< q;Ob; )<bt) (dt)> od;
o dvy
The trick applied there is that ag(]ggbb) ac? (a®b) and Bgf“g/: )= _9f g;/ b oa.
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Model Wiki. LMB. LMB. PIQA Hella. Wino. ARC-e ARC-c COPA OBQA SciQA BoolQ Avg.
ppl L ppld acc T acc T acc.norm T acc T acc T acc.norm T acc T acc.norm T acc T acc T

0-shot

Transformer++ 340M 28.39 42.69 31.0 63.3 34.0 50.4 445 242 66.0 284 73.8 60.9 47.7
RetNet 350M 3233 49.19 28.6 63.5 335 525 445 234 63 284 73.1 60.0 47.1
Mamba 350M 28.39 39.66 30.6 65.0 354 50.1 46.3 23.6 71.0 284 73.7 52.6 47.7
GLA-Transformer 340M 28.65 43.35 30.3 64.8 345 51.4 45.1 22.7 70.0 29.2 732 58.7 48.0
0-shot

Transformer++ 1.3B 16.85 13.44 48.9 70.8 49.6 53.6 56.0 26.5 75.0 29.8 83.6 523 54.6
RetNet 1.3B 18.64 17.27 433 70.0 47.3 525 54.8 25.6 70.0 314 82.3 57.1 534
Mamba 1.3B 17.06 13.89 46.2 722 40.1 54.1 59.0 282 74.0 33.0 83.1 59.1 54.9
GLA-Transformer 1.3B 17.22 14.47 46.9 71.8 49.8 539 572 26.6 73.0 324 84.7 58.5 555
5-shot

Transformer++ 1.3B - 16.80 429 70.2 50.3 53.8 60.5 28.7 75.0 33.8 90.7 46.0 55.2
RetNet 1.3B - 2327 373 69.8 47.5 S1.1 585 274 72.0 31.8 87.5 453 52.8
Mamba 1.3B - 23.00 314 714 51.2 54.1 60.1 304 79.0 33.8 88.5 47.7 554
GLA-Transformer 1.3B - 18.87 41.1 719 49.9 54.4 61.8 284 75.0 342 90.4 56.9 56.4

Table 5: Extended zero- and five-shot performance results. All models are trained on the same subset of SlimPajama dataset with Mistral
tokenizer. The 340M/1.3B models are trained for 15B/100B tokens respectively. The last column shows the average of all accuracies.

D Additional Experimental Results

The complete results on all 11 tasks, including the 5-shot results for the 1.3B models, are shown in Table 5.
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