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Abstract
Coreference resolution (CR) endeavors to001
match pronouns, noun phrases, etc. with their002
referent entities, acting as an important step003
for deep text understanding. Presently avail-004
able CR datasets are either small in scale or005
restrict coreference resolution to a limited text006
span. In this paper, we present NovelCR, a007
large-scale bilingual benchmark designed for008
long-span coreference resolution. NovelCR009
features extensive annotations, including 148k010
mentions in NovelCR-en and 311k mentions in011
NovelCR-zh. Moreover, the dataset is notably012
rich in long-span coreference pairs, with 85%013
of pairs in NovelCR-en and 83% in NovelCR-014
zh spanning across three or more sentences.015
Experiments on NovelCR reveal a large gap be-016
tween state-of-the-art baselines and human per-017
formance, highlighting that NovelCR remains018
an open issue.019

1 Introduction020

Coreference resolution (CR) aims to identify men-021

tions and their referent entities from text. For in-022

stance, given the sentence "Recently, Apple sued023

Qualcomm, suing it for failing to cooperate by con-024

tracts", coreference resolution needs to distinguish025

that mention it here refers to entity Qualcomm in-026

stead of Apple. Coreference resolution is a core027

task in deep text analysis and acts as a prerequisite028

for multiple advanced natural language process-029

ing applications such as machine reading compre-030

hension (Wu et al., 2020), information extraction031

(Zelenko et al., 2004), and multi-round dialogue032

construction (Yu et al., 2022).033

However, existing coreference resolution034

datasets either suffer from small data scales or035

restrict coreference resolution within a limited036

text span. ACE2004 (Doddington et al., 2004)037

annotates coreferences from merely 451 docu-038

ments. The data scales of WikiCoref (Ghaddar039

and Langlais, 2016), MUC-6 (muc, 1995), MUC-7040

(Hirschman, 1997), STM-coref (Brack et al.,041

2021) are even smaller, comprising 30, 60, 50, 042

and 110 documents, respectively. Given their 043

small scale, none of these coreference datasets can 044

fairly assess the performance of modern neural 045

coreference resolution models. WSC (Levesque 046

et al., 2012) limits coreference resolution in the 047

scope of a single sentence. As shown in Table 048

1, the distances between coreference pairs in 049

CoNLL2012 (Weischedel et al., 2011), ECB+ 050

(Cybulska and Vossen, 2014), GAP (Webster et al., 051

2018a), LongtoNotes (Shridhar et al., 2022), and 052

DWIE (Zaporojets et al., 2020) are 2.9, 3.1, 2.3, 053

3.3 and 2.8 sentences on average. The prevalence 054

of short-span coreference pairs in these datasets 055

results in little interference between mentions 056

and referent entities, reducing the complexity and 057

challenge of these datasets. 058

It is necessary to focus on long-span coreference 059

resolution. Long spans mean more complex rela- 060

tionships between entities and references, such as 061

distant mentions, ambiguous pronouns, and inter- 062

vening references, which can encourage the devel- 063

opment of CR models that can handle more com- 064

plex linguistic phenomena. Taking Figure 1 as an 065

example, it is easy to recognize that you refers to 066

Jerebal. However, understanding that the lady on 067

the ground also refers to Jerebal is much more chal- 068

lenging, needing to unravel the correspondences 069

between speakers and participants in the conversa- 070

tion and requiring a deep analysis of the text. 071

In this paper, we introduce NovelCR, a large- 072

scale bilingual benchmark designed to tackle long- 073

span coreference resolution. Specifically, we focus 074

on resolving the coreferences of novel characters 075

to enable NovelCR to contain abundant long-span 076

coreferences. The underlined reason is that due to 077

the strong narrative coherence of novels, novel char- 078

acters, such as Jerebal, Quila, and Quil in Figure 079

1(a), are highly likely to be referenced again after 080

spanning multiple sentences. LitBank (Bamman 081

et al., 2020) also focuses on coreference resolution 082
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Jerebai Quila Quil

Hearing the voice of the visitor, the lady on the ground finally moved. Her cracked lips quivered, asking,“Quila, how's Quil?
Perhaps it was because she hadn't spoken for such a long time, but her voice sounded extremely hoarse, like the grinding 
of gravel on the floor.
Qulla frowned, with ever-growing abhorrence in her eyes. “Haaa--? My brother?” She hooked her lips into a smile full of 
ridicule and derision, “Jerebai are you still expecting him to come and save you? Do you know what day it is today? Today 
is the day that he marries my new sister-in-law! He is in love - do you really expect that you, a murderous demoness would 
even cross his mind?!” The man's sister cried.
He actually...
Jerebai heart felt as though it had been stabbed by a needle - and it wasn't an acute unbearable type of pain, but the type 
of pain that reverberates and lingers, even eking out traces of blood ever so slowly. 
She should have known. After all, that person had not come to save her after such a long time… 
Jerebai unconsciously held her abdomen. She once carried a child belonging to her and that man.

Chapter 1

Entity: 秦亦封    
Normal Pronoun:他   
Zero Pronoun:

于修逸很想知道什么意
思，可秦亦封却处理起⽂
件什么都不说了，⽓得他
直跳脚。


算了算了，要是   不想
说，谁也拿他没办法，于
修逸⻓叹了⼝⽓，觉得这
⼀刻的秦亦封很可怕。

Figure 1(a) Figure 1(b)

Figure 1: Figure 1(a): An example of NovelCR. NovelCR resolves coreferences for novel characters Jerebal, Quila,
and Quil. Jerebal and the lady on the ground form a long-span coreference pair, with the entity and mention
separated by 6 sentences. Jerebal and you form a short-span coreference pair, with the entity and mention occurring
in 1 sentence. Figure 1(b): An example of zero pronoun resolution in NovelCR-zh.

in novels, but it is a monolingual corpus, whereas083

NovelCR (ours) contains both English and Chinese084

CR annotations.085

The construction process of NovelCR is as fol-086

lows: we first obtain English and Chinese novels087

from online websites. Then, we leverage NER088

tools and prompt learning to collect candidate enti-089

ties and mentions from novel chapters. We cover090

a wide range of mentions in our dataset, includ-091

ing pronouns (e.g., she, her, and him), proper and092

common noun phrases (e.g., the visitor, the man’s093

sister, and a murderous demones) to reduce the094

likelihood of missing labels. Afterward, we uti-095

lize crowdsourcing to remove improper mentions096

and re-edit mention boundaries to ensure that all097

mentions adhere to the maximum span principle.098

Finally, annotators are required to answer multiple-099

choice questions to match mentions to their referent100

entities.101

We highlight the three contributions of NovelCR:102

(1) Large scale. NovelCR contains a total of 460k103

mentions and 402k coreferences, making it sig-104

nificantly larger than existing CR datasets. (2)105

Abundant long-span coreference pairs. The ratio106

of coreference pairs scattered over 3 or more sen-107

tences reaches 85% in NovelCR-en and 83% in108

NovelCR-zh, giving NovelCR the highest percent-109

age of long-span coreference pairs among current110

datasets. (3) Bilingual. NovelCR provides coref-111

erence annotations in both English and Chinese,112

supporting the exploration of cross-lingual learn-113

ing within the dataset. Additionally, NovelCR-zh114

includes a substantial number of zero pronouns (as115

shown in Figure 1(b)). Making the task of zero pro-116

noun resolution an integral part of the dataset and117

further increasing its complexity and challenge.118

We evaluate NovelCR against eight state-of-the- 119

art CR baselines. Experiments show that there is 120

still a large gap between the CR baselines and hu- 121

man beings, revealing that NovelCR remains an un- 122

resolved challenge. Detailed experiments show that 123

the cutting-edge CR model still performs poorly 124

when dealing with long-span coreference resolu- 125

tion. 126

2 Related Work 127

MUC-6 (muc, 1995) and MUC-7 (Hirschman, 128

1997) are the two earlier proposed coreference reso- 129

lution datasets, and the data scale is relatively small, 130

with 60 and 50 documents, 30k and 25k tokens 131

respectively. WikiCoref (Ghaddar and Langlais, 132

2016) contains merely 30 documents and 7955 133

mentions. STM-coref (Brack et al., 2021) annotates 134

coreferences from no more than 110 research pa- 135

pers. GUM (Zeldes, 2017) and ARRAU (Uryupina 136

et al., 2016) solve anaphora resolution from open 137

source multi-layer corpus with barely 300 docu- 138

ments. ACE2004 (Doddington et al., 2004) is a 139

widely adopted CR dataset that covers multiple do- 140

mains, including news communications, broadcast 141

programs, and online blogs. However, it contains 142

a relatively small amount of data, with just 451 143

documents and 22,550 mentions. In contrast, the 144

proposed dataset NovelCR features an extensive 145

dataset, with 28k documents and 460k mentions, 146

far exceeding existing CR datasets. Additionally, 147

the proposed dataset NovelCR focuses on both En- 148

glish and Chinese coreference resolution, unlike 149

PreCo (Chen et al., 2018), LongtoNotes (Shridhar 150

et al., 2022) and LitBank (Bamman et al., 2020), 151

which is a single-language dataset. 152
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Datasets #Doc. #Sent. #Tok. #Mnt. #Coref. #Dis. #LongCoref/sent. #LongCoref/tok.

ACE2004 451 18,530 158K 22,550 - - - -
MUC-6 60 3,750 30K - - - - -
MUC-7 50 3,197 25K - - - - -

WikiCoref 30 2,292 60K 7,955 6,700 3.5 3,082 (46%) 1,069 (16%)
WSC - 803 20K 2,409 1,606 1.0 0 (0%) 0 (0%)
GAP - 8,908 317K 26,724 17,816 2.3 0 (0%) 1,394 (8%)

STM-coref 110 1,480 26K 2,577 1,669 2.4 484 (29%) 116 (7%)
CoNLL2012 3,493 112,941 1.6M 56,371 43,560 2.9 14,810 (34%) 89,23 (20%)
LongtoNotes 2,415 112,941 1.6M 38,640 32,715 3.3 12,104 (37%) 7,824 (24%)

LitBank 100 108,000 13M 57,514 28,411 6.8 19,603 (69%) 15,613 (55%)
ECB+ 502 9,171 221K 32,297 12,930 3.1 5,301 (41%) 1,843 (14%)
DWIE 802 13,628 501K 43,373 20,243 2.8 7,085 (35%) 2,731 (13%)

NovelCR-en(ours) 9,462 289,285 8.1M 148,529 128,847 8.2 109,520 (85%) 81,137 (63%)

Table 1: Statistics of English coreference resolution datasets. Doc.: novel chapters, Sent.: sentences, Entity: entities,
Mnt.: mentions, Coref.: coreference pairs, Dis.: distance between coreference pairs, LongCoref/sent.: number of
long-span coreference pairs, where the gap between pairs is no less than three sentences, LongCoref/token.: number
of long-span coreference pairs, where the gap between pairs is no less than 100 LLM tokens (Llama3.1).

Datasets #Doc. #Sent. #Tok. #Mnt. #Coref. #Dis. #LongCoref/sent. #LongCoref/tok.

ACE2004 646 14,233 154K 28,135 - - - -
CoNLL2012 2,280 83,763 950K 15,136 8,859 3.1 3,986 (45%) 438 (5%)

CLUEWSC2020 - 1,648 276K 4,944 3,296 1.0 0 (0%) 0 (0%)

NovelCR-zh(ours) 19,288 80,872 21M 311,482 273,379 5.2 258,530 (83%) 216,538 (70%)

Table 2: Statistics of Chinese coreference resolution datasets.

Winograd Schema Challenge (WSC) (Levesque153

et al., 2012) is a well-known CR benchmark pro-154

posed by Hector Levesque, consisting of 803 coref-155

erences. WSCR (Rahman and Ng, 2012), PDP156

(Davis et al., 2017), WINOBIAS (Zhao et al.,157

2018), and WinoGrande (Sakaguchi et al., 2021)158

are datasets evolved from the WSC. All the above159

datasets limit coreference resolution in a single160

sentence. Besides, most of the coreference pairs161

in CoNLL2012-en, CoNLL2012-zh (Weischedel162

et al., 2011), GAP (Webster et al., 2018a), ECB+163

(Cybulska and Vossen, 2014), and DWIE (Zaporo-164

jets et al., 2020) appear within the scope of three165

sentences. The prevalence of short-span corefer-166

ences in these datasets makes them less challeng-167

ing. Unlike them, our proposed dataset NovelCR168

contains a significant number of long-span coref-169

erences, and this abundance of long-span corefer-170

ences necessitates a more robust semantic under-171

standing model to handle NovelCR effectively.172

3 Dataset Construction173

In this section, we illustrate the dataset construc-174

tion process. As shown in Figure 2, We construct175

NovelCR in three steps: novel chapter collection,176

mention detection, and coreference identification.177

Novel chapter collection aims to gather chapters 178

from a wide range of genres sourced from online 179

novel websites. Mention detection leverages NER 180

tools (Stanford CoreNLP tool for English, LTP 181

tool for Chinese) and prompt learning to mine po- 182

tential entities and mentions from novel chapters. 183

Coreference identification uses crowdsourcing to 184

distinguish coreference pairs in chapters by con- 185

verting coreference resolution into multiple-choice 186

questions. 187

3.1 Novel Chapter Collection 188

We select online novels as our data source. The un- 189

derlined reason is that novels, unlike news articles, 190

exhibit strong narrative coherence and are more 191

likely to include long-span coreferences. Specifi- 192

cally, we crawl hundreds of popular English and 193

Chinese novels from the online reading site WUX- 194

IAWORLD 1, all of which are open source and 195

free to access. The crawled novels encompass a 196

wide range of genres such as cultivation, fantasy, 197

comedy, suspense, romance, science fiction, etc. 198

In total, we collected 1000 English novels (97,723 199

chapters) for NovelCR-en and 2000 Chinese novels 200

(187,492 chapters) for NovelCR-zh. These novels 201

1https://www.wuxiaworld.com/
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① Novel Chapter Collection ③Coreference Identification② Mention Detection

Hearing the voice of the visitor, the 
lady on the ground finally moved. Her 
cracked lips quivered, asking,“Quila, 
how's Quil? Is he alright? Perhaps it 
was because Jerebal hadn't spoken 
for such a long time, her voice 
sounded extremely hoarse.

Hearing the voice of the visitor, the 
lady on the ground finally moved. Her 
cracked lips quivered, asking,“Quila, 
how's Quil? Is he alright? Perhaps it 
was because Jerebal hadn't spoken 
for such a long time, her voice 
sounded extremely hoarse.

Entity Mention

Figure 2: Labeling Process of NovelCR.

were originally written in Chinese and translated202

into English by human experts. Due to the incom-203

plete translation, the number of English novels is204

less than that of Chinese novels.205

We filter out novel chapters with less than 256206

tokens and more than 32,768 tokens to balance the207

document lengths. Additionally, we utilize NER208

tools (Stanford NLP for English and LTP for Chi-209

nese) to filter out chapters with less than 8 entities,210

ensuring abundant coreference annotations. After211

two rounds of filtering, we collect 9,462 novel chap-212

ters for NovelCR-en and 19,288 novel chapters for213

NovelCR-zh.214

3.2 Mention Detection215

This section aims to detect candidate mentions and216

entities from novel chapters. To reduce the burden217

on annotators, mention detection is divided into218

two steps. The first step is to use NER tools and219

prompt learning to mine candidate entities and men-220

tions, and the second step is to employ annotators221

to do manual verification.222

3.2.1 Candidates Collection223

To detect candidate entities, we employ Stanford224

CoreNLP 2 and LTP NER tool3 to recognize named225

entities from English and Chinese chapters, respec-226

tively. Finally, we detected 42,849 and 98,571 per-227

son entities for NovelCR-en and NovelCR-zh re-228

spectively. We involve three students to conduct229

human evaluations to assess the quality of annota-230

tions. The average recall rates of NER on NovelCR-231

en and NovelCR-zh are 99.1% and 98.9%, re-232

spectively, demonstrating the effectiveness of the233

named entity tools.234

Previous datasets usually employ POS tagging235

to detect pronoun mentions and semantic parsers236

to detect noun phrase mentions, yet these mention237

2https://github.com/stanfordnlp/CoreNLP
3https://www.ltp-cloud.com/intro_en

detection methods are pattern-dependent and the 238

mention recall rate is not that high. In this paper, 239

we employ prompt-learning (Ouyang et al., 2022) 240

to detect pronoun and noun phrase mentions. Em- 241

powered by ChatGPT, prompt learning has strong 242

text comprehension capabilities and can identify a 243

wider variety of mentions. Finely designed prompts 244

are shown in Appendix C. We take the union of 245

annotations of different prompts as the final anno- 246

tation result. We engage three students to conduct 247

human evaluations. As shown in Appendix B Ta- 248

ble 8, compared to the traditional method (POS 249

tagging+Semantic Parser), our proposed method 250

(Prompt-Learning) improves the recall rate by 7.8% 251

and 8.2% on NovelCR-en and NovelCR-zh, respec- 252

tively, effectively reduce the risk of missing anno- 253

tations. 254

We additionally train a sequence labeling model 255

to handle Chinese zero pronoun resolution. We 256

leverage OntoNotes (Weischedel et al., 2011) as 257

our training corpus and adopt BERT as the model 258

backbone. The training goal is to insert a special 259

token before the zero pronoun. For instance, given 260

the sentence "She poured water until it was full", 261

where it is omitted in Chinese, the output of the 262

sequence labeling model is "She poured water un- 263

til [Zero Pronoun] was full". The average recall 264

rate in human evaluation is 87.4% on Chinese zero 265

pronoun resolution. 266

3.2.2 Manual Verification 267

In the section, we manually verify the entities and 268

mentions obtained in Section 3.2. We invite a to- 269

tal of 136 Chinese college students to participate 270

in our crowdsourcing annotation. The annotators 271

of NovelCR-en are English-major students with 272

TOEFL higher than 100 or IELTS higher than 7.5, 273

and the annotators of NovelCR-zh are native Chi- 274

nese speakers. 275

As shown in the guideline in Appendix A, anno- 276
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tators first remove invalid mentions, i.e., mentions277

that do not refer to a person entity, such as the bank278

and this beautiful knife. In particular, her in her279

split lips is also considered an invalid mention as it280

functions as a modifier of lips rather than an inde-281

pendent personal pronoun. Only mentions verified282

by at least two annotators will be retained. By re-283

moving invalid mentions, we ensure the quality of284

mentions in the proposed dataset, but it may also285

cause missing annotations, which we will discuss286

in the limitations section.287

After that, the annotators are required to refine288

the boundary of the mention. We adopt the prin-289

ciple of maximum span. For example, given the290

mention a little child, if the original annotation is291

child, the annotator needs to adjust the boundary292

to a little child. If two of the three annotators edit293

the boundary in the same way, we will accept the294

revision. Otherwise (0.8% of the time), we ask295

another experienced annotator to make the final296

decision. This experienced annotator should have297

annotated more than 50 chapters with an accuracy298

rate of more than 95%.299

3.3 Coreferences Identification300

In this section, we leverage crowdsourcing to iden-301

tify coreferences from the novel chapters, which is302

the core task of NovelCR.303

We reframe coreference identification as a304

multiple-choice question. Specifically, we first col-305

lect the entity set E from the chapter and dedupli-306

cate it. Then, for each mention m in the chapter,307

we ask the annotators to determine which entity308

in E the mention m refers to. Taking Figure 2309

as an example, the entity set in the novel chapter310

is {Quila, Quil, Jerebal}. Given the mention the311

visitor, annotators need to determine which entity312

the visitor refers to, Quila, Quil or Jerebal. We313

adopt the answer Quila as the final coreference314

annotation.315

Each mention undergoes labeling by three an-316

notators, with the final result determined by the317

majority vote. If the three annotators cannot reach318

a consensus (4.5% of the cases), we engage another319

experienced annotator to make the final decision.320

The experienced annotator should have annotated321

more than 50 chapters with an accuracy rate of322

more than 95%. The guideline is shown in Ap-323

pendix B. We remove the singleton mentions after324

finishing the annotation.325

3.4 Annotation Quality & Remuneration 326

We use Cohen’s kappa coefficient (Artstein and 327

Poesio, 2008; McHugh, 2012) to measure the inter- 328

annotator agreement (IAA) of crowdsourced label- 329

ing. The IAA scores are respectively 96% and 92% 330

for mention verification (Section 3.2.2) and coref- 331

erence identification (Section 3.3) respectively, in- 332

dicating very high labeling agreement. 333

We pay $0.1 per data point per annotator for 334

mention verification and $0.3 per data point per 335

annotator for coreference identification. Accord- 336

ing to our standards, the hourly wage of annotators 337

is not less than 10 US dollars per hour, which ex- 338

ceeds the US minimum hourly wage of 7.25 US 339

dollars per hour. We release NovelCR under the 340

Creative Commons Attribution-NonCommercial 341

License (CC BY-NC). 342

4 Data Analysis 343

4.1 Overall Statistic 344

We compare NovelCR-en and NovelCR-zh to exist- 345

ing representative English and Chinese coreference 346

resolution datasets in Table 1 and Table 2 respec- 347

tively. 348

From the tables, we can draw the following ob- 349

servations. First, our dataset is much larger than ex- 350

isting CR datasets. As shown in Table 1, NovelCR- 351

en contains 9,462 documents, 289,285 sentences, 352

8.1M tokens, 148,529 mentions, and 128,837 coref- 353

erence pairs. Even compared with the current large 354

CR datasets CoNLL2012 and LongtoNotes, our 355

dataset is still 2.9 and 2.6 times larger in terms of 356

documents and 3.0 and 4.0 times larger in terms of 357

the number of coreference pairs. This phenomenon 358

is more pronounced in comparisons involving Chi- 359

nese datasets. As shown in Table 2, NovelCR-zh 360

contains 19,288 documents, 80,872 sentences, 21M 361

tokens, 311,482 mentions, and 273,379 corefer- 362

ence pairs. The number of coreference pairs is 30.9 363

times that of CoNLL2012 and 82.9 times that of 364

CLUEWSC2020. 365

In addition, our dataset contains abundant long- 366

span coreference pairs. As shown in Table 1, 367

the average distance between coreference pairs 368

in NovelCR-en is 8.2 sentences, longer than that 369

in LongtoNotes (3.3 sentences), ECB+ (3.1 sen- 370

tences), and LitBank (6.8 sentences). NovelCR-en 371

also has the largest proportion of coreference pairs 372

spread over 3 or more sentences, reaching 85%, 373

which is greater than LongtoNotes (37%), ECB+ 374

(41%), and LitBank (69%). Given the varying 375
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Figure 3: Coreference Pair Distance Distribution.

lengths of sentences, we additionally quantify the376

number and proportion of long-coreference pairs377

in terms of LLM tokens. As shown in Table 1,378

NovelCR-en exhibits the largest number of long-379

span coreference pairs with a gap of no less than380

100 tokens (81,137), surpassing the STM-coref381

(116), CoNLL2012 (89,23), LongtoNotes(7,824),382

and LitBank (15,613). This highlights the chal-383

lenge posed by NovelCR in long-span coreference384

resolution. This challenge becomes even more pro-385

nounced when comparing Chinese datasets. As386

shown in Table 2, the ratio of long-span corefer-387

ence pairs in NovelCR-zh has reached 83%, far388

exceeding the proportion of long-span coreference389

pairs in existing Chinese CR datasets. Additional390

comparisons can be found in Appendix D.391

4.2 Detailed Statistic392

First, we analyze the distribution of coreference393

pair distances in NovelCR-en. As shown in Fig-394

ure 3, 17.3% of coreference pairs appear in less395

than three sentences. In addition, it can be seen396

that NovelCR contains a large number of corefer-397

ences with very long spans. For example, 11.7%398

of coreference pairs are scattered in three and four399

sentences. 21.8% of coreference pairs span five400

to seven sentences. Coreference pairs separated401

by eight to ten sentences account for 12.5%, and402

coreference pairs separated by more than ten sen-403

tences also account for a large proportion, reaching404

36.7%.405

Then, we analyze the distribution of mention406

lengths in NovelCR-en. According to statistics,407

54% mentions contain 1 word, most of which are408

entities and personal pronouns, such as she and her.409

36% mentions consist of 2-5 tokens, and 10% men-410

tions exceed 5 tokens, most of which were noun411

phrases of named entities, such as that person, and412

the beloved woman in front of me. After that, we413

analyze the distribution of document lengths in414

NovelCR-en. Statistics reveal that 61% of docu-415

ments consist of less than 10k tokens. 33% of doc- 416

uments are comprised of 10k-20k tokens, while 6% 417

of documents extend beyond 20k tokens. Lastly, 418

we analyze gender bias within our dataset. Follow- 419

ing (Karimi et al., 2016; Webster et al., 2018b), we 420

use the Gender Guesser library4 4 to determine the 421

gender of the mentions. According to the statis- 422

tics, 45.1% of mentions belong to male or mostly 423

male names, 34.2% of mentions belong to female 424

or mostly female names, and 20.7% were classi- 425

fied as unknown. The ratio between female and 426

male candidates is estimated to be 58%, with male 427

candidates predominating. 428

In addition, we count the number of zero pro- 429

nouns in NovelCR-zh. In total, we annotate 84,738 430

zero pronouns, accounting for 27.2% of the anno- 431

tated mentions in NovelCR-zh. 432

5 Experiment 433

5.1 Experimental Setup 434

Data Split Table 3 shows the detailed statistics 435

of dataset splitting. We split NovelCR-en and 436

NovelCR-zh in a ratio of 8:1:1 to form training, 437

validation, and test sets. 438

Method NovelCR-en NovelCR-zh
Train Dev Test Train Dev Test

#Doc. 7K 1.5K 1.5K 15K 2K 2K
#Men. 118K 15K 15K 247K 31K 32K
#Coref. 107K 10K 11K 212K 33K 28K

Table 3: Data Split in NovelCR. #Doc., #Men. and
#Coref. refer to the number of novel chapters, mentions,
and coreference pairs.

Hyperparameters Our experiments are con- 439

ducted on eight A100 GPUs, each with 80GB of 440

GPU memory. We ran the experiment using the de- 441

fault hyperparameters in the baseline release codes. 442

The training time for the baselines is about half an 443

hour. Long chapters are split into non-overlapping 444

segments of up to 2048 word-piece tokens. For 445

human evaluation, we invited three students to 446

annotate 200 documents randomly selected from 447

NovelCR-en and NovelCR-zh and report the av- 448

erage accuracy of the three students as the final 449

results. 450

Metrics We utilize precision, recall, and F1 to 451

evaluate the performance of existing baselines on 452

the proposed dataset. All the metrics are calculated 453

in B3 (Bagga and Baldwin, 1998), MUC (Vilain 454

4https://pypi.org/project/gender-guesser/
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et al., 1995), CEAFe (Luo, 2005), and CoNLL455

(Pradhan et al., 2011, 2012) (average of B3, MUC456

and CEAFe), respectively, to allow adequate com-457

parison. We report the average result of five rounds.458

5.2 Baseline459

We introduce eight baselines to validate the chal-460

lenges of the NovelCR, including: e2e-coref (Lee461

et al., 2017) is an end-to-end coreference resolu-462

tion model, which considers all spans as poten-463

tial mentions and learns the probabilities of pos-464

sible antecedents for each mention. c2f-coref465

(Lee et al., 2018) introduces a coarse-to-fine ap-466

proach to accelerate coreference resolution, which467

allows for more aggressive span pruning with-468

out compromising accuracy. CR-BERT (Joshi469

et al., 2019b) applies BERT to coreference reso-470

lution, achieving significant improvements on the471

CoNLL2012 and GAP benchmarks. SpanBERT472

(Joshi et al., 2019a) upgrades BERT from word-473

level pre-training to span-level pre-training via ge-474

ometric masking to better cope with span-level475

coreference resolution. WL-COREF (Dobrovol-476

skii, 2021) finds coreferences at the granularity477

of tokens rather than word spans, and then recon-478

structs the word spans to reduce the complexity479

of the coreference model. Link-Append (Bohnet480

et al., 2022) uses the seq2seq paradigm and transi-481

tion matrix to jointly predict mentions and entities,482

which formulate coreference resolution as a gen-483

eration task. Fastcoref (Otmazgin et al., 2022a)484

is a precise and user-friendly coreference resolu-485

tion algorithm that is widely used. We employ486

LingMess implementation (Otmazgin et al., 2022b)487

in our experiments. CoT (Chain-of-Thought) (Wei488

et al., 2022) prompts the large language models489

(LLMs) to think step by step. We use the two490

latest LLMs Llama3.1(CoT) and GPT-o1(CoT)491

as the backbone networks. Among the baselines,492

e2e-coref, c2f-coref, CR-BERT, SpanBERT, WL-493

COREF, Link-Append, Fastcoref are fine-tuned494

on NovelCR, whereas Llama3.1(CoT) and GPT-495

o1(CoT) are used for inference only.496

5.3 Overall Performance497

Table 4 and Table 5 show the experimental results498

of NovelCR-en and NovelCR-zh, from which we499

have the following observations.500

(1) Human beings have achieved good perfor-501

mance on NovelCR, achieving an F1 score of502

91.4% on NovelCR-en and 90.5% on NovelCR-503

zh using the CoNLL metric, demonstrating the504

high quality of NovelCR. (2) Current CR base- 505

lines still suffer from a performance gap compared 506

to human beings, with the state-of-the-art model 507

achieving 77.0% F1 score on NovelCR-en (Fast- 508

coref) and 68.5% F1 score on NovelCR-zh (Span- 509

BERT), about 20% lower than the scores of human 510

evaluations. Also, the powerful GPT-o1 does not 511

achieve satisfactory performance on NovelCR, with 512

an F1 score of 84.2% on NovelCR-en and 72.9% on 513

NovelCR-zh, indicating that NovelCR remains an 514

open issue. Humans can not only utilize extensive 515

world knowledge to infer coreference relationships, 516

but also possess strong logical reasoning abilities, 517

capable of handling complex scenarios such as indi- 518

rect references and implicit information. Therefore, 519

humans achieve better results than current CR mod- 520

els in this regard. 521

5.3.1 Short-Span or Long-Span 522

In this section, we observe the performance differ- 523

ences of existing CR models when dealing with 524

short-span and long-span coreference resolution. 525

Specifically, we categorize the coreference pairs in 526

NovelCR-en into three groups: coreference pairs 527

appear in less than 3 sentences (<3), between 3-5 528

sentences (3-5), and beyond 5 sentences (>5). We 529

adopt Fastcoref and GPT-4o as two baselines. 530

Sent. <3 3-5 >5

Fastcoref 88.9 79.2 69.8
GPT-4o 95.6 85.3 74.4

Table 6: Short-Span VS Long-Span(%).

From Table 6, we have the following observa- 531

tion. As the distance between the coreference pairs 532

increases, from <3 sentences, 3-5 sentences to >5 533

sentences, the existing state-of-the-art CR baselines 534

(Fastcoref and GPT-4o) both suffer from signifi- 535

cant performance degradation, with Fastcoref’s F1 536

score dropping from 88.9%, 79.2% to 69.8%, and 537

GPT-4o’s F1 score dropping from 95.6%, 85.3% 538

to 74.4%. This performance degradation indicates 539

that long-span coreference resolution is still an un- 540

solved problem, and it is necessary to propose Nov- 541

elCR to pave the way for better long-span corefer- 542

ence resolution models. 543

5.4 Error Analysis 544

In this section, we analyze common errors in Nov- 545

elCR. One of the common errors is the nearest 546

selection. Existing CR models often simply and 547
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Methods B3 MUC CEAFe CoNLL
P R F P R F P R F F

e2e-coref 59.4 57.1 58.2 62.3 59.4 60.8 59.8 62.2 61.0 60.0
c2f-coref 64.7 66.5 65.6 67.2 65.9 66.5 65.3 68.7 67.0 66.4
CR-BERT 74.3 71.8 73.0 74.5 71.9 73.2 74.7 72.5 73.6 73.3
SpanBERT 68.4 72.2 70.2 71.6 69.4 70.5 73.4 71.2 72.3 71.0

WL-COREF 73.1 71.6 72.3 72.3 70.8 71.5 70.6 74.9 72.7 72.2
Link-Append 63.4 62.7 63.0 65.5 68.1 66.8 67.8 64.2 66.0 65.3

Fastcoref 76.8 78.3 77.5 77.3 74.6 76.0 78.6 76.5 77.5 77.0
Llama3.1(CoT) 80.9 79.0 79.9 80.6 80.1 80.3 77.9 80.7 79.3 79.3
GPT-o1(CoT) 86.3 82.4 84.3 87.6 82.1 84.8 86.5 80.8 83.6 84.2

Human 93.6 89.1 91.3 94.0 90.3 92.1 93.2 88.3 90.7 91.4

Table 4: Overall Performance on NovelCR-en (%).

Methods B3 MUC CEAFe CoNLL
P R F P R F P R F F

e2e-coref 53.2 62.3 57.4 58.9 57.2 58.0 59.4 56.8 58.1 57.8
c2f-coref 58.3 68.8 63.1 60.3 66.9 63.4 67.3 64.8 66.0 64.2
CR-BERT 62.7 70.8 66.5 68.6 67.2 67.9 63.9 69.1 66.4 67.0
SpanBERT 68.1 67.4 67.7 72.4 65.8 69.0 67.4 70.2 68.8 68.5

WL-COREF 60.7 63.3 62.0 64.7 62.2 63.4 68.5 63.7 66.0 63.8
Link-Append 58.9 67.2 62.8 63.0 66.7 64.8 65.4 67.1 66.2 64.6

Fastcoref 67.9 68.1 68.0 69.5 67.3 68.4 68.3 64.7 66.5 67.6
LLaMa3.1(CoT) 70.6 71.8 71.2 70.4 71.3 70.8 72.8 70.6 71.7 71.2

GPT-o1(CoT) 73.1 72.5 72.8 74.2 73.4 73.8 72.5 71.9 72.1 72.9
Human 96.3 85.1 90.4 94.3 86.8 90.4 95.4 86.2 90.6 90.5

Table 5: Overall Performance on NovelCR-zh (%).

Error Types Examples

Closest Selection
Jerebai, are you still expecting him to save you? Today is the day that he gets married! He
is in love – do you really expect that you would even cross his mind?!” Quila cried.
Predict: Quila Golden: Jerebai

Gender Confusion
Dad, you should mind your own business, she said. Don’t say that to father, a little boy said.
See what a sweet daughter you’ve got, the man’s wife said.
Predict: a little boy Golden: a sweet daughter

Multiple Entities

Emma said "I am not the killer, and I think it was James that killed Mason". "I didn’t do that.
I saw Oliver last night. It must be him". "No you are lying. Oliver does not hate Mason, and
we all know that.", Ava said.
Predict: Mason Golden: James

Table 7: Error Analysis in NovelCR.

rudely believe that a mention refers to its closest548

entity. For instance, in the first example in Table549

7, existing CR models do not take context into ac-550

count and mistakenly assume that the mention you551

refers to the closer entity Quila, rather than the far-552

ther but correct entity Jerebai. Another common553

error in NovelCR is that existing CR models lack554

the common sense to discern the gender of the men-555

tion. For instance, in the second example in Table556

7, existing CR models fail to understand that the557

pronoun of she should be a female rather than a558

male, which leads to the model incorrectly resolv-559

ing she to a little boy instead of a sweet daughter.560

The third common error in NovelCR is that exist-561

ing CR models will be very confused if there are562

too many entities surrounding the mention in the563

text. For instance, in the third example in Table 7, 564

there are numerous entities in the text, including 565

Emma, James, Mason, Oliver, Ava. Faced with so 566

many choices, it is difficult for existing CR models 567

to understand that you here refers to James rather 568

than Emma, Mason, Oliver, Ava. 569

6 Conclusion 570

We propose NovelCR, a large-scale bilingual 571

benchmark designed for long-span coreference res- 572

olution. NovelCR features a substantial dataset size 573

and contains numerous lengthy coreferences. Ex- 574

tensive experiments on NovelCR demonstrate that 575

the performance of the state-of-the-art baselines 576

cannot catch up with human beings, showing that 577

NovelCR remains an unresolved challenge. 578
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6.1 Limitations579

While we have made significant strides in construct-580

ing a high-quality CR dataset, it is important to581

acknowledge the limitations that may affect the582

interpretation and generalizability of our work.583

Few Entity Types As outlined in the introduc-584

tion, we concentrate on resolving coreferences of585

characters in the novel. This is a double-edged586

choice. On one side, it enables NovelCR to con-587

tain abundant long-span coreferences. On the588

other side, it restricts NovelCR’s entity type exclu-589

sively to persons, omitting locations, organizations,590

times, events, and others. The restricted entity type591

compromises NovelCR’s diversity and constrains592

NovelCR’s applicability across diverse natural lan-593

guage understanding contexts. Future endeavors594

could explore extracting more long-span corefer-595

ences for additional entity types from varied data596

sources.597

Missing Mention Annotation Referring back598

to the mention detection process in Section 3.2, we599

initially use tools and models to pre-label mentions,600

and then ask annotators to manually remove invalid601

mentions. This two-step annotation can ensure the602

quality of the candidate mentions but also results603

in overlooking certain mentions. To measure the604

magnitude of this problem, we manually evaluate605

a sample of 200 documents in NovelCR-en and in606

NovelCR-zh respectively, revealing a missing rate607

of 0.9% and 1.1%. Given the substantial size of608

our dataset, a minor degree of missing labeling is609

acceptable.610

6.2 Ethics Statement611

This work uses publicly available novels as dataset612

annotation sources, and we respect and abide by613

their licenses and agreements.614
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A Annotation Guideline of Mention804

Verification805

In mention verification, the annotation instructions806

are outlined below.807

Please read the novel chapter, and finish the two808

tasks: (1)delete invalid mentions, and (2)re-edit the809

mention boundaries. The second task can only be810

started after the first task is completed.811

When deleting invalid mentions, you should re-812

move mentions that do not refer to the person enti-813

ties, such as the bank and this beautiful knife. Note814

that dependent personal pronouns should also be815

deleted. For instance, her in her split lips is also an816

invalid mention since it functions as a modifier of817

lips. To delete invalid mentions, click the mention818

to highlight it and then click the Delete button.819

When re-editing the boundary of the mentions,820

we follow the maximum span principle. This821

means that you should identify the longest string822

representing the mention. For instance, in the sen-823

tence the sad man is looking for his wife, you824

should annotate the mention as the sad man rather825

than just man. If the mention does not meet the826

maximum span criteria, you should drag the gray827

border to correct the boundaries of the mention.828

Please do nothing if no mistakes are found. When829

you have completed all annotations on a page, re-830

member to click the Submit button to store the an-831

notation results. We assure you that all annotations832

will be utilized solely for research purposes.833

Figure 4: Screenshot of Mention Verification.

Datasets NovelCR-en NovelCR-zh
Recall

POS+Semantic Parser 91.3 90.7
Prompt-Learning(ours) 99.1 98.9

Table 8: Candidate Mention Detection Performance(%).

B Annotation Guideline of Coreference 834

Identification 835

As shown in Figure 5, annotators need to match 836

entities and mentions. The annotation instructions 837

are as follows. 838

Please read the novel chapter and match each 839

mention to the entity it refers to. We recommend 840

reading the entire chapter before starting any anno- 841

tations, as coreference resolution relies on a broad 842

context span understanding. We already highlight 843

mentions in grey and list the entity options at the 844

top of the chapter. All you need to do is click the 845

mention and then the entity it refers to to match 846

them. If the mention doesn’t refer to any entities, 847

you can simply click on the None option. When 848

you have completed all annotations on a page, re- 849

member to click the Submit button to store the 850

annotation results. We promise that all annotations 851

will be used for research purposes. 852

C Prompt for Mention Detection. 853

We leverage direct prompting, chain-of-thought 854

(CoT) prompting, and ReAct prompting, respec- 855

tively, to detect mentions from the novel chapter. 856

Prompt 1 (direct prompting) 857

Question:Please find all words or phrases that 858

may refer to a person in the following pas- 859

sage:[novel chapter]. 860
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Figure 5: Screenshot of Coreference Identification.

Prompt 2 (CoT prompting)861

Question: Please find all words or phrases862

that may refer to a person in the following pas-863

sage:[novel chapter]864

Thought:The possible candidates include pro-865

nouns, human names, and noun phrases. pronouns866

could be he, she, him, her, their, and them. Noun867

phrases could be nouns like man, woman, girl, and868

boy with their adjectives. Human names can be869

discovered using the rules of different languages.870

Prompt 3 (ReAct prompting)871

Tools:NER(p) takes a passage as parameter and872

returns Named Entities that belong to human be-873

ings. PosTag(p) takes a passage as parameter and874

returns all pronouns and nouns phrases.875

Question: Please find all words or phrases that876

may refer to a person in the following passage:877

[novel chapter]878

Thought:The possible candidates include pro-879

nouns, human names, and noun phrases. Human880

names can be found by NER first.881

Action:NER882

Observation: [entities]883

Thought:Then noun phrases and pronouns can884

be found by PosTag.885

Action:PosTag886

Observation: [mentions]887

D Dataset Comparison between LitBank888

and NovelCR(ours)889

As shown in Table 1, LitBank not only contains the890

highest proportion of long-span coreference pairs891

among existing datasets, but both LitBank and our892

dataset use novels as the data source. Therefore, in893

this section, we have included a more detailed com-894

parative analysis between LitBank and NovelCR895

(ours). Specifically, we examine the distribution of896

coreference pair lengths in both datasets from the897

0
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Figure 6: Dataset Comparision between LitBank and
NovelCR(ours)

perspective of LLM tokens. 898

As shown in Figure 6, the number of coreference 899

pairs with varying gaps in NovelCR (ours) far ex- 900

ceeds that in LitBank, highlighting the large-scale 901

nature of NovelCR (ours). Besides, in terms of the 902

number of long-span coreference pairs with a gap 903

of at least 100 tokens, NovelCR (ours) also sur- 904

passes LitBank, aligning with its original intention 905

of constructing a dataset for long-span coreference 906

resolution. 907

We observe that LitBank contains slightly more 908

super long-span coreference pairs (with gaps 909

greater than 1000 tokens), which is due to the fact 910

that LitBank annotates coreference across entire 911

novels, while NovelCR (ours) annotates within in- 912

dividual chapters. In future work, we plan to in- 913

corporate cross-chapter coreference annotations to 914

further increase the difficulty of coreference pair 915

resolution in NovelCR. 916
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