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Abstract

The performance of large language models001
(LLMs) is significantly affected by the qual-002
ity and composition of their pre-training data,003
which is inherently diverse, spanning various004
domains, sources, and topics. Effectively in-005
tegrating these heterogeneous data sources is006
crucial for optimizing LLM performance. Pre-007
vious research has predominantly concentrated008
on domain-based data mixing, often neglect-009
ing the nuanced topic-level characteristics of010
the data. To address this gap, we propose011
a simple yet effective topic-based data mix-012
ing strategy that utilizes fine-grained topics013
generated through our topic modeling method,014
DataWeave. DataWeave employs a multi-stage015
clustering process to group semantically sim-016
ilar documents and utilizes LLMs to generate017
detailed topics, thereby facilitating a more nu-018
anced understanding of dataset composition.019
Our strategy employs heuristic methods to up-020
sample or downsample specific topics, which021
significantly enhances LLM performance on022
downstream tasks, achieving superior results023
compared to previous, more complex data mix-024
ing approaches. Furthermore, we confirm that025
the topics Science and Relationships are partic-026
ularly effective, yielding the most substantial027
performance improvements. We will make our028
code and datasets publicly available.029

1 Introduction030

The performance of large language models (LLMs)031

is profoundly influenced by the quality and com-032

position of their pre-training data (Longpre et al.,033

2024; Parmar et al., 2024; Gunasekar et al., 2023).034

To ensure high-quality data, two primary strategies035

are commonly employed: data selection and data036

mixing. Data selection involves filtering datasets037

based on predefined rules (Rae et al., 2021; Penedo038

et al., 2023; Soldaini et al., 2024) or classifiers039

(Penedo et al., 2024; Wettig et al., 2024; Xie et al.,040

2023b), while data mixing adjusts the proportions041

of data from different domains in the pre-training 042

corpus. Compared to data selection, data mixing 043

is more intuitive and controllable, making it a pre- 044

ferred choice in LLM pre-training. However, the 045

specific strategies for data mixing are rarely open- 046

sourced by companies or research institutions, lim- 047

iting reproducibility and transparency. Existing 048

data mixing methods often rely on simple meth- 049

ods, such as temperature-based sampling (Parmar 050

et al., 2024), or computationally expensive proce- 051

dures, such as RegMix (Liu et al., 2024), which 052

requires training numerous smaller models to ex- 053

plore optimal data ratios. These methods are either 054

suboptimal and lack performance guarantees or 055

require substantial computational resources, pre- 056

senting significant challenges for researchers with 057

limited access to large-scale computational infras- 058

tructure. This necessitates the development of more 059

efficient and scalable data mixing strategies that 060

can be broadly adopted. 061

Topic modeling has long been a fundamental 062

tool in natural language processing (NLP) for un- 063

covering the latent thematic structure in large, un- 064

labeled document collections (Blei et al., 2003; 065

Grootendorst, 2020). Traditional approaches, such 066

as Latent Dirichlet Allocation (LDA) (Blei et al., 067

2003), rely on probabilistic graphical models, while 068

more recent methods, such as BERTopic (Grooten- 069

dorst, 2020), leverage contextualized embeddings 070

from pre-trained language models like BERT (De- 071

vlin et al., 2019). These methods often select top- 072

ics based on metrics like Term Frequency-Inverse 073

Document Frequency (TF-IDF), which can fail to 074

capture the nuanced semantics of document clus- 075

ters. While LLMs exhibit remarkable capabilities 076

in zero-shot text summarization and topic inter- 077

pretation, existing topic modeling methods face 078

two significant limitations: (i) Limited scalabil- 079

ity to large datasets. These methods typically 080

require substantial computational resources, mak- 081

ing them impractical for modeling topics in mas- 082
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sive corpora. (ii) Limited application in model083

training. Generated topics are predominantly used084

for analyzing dataset distributions rather than im-085

proving the performance of models on downstream086

tasks. This highlights the need for topic modeling087

techniques that are both suitable for tackling large-088

scale datasets and directly applicable to enhancing089

model training.090

To address these challenges, we first propose091

DataWeave, a novel topic modeling method.092

DataWeave leverages a multi-stage clustering pro-093

cess to extract fine-grained topics from large-scale094

pre-training datasets. Specifically, we first group095

semantically similar documents into clusters, each096

representing a distinct topic. LLMs are then em-097

ployed to generate meaningful topic labels, utiliz-098

ing their inherent understanding of language to cap-099

ture the nuances of each cluster. Based on topics100

from DataWeave, we propose to upsample or down-101

sample weights of certain topics as data mixing102

strategy for pre-training LLMs. Our experiments103

demonstrate that this fine-grained, topic-based data104

mixing approach outperforms previous complex105

state-of-the-art (SOTA) domain-level mixing meth-106

ods. Furthermore, we train a topic classifier to ana-107

lyze the topic distribution of downstream task eval-108

uation datasets, providing valuable insights into the109

relationship between topics and task performance.110

All topic weights and the topic classifier will be111

open-sourced to facilitate further research and re-112

producibility. In summary, the main contributions113

of this paper are as follows:114

• We propose DataWeave, a novel topic mod-115

eling method that combines clustering and116

LLMs to extract fine-grained topics from 117

large-scale datasets. 118

• We develop a simple yet effective topic-based 119

data mixing strategy using the topics extracted 120

by DataWeave. Our results show that fine- 121

grained topics are more effective than tradi- 122

tional domain-level approaches and our strat- 123

egy outperforms baseline data mixing meth- 124

ods. 125

• We analyze the relationship between topics 126

and downstream task performance. Notably, 127

our experiments reveal that the topics Science 128

and Relationships contribute the most to task 129

improvement. These findings provide action- 130

able insights for optimizing pre-training data. 131

2 Related Work 132

2.1 Data Mixing 133

The quality of pre-training data has been demon- 134

strated to play a critical role in model performance, 135

as highlighted in several studies (Longpre et al., 136

2024; Parmar et al., 2024). One natural and intu- 137

itive approach to improving data quality involves 138

adjusting the weights assigned to different data do- 139

mains. Data mixing methods aim to optimize the 140

distribution of attribute weights within pre-training 141

datasets. For example, methods such as DoReMi 142

(Xie et al., 2023a) and DOGE (Fan et al., 2024) 143

utilize small proxy models to generate domain 144

weights, while DMLaw (Ye et al., 2024) and Reg- 145

Mix (Liu et al., 2024) determine domain weights 146

by training a set of smaller models. More recently, 147
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Llama-3.1 (Dubey et al., 2024) employs downsam-148

pling to reduce the proportion of data from the arts149

and entertainment domain, and Chen et al. (2024)150

investigates effective training strategies by adjust-151

ing topic weights. However, these studies lack de-152

tails of domain weights and primarily explore data153

mixing from a domain-level perspective. In this154

paper, we propose incorporating topic modeling to155

control data weights at a finer granularity, enabling156

more precise adjustments to the pre-training data157

and enhancing LLM’s capabilities.158

2.2 Topic Model159

Topic modeling is an unsupervised method used160

to uncover abstract topics within documents in the161

field of Natural Language Processing (Wu et al.,162

2024). Traditional approaches, such as Latent163

Dirichlet Allocation (LDA), typically rely on prob-164

abilistic techniques to generate topics (Blei et al.,165

2003). BERTopic (Grootendorst, 2020) leverages166

transformer-based architectures to enhance tradi-167

tional topic modeling processes. More recent re-168

search has explored the use of LLMs for topic mod-169

eling, particularly by utilizing their text summariza-170

tion capabilities to automatically assign descriptive171

labels to clusters of words. For instance, (Rijcken172

et al., 2023) demonstrated that approximately half173

of the topic labels generated by ChatGPT were con-174

sidered useful by human evaluators. Additionally,175

other studies (Mu et al., 2024a,b; Rijcken et al.,176

2023) have conducted extensive experiments to177

improve the performance of LLMs in topic model-178

ing through prompt engineering. However, these179

methods become computationally expensive and180

impractical when applied to large-scale datasets. In181

contrast to these approaches, we propose utilizing182

topic model for data mixing, enabling more fine-183

grained control over data weights. This approach184

not only improves the efficiency of pre-training185

LLMs but also provides valuable insights into the186

role of topic-level adjustments in optimizing data187

distributions for enhanced model performance.188

3 DataWeave189

DataWeave is a novel framework designed to ad-190

dress large-scale datasets by integrating multi-stage191

clustering with topic extraction, thereby facilitat-192

ing effective data mixing for pre-training LLMs.193

The framework consists of three main stages, as194

illustrated in Figure 1. In the first stage, semantic195

embeddings for all documents are generated using196

the BGE model 1. Next, the documents are par- 197

titioned into K1 clusters through clustering, and 198

representative summaries are generated for each 199

cluster. In the subsequent stage, the documents 200

are further grouped into K2 clusters, and abstract 201

topics are derived for each cluster. Finally, a sub- 202

set of T topics is merged from the K2 topics to 203

ensure the resulting topics are more coherent and 204

interpretable. The determination of specific hy- 205

perparameters is dependent on the characteristics 206

of the specific datasets and the available compu- 207

tational resources. The configurations used in our 208

experiments are detailed in Section 4.1. 209

3.1 Step 1: Multi-stage Clustering 210

Clustering large-scale datasets poses significant 211

challenges due to high memory requirements, com- 212

munication overhead, and other computational lim- 213

itations, which often exceed the capabilities of 214

standard computational devices. Given these con- 215

straints, and considering the trade-offs among com- 216

monly available clustering algorithms (Xiao and 217

Hu, 2020) and computational resources, we adopt 218

the K-Means algorithm due to its relatively low 219

computational complexity of O(kNI), where k de- 220

notes the number of clusters, N denotes the number 221

of data points, and I denotes the maximum itera- 222

tion times. In this stage, the data is first partitioned 223

into K1 clusters using K-Means. For each cluster, 224

we randomly sample m1 data points and employ 225

gpt-4o-2024-11-20 to generate an abstract sum- 226

mary to represent the semantics of this cluster. The 227

generated summary provides a concise and com- 228

prehensive description of the cluster, constrained to 229

no more than 20 words. The prompt template used 230

for summary generation is detailed in Appendix A. 231

3.2 Step 2: Topic Extraction 232

Following the similar operations in Step 1, we con- 233

tinue to employ K-Means to partition the K1 clus- 234

ters into K2 more compact clusters. For each of 235

these K2 clusters, we randomly sample m2 sum- 236

maries generated in Step 1 and use gpt-4o-2024-11- 237

20 to produce an abstract topic with no more than 3 238

words, resulting in a total of K2 topics. Despite the 239

high readability of the K2 topics, two significant 240

issues arise. First, there is the problem of exten- 241

sive topic overlap. Upon manual inspection of the 242

K2 topics, we observe considerable redundancy, 243

with many topics sharing similar content. Second, 244

1https://huggingface.co/BAAI/bge-base-en-v1.5
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there is the issue of non-parallel topic granular-245

ity. Specifically, LLMs tend to generate topics that246

vary in specificity, ranging from highly detailed247

to overly abstract, which undermines the consis-248

tency and interpretability of the results. To address249

these issues, we further utilize gpt-4o-2024-11-20250

to merge the K2 topics into T ultimate topics, en-251

suring a more coherent and hierarchical topic struc-252

ture. The prompt template used for topic merging253

is provided in Appendix A.254

4 Experiment255

4.1 Experimental Setup256

Dataset We utilize the widely adopted SlimPa-257

jama corpus (Soboleva et al., 2023) as the dataset258

for our experiments. This corpus comprises a total259

of 591,399,449 documents, encompassing approx-260

imately 627B tokens. Additionally, SlimPajama261

categorizes the data into seven distinct domains:262

arXiv, Books, C4, CommonCrawl, GitHub, Stack-263

Exchange, and Wikipedia.264

DataWeave Configuration For the clustering265

process, we set the number of clusters K1 and266

K2 in the two stages to 10,000 and 300, respec-267

tively. A hyperparameter search was conducted268

to determine these values: K1 was explored over269

the set {10,000, 30,000, 60,000, 90,000}, and K2270

was searched within the range {100, 150, . . . , 600}.271

The optimal values for K1 and K2 were selected272

based on the maximum Silhouette Coefficient cri-273

terion (Shahapure and Nicholas, 2020), ensuring274

well-defined and meaningful clusters. Moreover,275

we merge 300 topics into 12 final topics. Regard-276

ing topic extraction, we set the sample sizes m1277

and m2 to 10 and 50, respectively. These values278

were chosen to account for the maximum context279

window length of gpt-4o-2024-11-20 as well as the280

average length of the input texts and the generated281

summaries.282

4.2 Implementation Details283

Training In the continual pre-training setting, the284

model is initially pre-trained on 30B uniformly285

sampled tokens, followed by further pre-training286

on an additional 30B tokens using different data287

mixtures. In contrast, in the standard pre-training288

setting, the model is directly pre-trained on 30B289

tokens using different data mixtures. The model290

employed is a decoder-only transformer architec-291

ture with 1.3B parameters, incorporating Rotary292

Position Embeddings (RoPE) (Su et al., 2024) and293

supporting a maximum context window of 1,024 294

tokens (Touvron et al., 2023). Further details re- 295

garding the model architecture and training config- 296

urations can be found in Appendix B. 297

Baselines We leverage the topics generated by 298

DataWeave to guide data mixing strategies for pre- 299

training LLMs. Specifically, inspired by Llama-3.1 300

(Dubey et al., 2024), we upsample one or more 301

selected topics to a weight of 30% while down- 302

sampling the remaining topics to a weight of orig- 303

inal 70%. To demonstrate the effectiveness of 304

DataWeave, we compare it against several SOTA 305

data mixing methods: 306

• Uniform: Tokens are randomly sampled with 307

uniform probability across all domains, with- 308

out applying any specific control over the data 309

distribution. 310

• Temperature: Temperature-based sampling 311

(Parmar et al., 2024; Devlin et al., 2019) pro- 312

portionally adjusts data source weights accord- 313

ing to a scaled factor of their token counts. For 314

our experiments, we set t = 0.4 to compute 315

topic weights based on token ratios. 316

• RegMix: RegMix (Liu et al., 2024) involves 317

training a set of small 1M-parameter models 318

on diverse data mixtures and fitting regression 319

models to predict model performance based 320

on the respective mixtures. Using the fitted re- 321

gression model, the top-ranked mixture is sim- 322

ulated to determine the optimal topic weights. 323

Details regarding the data weights used in different 324

settings are provided in Appendix C. 325

Evaluation To evaluate the capabilities of pre- 326

trained LLMs, we assess their performance through 327

in-context learning using the lm-evaluation- 328

harness framework (Gao et al., 2023) and accuracy 329

scores are reported. The evaluation dataset encom- 330

passes three categories of downstream tasks and 331

further evaluation details are provided in Appendix 332

D. 333

• General Knowledge: ARC-Challenge (Clark 334

et al., 2018), ARC-Easy, and SciQ (Welbl 335

et al., 2017). 336

• Commonsense Reasoning: PIQA (Bisk 337

et al., 2020), SIQA (Sap et al., 2019), Wino- 338

Grande (Sakaguchi et al., 2020), and Com- 339

monsenseQA (Talmor et al., 2019). 340
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Figure 2: The DataWeave topic distribution of SlimPajama.

• Reading Comprehension: RACE (Lai et al.,341

2017) and OpenBookQA (Mihaylov et al.,342

2018).343

4.3 DataWeave Results344

Topic Distribution DataWeave yields 12 final345

topics: Technology, Science, Politics, Health,346

Lifestyle, Law, Entertainment, Education, Rela-347

tionships, Finance, Community, and Others. Based348

on the analysis of the topic distribution in Figure 2,349

we have the following key observations:350

1. Alignment with Human-Defined Cate-351

gories. The majority of topics, such as Tech-352

nology and Entertainment, closely align with353

traditional human-defined categories. This354

indicates that DataWeave is capable of identi-355

fying coherent and interpretable topics that356

reflect common thematic structures in the357

dataset.358

2. Emergence of Divergent Topics. Certain top-359

ics, such as Health and Relationships, diverge360

from pre-existing human-defined labels. This361

suggests that clustering process in DataWeave362

can uncover nuanced or less conventional363

themes that may not be explicitly represented364

in predefined taxonomies.365

3. Limitations of Human-Defined Labels. The366

analysis highlights the insufficiency of human-367

defined labels in fully capturing the diversity368

of online content. DataWeave demonstrates369

the ability to reveal latent themes that are not 370

immediately apparent in traditional classifica- 371

tion schemes. 372

4. Topic Distribution Across Domains. Figure 373

2(b) illustrates the distribution of topics across 374

various domains. Each column delineates the 375

distribution of topics pertinent to its respective 376

domain. The topic Technology demonstrates 377

a strong correlation with StackExchange and 378

GitHub, as both platforms emphasize techni- 379

cal discussions and coding practices. In con- 380

trast, data derived from CommonCrawl and 381

C4 reveals a high correlation with a majority 382

of topics. This finding underscores the signifi- 383

cant diversity present within these domains. 384

Effectiveness of DataWeave In the absence of 385

ground-truth labels for topic modeling, establish- 386

ing a robust and comprehensive evaluation frame- 387

work for topic models remains a debated challenge 388

within the research community. Some approaches 389

propose assessing models based on the top-ranked 390

words associated with each topic (Bianchi et al., 391

2020; Bouma, 2009). However, this method of- 392

ten entails considerable computational overhead, 393

particularly when applied to large-scale datasets. 394

Therefore, we introduce an alternative evaluation 395

method by leveraging gpt-4o-2024-11-20 to iden- 396

tify the most relevant topics for assessing the ef- 397

fectiveness of DataWeave. Given that content 398

typically spans multiple labels, we report three 399

evaluation metrics for reference: Top-1 Accuracy, 400
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Top-3 Accuracy, and Top-5 Accuracy. These met-401

rics measure the proportion of instances where the402

DataWeave label appears within the top-k labels403

identified by gpt-4o-2024-11-20. The evaluation404

results for our method are as follows: Top-1 Ac-405

curacy is 57.23%,Top-3 Accuracy is 81.19%, and406

Top-5 Accuracy is 90.19%. These results prove the407

effectiveness of DataWeave. Moreover, additional408

case-specific details are provided in Appendix F.409

4.4 Continual Pre-training Results410

We conducted experiments in continual pre-411

training setting to explore the effects of 12 topics412

generated through DataWeave. Specifically, we pre-413

trained the LLM using another 30B tokens at dif-414

ferent data mixture where we upsampled data from415

each topic, as detailed in Section 4.2. As shown in416

Table 1, most scenarios show superior performance417

over random selecting 60B tokens without consid-418

ering topic weights, indicating that targeted upsam-419

pling can significantly enhance model capabilities420

in specific tasks. Among the topics, Science stands421

out as the most effective, achieving the highest422

overall performance and the best results in General423

Knowledge and Reading Comprehension, which424

aligns well with human intuition given the struc-425

tured and information-dense nature of scientific426

texts. Health and Relationships also yield notable427

gains, with Health improving the average score428

by 0.79 and Relationships by 0.88. These results429

suggest that topics containing practical, real-world430

knowledge or those closely tied to human reason-431

ing may have a stronger impact on enhancing LLM432

capabilities across diverse tasks.433

Interestingly, some topics such as Technology434

and Education, while intuitively important for gen-435

eral knowledge and reasoning tasks, show only436

moderate improvements in the overall average.437

This could indicate that their data distributions or438

linguistic patterns are already well-represented in439

the base pre-training corpus, leading to diminish-440

ing returns from additional upsampling. On the441

other hand, topics like Entertainment and Commu-442

nity, which might be expected to have a more lim-443

ited impact due to their less formal or specialized444

nature, show comparable improvements to other445

domains. This suggests that even seemingly less446

critical topics can contribute positively to overall447

performance, likely by diversifying the model’s448

linguistic and contextual understanding.449

4.5 Pre-training Results 450

We conducted experiments in pre-training setting 451

using various data mixing methods at both the 452

domain level and the topic level generated by 453

DataWeave. The results of these experiments are 454

presented in Table 2. 455

Topic-level outperforms domain-level for data 456

mixing. Our experimental results demonstrate 457

that adjusting data weights at the topic level con- 458

sistently outperforms adjustments at the domain 459

level. As shown in Table 2, both RegMix and 460

Temperature methods yield better results when ap- 461

plied to topics rather than domains. This can be 462

attributed to the finer granularity of topics, which 463

allows for more precise control over the diversity 464

and relevance of the data. For instance, as shown 465

in Figure 2, within the domain C4, there may co- 466

exist highly beneficial topics like Science and less 467

impactful ones like Entertainment. Adjusting do- 468

main weights alone fails to adequately highlight 469

useful data, as the domain aggregates both high- 470

and low-utility topics. In contrast, topic-level ad- 471

justments enable targeted amplification of valuable 472

data while suppressing less relevant portions, lead- 473

ing to more significant performance gains. This 474

result underscores the importance of topic granu- 475

larity for optimizing data utilization in pre-training 476

pipelines and highlights the superior flexibility and 477

effectiveness of topic modeling. 478

Heuristic-based topic mixing is simple yet ef- 479

fective. Interestingly, we find that our straight- 480

forward heuristic-based approach to topic mixing 481

achieves the best overall performance, surpassing 482

more complex data mixing methods. As shown in 483

Table 2, downsampling the over-represented topic 484

Entertainment improves the average performance 485

by 1.09%. This aligns with findings from Llama- 486

3.1 (Dubey et al., 2024), which demonstrate that re- 487

ducing the prevalence of web-dominant categories 488

like Entertainment enhances language model ca- 489

pabilities. Furthermore, our experiments reveal 490

that upsampling beneficial topics such as Science, 491

Relationships, and Health—either individually or 492

collectively—leads to substantial performance im- 493

provements, with the highest gain of 1.74% ob- 494

served when all three topics are upsampled together. 495

Notably, these heuristic-based adjustments can be 496

implemented with minimal overhead while deliv- 497

ering significant performance gains. This makes 498

them an attractive option for practitioners seeking 499

6



Upsampled Topic General Knowledge
(3 tasks)

Commonsense Reasoning
(4 tasks)

Reading Comprehension
(2 tasks)

Average
(9 tasks)

Random 58.11 46.95 32.61 47.48

Technology 58.64 47.02 32.27 47.62 (+0.14)
Science 61.97 46.49 34.10 48.90 (+1.42)
Politics 58.39 47.22 32.02 47.57 (+0.09)
Health 58.84 47.92 33.12 48.27 (+0.79)
Lifestyle 59.14 47.07 32.48 47.85 (+0.37)
Law 58.12 46.69 34.00 47.68 (+0.20)
Entertainment 57.90 46.91 32.27 47.32 (-0.16)
Education 59.50 46.72 33.46 48.03 (+0.55)
Relationships 58.87 48.10 33.11 48.36 (+0.88)
Finance 57.99 46.87 32.86 47.46 (-0.02)
Community 57.88 47.06 32.82 47.50 (+0.02)
Others 58.38 46.75 33.54 47.69 (+0.21)

Table 1: Downstream tasks results of continual pre-training. Random denotes no any control over topic distribution
of the 30B additional tokens. Full results are provided in Appendix E.2.

Data Mixing Method General Knowledge
(3 tasks)

Commonsense Reasoning
(4 tasks)

Reading Comprehension
(2 tasks)

Average
(9 tasks)

Uniform 54.52 44.42 25.07 43.49

RegMix-domain 53.77 45.74 25.38 43.89 (+0.40)
RegMix-topic 54.39 45.96 26.16 44.39 (+0.90)
Temperature-domain 53.64 45.47 25.76 43.81(+0.31)
Temperature-topic 55.62 44.96 27.66 44.67(+1.18)

↓ Entertainment 55.38 45.68 26.16 44.58 (+1.09)
↑ Science 58.05 44.42 26.84 45.06(+1.57)
↑ {Science,Relationships,Health} 56.36 46.23 26.52 45.23(+1.74)

Table 2: Downstream tasks results of data mixing methods in pre-training setting. The symbol ↑ represents
upsampling, while ↓ denotes downsampling of one or more topics. Full results are provided in Appendix E.2.
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Figure 3: Topic distribution in downstream tasks.

to balance efficiency with effectiveness.500

5 Analysis501

5.1 Relation to Downstream Tasks502

To investigate the impact of topics derived from503

DataWeave on a range of downstream tasks, we504

trained a BERT topic classifier to categorize doc-505

uments into the identified 12 topics. Additional506

details regarding the topic classifier can be found507

in Appendix G. We employed the topic classifier to 508

annotate the evaluation datasets, and the resulting 509

distributions are illustrated in Figure 3. In Gen- 510

eral Knowledge tasks, the topic Science consis- 511

tently constitutes the largest proportion across the 512

ARC-C, ARC-E, and SciQ datasets, which may 513

account for the significant performance improve- 514

ments observed when upsampling data from Sci- 515

ence for these three tasks (see Table 1). Similarly, 516

in the realm of Commonsense Reasoning tasks, the 517

topic Lifestyle emerges as the most prominent. For 518

Reading Comprehension tasks, the topic distribu- 519

tion remains relatively balanced among Lifestyle, 520

Entertainment, Education, and Science. These find- 521

ings provide valuable insights into the effectiveness 522

of various data mixing strategies. 523

5.2 Cost Analysis 524

Understanding domain interactions poses signifi- 525

cant challenges for human analysts. RegMix (Liu 526

et al., 2024) offers valuable insights into how differ- 527

ent data domains influence one another, uncovering 528

complex relationships that are often difficult for hu- 529
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Summary Topic Final Topic
(10, 000 items) (300 items) (12 items)

Exploration of pirate culture, entertainment, and media across various
forms and events. Gaming Entertainment

Variety of salsa recipes and their uses as appetizers Cooking Lifestyle

Analysis of the ongoing tensions and nuclear threats posed by North Korea. Politics Politics

Overview of various zombie-themed films and their cultural impact. Entertainment Entertainment

Overview of various antique jewelry businesses and services, including custom
designs and repair options. Jewelry Lifestyle

The importance of love, connection, and communication in relationships is
emphasized throughout various challenges and experiences. Relationships Relationships

Recent astronomical discoveries reveal insights into the universe’s formation,
including ancient stars, black holes, and galaxy dynamics. Space Science

Setting up development environments and compiling applications on Windows
and Linux using various tools and libraries. Technology Technology

Table 3: Examples across different DataWeave stages.

man experts to fully comprehend. Consequently,530

prior research on data mixtures has primarily con-531

centrated on developing automated methods to ef-532

ficiently identify high-performing combinations,533

rather than relying exclusively on human intuition.534

In contrast, our approach presents an efficient way535

of determining data weights. As demonstrated in536

Table 2, heuristic-based methods outperform all537

other data mixing techniques in downstream tasks,538

without any supplementary models, thereby further539

validating the efficiency of topic mixing.540

5.3 Case Study541

Table 3 presents several examples in the DataWeave542

process, illustrating the progression from 10,000543

summaries to 300 identified topics, ultimately dis-544

tilled into 12 final topics.545

LLMs can extract high-quality topics from sum-546

maries. Unlike individual words, summaries en-547

capsulate information from multiple documents,548

providing a rich semantic foundation for topic ex-549

traction. This complexity allows LLMs to identify550

and extract high-quality, human-readable topics551

from these summaries effectively. The ability of552

LLMs to synthesize and distill nuanced themes un-553

derscores their potential in various NLP tasks, par-554

ticularly in generating coherent and relevant topics555

that reflect the underlying content.556

Merging topics is vital. The analysis reveals557

a notable issue of non-parallel topic granularity558

among the initial 300 human-interpretable topics.559

For example, the topic Gaming serves as a specific560

subset within the broader category of Entertain-561

ment, while Jewelry and Lifestyle exhibit similar 562

hierarchical relationships. This discrepancy high- 563

lights the need for a systematic merging process 564

to ensure clarity and coherence in topic categoriza- 565

tion. Fortunately, this granularity issue has been 566

effectively resolved in the final set of 12 topics, 567

demonstrating the importance of refining topic defi- 568

nitions and relationships to enhance interpretability 569

and usability in downstream applications. 570

6 Conclusion 571

In this study, we introduce a novel topic modeling 572

method that combines clustering techniques with 573

Large Language Models (LLMs) to facilitate data 574

mixing, ultimately enhancing LLM performance 575

on downstream tasks. Our approach demonstrates 576

significant improvements in LLM pre-training ef- 577

fectiveness by strategically adjusting the weights of 578

specific topics, thereby achieving a more balanced 579

capability across various domains. To further en- 580

hance performance in domain-specific applications, 581

it is essential to curate relevant knowledge data 582

meticulously. This curation process ensures that 583

the LLMs are exposed to high-quality, contextually 584

appropriate information, which is critical for their 585

effective operation in specialized fields. Looking 586

ahead, our future work will focus on incorporat- 587

ing a greater number of topics per document. This 588

expansion will allow for a richer representation of 589

content, enabling more nuanced understanding and 590

generation capabilities. 591
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Limitations592

There are two limitations in this work. First, due593

to the scale and complexity of web-scale data, the594

topic generation process shows potential for further595

enhancements in both effectiveness and efficiency.596

Second, the number of final topics in our method597

is determined as a hyperparameter by human judg-598

ment rather than model performance, necessitating599

additional experimentation. Our future work will600

focus on improving these aspects.601
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Hyperparameter Value

Vocabulary Size 32,000
MLP Ratio 8/3
Hidden Dimension Size 2048
Number of Layers 24
Number of Attention Heads 16
Number of KV Attention Heads 16
RoPE Base 10,000
Maximum Context Window Length 1024
Number of Parameters 1,345,423,360 (1.3B)

Table 4: The architecture of pre-trained decoder-only
model.

A Prompt Templates813

We present three prompts utilized in DataWeave,814

including generating a brief summary, deriving top-815

ics from summaries, and producing final topics.816

These prompts are illustrated in Figures 4, 5, and817

6. We employ gpt-4o-2024-11-20 2 to obtain the818

corresponding results.819

B Training Details820

The architecture of the pre-trained model is detailed821

in Table 4. Each model was trained on 32x NVIDIA822

A800 GPUs, utilizing a global batch size of 4×220823

tokens and completing 7,500 training steps within824

approximately 14 hours. The learning rate was set825

to 5 × 10−5, and the Adam optimizer was used826

with the following hyperparameters: β1 = 0.9,827

β2 = 0.95, and ϵ = 10−8.828

C Data Weights829

The detailed topic weights in different settings are830

provided in Table 5. In our method, we upsam-831

ple or downsample target topic before normalizing832

the weights. Specifically, in downsampling Enter-833

tainment experiment, we reduce its weight from834

23.91% to 10% and then normalize the results. In835

the unsampling experiment, we increase Science836

weight from 5.73% to 35.73%. Additionally, we837

raise the weights of Science Relationships Health838

by 10% each, followed by normalization.839

D Evaluation Details840

We evaluated LLM performance under few-shot841

ICL settings using the lm-evaluation-harness842

framework 3. The details for evaluation are shown843

in Table 6.844

2https://openai.com/index/hello-gpt-4o
3https://github.com/EleutherAI/

lm-evaluation-harness

E Full Experimental Results 845

E.1 Continual Pre-training Results 846

The full results of continual pre-training experi- 847

ment are shown in Tables 7, 8, and 9. 848

E.2 Pre-training Results 849

The full results of pre-training experiment are 850

shown in Table 10, Table 11, and Table 12. 851

F More Examples 852

To better showcase the results of topics generated 853

through clustering methods, we have selected some 854

examples that hit GPT’s Top-1, Top-3 preferences, 855

and those that did not hit the Top-3, for demonstra- 856

tion. 857

G Topic Classifier Details 858

The training dataset for topic classifier is derived 859

from a subset of SlimPajama, comprising a total of 860

100,000 samples, which were divided into training, 861

development, and test sets in a ratio of 8:1:1. The 862

training process required approximately 8 GPU 863

hours. Upon completion of the training, the topic 864

classifier attained an accuracy score of 84% on the 865

test set. 866
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Given the following English paragraphs, please provide a brief summary that encapsulates the main theme:

The form of the brief summary is a sentence, no more than 20 words, without any additional details or individual paragraph summaries.

Paragraph 1:

- Blend of 100% pure essential oils.

- Dilute properly.

Ingredients: Juniperus Mexicana (Cedarwood) Oil, Myrtus Communis (Myrtle) Oil, Santalum Spicatum (Sandalwood) Oil, Pogostemon Cablin (Patchouli) Oil.

Suggested Use:

Meditative Blend: Add 10 drops Meditation and 1/4 c. water in a candle lamp diffuser.

Inspire Fortitude: Add 10 drops Meditation in an electric diffuser.

Net Content: 0.5 FL OZ / 15ml

Product of USA.

Paragraph 2:

Peppermint Oil is gotten from the mint or peppermint plant, which is a cross between the water mint and spearmint zest species.

The leaves of the peppermint plant areas of strength for contain oils that can be isolated using either a bloodless press or CO2 refining.

Peppermint is in like manner available in different designs, including leaf eliminates, peppermint leaf water, and new or dried leaves.

Menthol and methane are two critical trimmings in peppermint that enjoy different health advantages.

Peppermint has been delivered involving those two engineered substances for a long time, and it is a notable development to normal and standard drug structures.

It has laid out in Customary Chinese Medication and important Japanese recovery, and it was comprehensively penetrated by early European botanists. Peppermint Oil is a 

characteristic Spanish fly and can work on sexual execution and sexual craving. Yet again it is, used to treat erectile dysfunction. Fildena 100 should be taken by mouth.

Peppermint has been used for a really long time for different purposes.

It can at this point be found in different banquets, individual thought things, excellence care items, and medications.

Peppermint is outstanding for its ability to chip away at oral neatness, ease disquiet, lessen disorder, and abatement bothering and misery.

We’ll look at the changed clinical benefits that consistent experts have made during the latest 20 years.

Paragraph 3:

Ocean is known as one of the most delicious blends with a eucalyptus tingle and hints of a refreshing citrus scent you can experience from the first taste. One of the Top 

Sellers!

These statements have not been evaluated by the Food and Drug Administration.

This product is not intended to diagnose, treat, cure, or prevent any disease.

a brief summary: 

Product description of essential oils

Please refer to the above example and summarize the following similar paragraphs:

Figure 4: The prompt of extracting brief summary for each partition.

You are an annotator tasked with exploring the category distribution of online data. The data has been clustered into 300 

clusters, with the first 50 summaries provided for each cluster. 

Please assign a single possible category label for each cluster based on the summaries, such as entertainment, health, or sports. 

The label should encompass all data within that cluster and must be in a single-word format.

Provide the input in the format: {cluster_id} {summary}, and the output format should be: {cluster_id} {category}.

Figure 5: The prompt of extracting summary to topic.

Topic SlimPajama RegMix Temperature ↓ Ent. ↑ Sci. ↑ S.R.H

Technology 17.55 14.91 10.35 20.39 13.5 13.5
Science 5.73 5.54 7.7 6.66 27.49 12.1
Politics 8.23 4.06 8.2 9.56 6.33 6.33
Health 7.04 5.31 7.96 8.17 5.41 13.1
Lifestyle 5.49 12.01 7.66 6.37 4.22 4.22
Law 6.08 4.12 7.77 7.07 4.68 4.68
Entertainment 23.91 29.14 12.13 11.62 18.39 18.39
Education 13.4 9.14 9.33 15.56 10.3 10.31
Relationships 1.14 6.16 6.87 1.32 0.87 8.57
Finance 4.01 2.63 7.38 4.66 3.09 3.09
Community 2.29 1.89 7.07 2.66 1.76 1.76
Others 5.13 5.1 7.59 5.96 3.95 3.95

Table 5: Exact topic weights (%) on SlimPajama obtained in data mixing methods.
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# CONTEXT #

I am a data scientist interested in exploring topic distribution in the pre-training data of large language models.

# OBJECTIVE #

You are an AI assistant. Below are detailed topics from online data, summarize the following detailed topics into 12 new 

labels.new labels will be used in classification task, so they should be 

1. Distinguishability: Labels should have clear distinctions between them, allowing the model to learn the differences 

in features between categories. If categories are too similar, it may hinder the model's ability to classify correctly.

2. Balance: Combined with detailed_topic_number and detailed_topic in Input, the number of samples for each labels 

should be as equal as possible.

3. Interpretability: Labels should be easily understandable to facilitate human interpretation and validation, no more 

than 3 words.

# TONE #

professional, objective, formal, and clear.

# AUDIENCE #

Data scientists and other professionals interested in data for large language models.

# RESPONSE #

Input format: {detailed_id},{detailed_topic},{detailed_topic_number}

Output format: 

step1: new_label_num is number of new label which is the sum of all corresponding detailed_topic_number.

new labels: {new_label1},{new_label1_num};{new_label2},{new_label2_num}...

step2: map relationship between detailed topic and 12 new labels.

{detailed_id},{detailed_topic},{detailed_num},{new_id},{new_label},{reason}.

Here is Input detailed topics:

Figure 6: The prompt of merging topics to final topics.
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Dataset Number of Examples

ARC-E 15
ARC-C 15

SciQ 2

SIQA 10
PIQA 10

WinoGrande 15
CommonsenseQA 10

RACE 2
OpenbookQA 10

Table 6: ICL evaluation details in our experiment.

Text:If you always end up going to night training,
you could use a front light. We give you a few tips
to choose it and we present several models.
LED: They have been imposed as an option in front
of the old incandescent light bulb and offer a very
bright white light.They are light-emitting diodes,
are more compact, offer less energy consumption,
longer life time and good resistance to vibrations.
When you buy a frontal look at the estimated reach
of the same in meters depending on the activity you
are going to do with it.Running you need less ad-
vance information than on a bicycle, for the simple
matter of the speed at which you move.
It evaluates weight and volume according to the
hours that you are going to be using it.It is not the
same to run with a front 50 minutes to do it for
5 hours, the weight and its capacity to adapt it to
your head, the helmet of the bike, etc.It will be
determinate to choose one or the other.
Look at the details: Is it ready to use with rain (the
bulb and the battery compartment is wa
GPT Preference: Technology, Lifestyle, Health,
Others, Education, Community, Science, Finance,
Politics, Law, Relationships, Entertainment
Clustering Topic: Technology

Figure 7: First case with hitting Top-1 GPT Preference.

Text:Q: Disabling and enabling button submit
based on radio input conditions I would like to
disable an input field from being click-able if user
hasn’t selected a radio button.
Here is the simple HTML form:
<form method="POST">
<input type=’radio’ name=’a’ value=’a’
id=’checkMe’ /> a
<input type=’radio’ name=’a’ value=’b’
id=’checkMe’ /> b
<input type=’radio’ name=’a’ value=’c’
id=’checkMe’ /> c
<input type=’submit’ value=’choose’ id=’choose’
disabled="disabled"/>
</form>

Now, I made this js, to see if one of the in-
puts is selected, then the disabled="disabled" part
should be revered, but that is now the case in this
JavaScript code
if(document.getElementById(’checkMe’).checked)
document.getElementById(’choose’).disabled=false;

Here is the online demo. http://jsfiddle.net/2HC6s/

A: Try this | demo
<form method="POST" id="question">
<input type=’radio’ name=’a’ value=’a’
id=’checkMe’ onclick="check()"/> a
<input type=’radio’ name=’a’ value=’b’
id=’checkMe1’ onclic
GPT Preference: Technology, Education, Others,
Lifestyle, Science, Community, Health, Finance,
Politics, Law, Relationships, Entertainment
Clustering Topic: Technology

Figure 8: Second case with hitting Top-1 GPT Prefer-
ence.
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Upsampled Topic ARC-E ARC-C SciQ Average

Random 56.99 27.73 89.60 58.11

Technology 58.08 28.33 89.50 58.64
Science 64.18 31.74 90.00 61.97
Politics 57.87 27.30 90.00 58.39
Health 58.71 28.41 89.40 58.84
Lifestyle 58.54 29.09 89.80 59.14
Law 57.24 27.13 90.00 58.12
Entertainment 57.03 27.56 89.10 57.90
Education 59.51 29.18 89.80 59.50
Relationships 58.41 28.41 89.80 58.87
Finance 57.11 27.47 89.40 57.99
Community 57.26 27.47 88.90 57.88
Others 58.33 26.62 90.20 58.38

Table 7: Full downstream tasks results of continual pre-training in General Knowledge.

Upsampled Topic SIQA PIQA WinoGrande CommonsenseQA Average

Random 40.63 70.29 55.17 21.70 46.95

Technology 42.32 70.78 55.09 19.90 47.02
Science 41.45 69.85 55.72 18.92 46.49
Politics 41.91 70.08 56.99 19.90 47.22
Health 41.91 71.59 55.64 22.52 47.92
Lifestyle 41.45 72.58 55.32 18.92 47.07
Law 41.10 70.08 55.25 20.31 46.69
Entertainment 41.81 70.29 56.12 19.41 46.91
Education 42.02 69.64 55.80 19.41 46.72
Relationships 43.55 70.56 57.06 21.21 48.10
Finance 41.25 69.91 54.93 21.38 46.87
Community 41.35 70.18 55.33 21.38 47.06
Others 41.04 69.10 56.36 20.48 46.75

Table 8: Full downstream tasks results of continual pre-training in Commonsense Reasoning.
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Upsampled Topic RACE OpenbookQA Average

Random 33.01 32.20 32.61

Technology 32.34 32.20 32.27
Science 33.40 34.80 34.10
Politics 32.24 31.80 32.02
Health 32.63 33.60 33.12
Lifestyle 31.96 33.00 32.48
Law 33.40 34.60 34.00
Entertainment 32.73 31.80 32.27
Education 33.11 33.80 33.46
Relationships 33.01 33.20 33.11
Finance 33.11 32.60 32.86
Community 32.63 33.00 32.82
Others 33.88 33.20 33.54

Table 9: Full downstream tasks results of data mixing in Reading Comprehension.

ARC-E ARC-C SciQ Average

Uniform 52.44 26.20 84.90 54.52

RegMix-domain 51.81 25.60 83.90 53.77
RegMix-topic 51.26 26.71 85.20 54.39
Temperature-domain 51.18 25.94 83.80 53.64
Temperature-topic 53.87 27.30 85.70 55.62

↓ Entertainment 53.66 26.79 85.70 55.38
↑ {Science} 59.05 29.1 86 58.05
↑ {Science,Relationships,Health} 55.72 27.47 85.9 56.36

Table 10: Full downstream tasks results of data mixing in General Knowledge.

SIQA PIQA WinoGrande CommonsenseQA Average

Uniform 39.36 67.46 51.70 19.16 44.42

RegMix-domain 40.12 70.08 51.62 21.13 45.74
RegMix-topic 40.74 69.53 52.17 21.38 45.96
Temperature-domain 39.46 67.79 53.83 20.80 45.47
Temperature-topic 40.43 68.50 52.57 18.35 44.96

↓ Entertainment 39.92 68.44 52.09 22.28 45.68
↑ {Science} 38.69 66.81 51.78 20.39 44.42
↑ {Science,Relationships,Health} 40.07 69.53 52.96 22.36 46.23

Table 11: Full downstream tasks results of data mixing in Commonsense Reasoning.

RACE OpenbookQA Average

Uniform 21.34 28.80 25.07

RegMix-domain 20.96 29.80 25.38
RegMix-topic 23.16 29.40 26.28
Temperature-domain 22.11 29.40 25.76
Temperature-topic 24.11 31.20 27.66

↓ Entertainment 21.72 30.60 26.16
↑ {Science} 22.68 31 26.84
↑ {Science,Relationships,Health} 21.44 31.60 26.52

Table 12: Full downstream tasks results of data mixing in Reading Comprehension.

16



Text: CDs by various local artists, Art Glass by
Jeri Danzig, handmade Christmas Cards labels by
Holly Wayman.
Vital Signs hand block printed tops for adults and
baby tees, sweatshirts and onesies. Box interiors
include plush satin, gold leaf and shadow box trin-
kets.
A box disguised as a book, two Men’s dresser boxes
and the little one with the insides show above.
Leah Crosby – Upcycled Bicycle Tire Earrings!
Color Photographs of street scenes over a number
of decades.
Mixed media collage and paint, on canvas and
wood panel.
Handmade jewelry made from recycled bicycle
tires.
Color Photographs of the Vineyard.
Lathed bowls, plates, and gift boxes made from a
variety of Vineyard woods.
GPT Preference: Entertainment, Lifestyle, Com-
munity, Art, Others, Technology, Education,
Health, Science, Politics, Law, Financ"
Clustering Topic: Lifestyle

Figure 9: First case with hitting Top-3 GPT Preference.

Text: OPEC and Allies Are Said to Have Already
Cleared Oil Surplus
May 28, 2018 EnergyNow Media
May 27 by Wael Mahdi and Grant Smith
OPEC and allied oil producers including Russia
concluded that the crude market re-balanced in
April, when their output cuts achieved a key goal
of eliminating the global surplus.
The excess in oil inventories, which has weighed on
prices for three years, plunged in April to less than
the five-year average for stockpiles in developed
nations, according to people with knowledge of the
data assessed at the meeting of the Joint Technical
Committee of OPEC and other producers last week
in Jeddah, Saudi Arabia.
The re-balance is sure to be the focus of a tense
meeting between OPEC and its partners in the pro-
duction cuts when they meet in Vienna next month.
Top producers Saudi Arabia and Russia announced
last week that the suppliers may boost output in
the second half of the year. The trouble is, offi-
cials from several countries in the agreement, both
inside OPEC and outside, said they disap
GPT Preference: Politics, Finance, Community,
Technology, Science, Health, Others, Lifestyle, Ed-
ucation, Relationships, Law, Entertainment
Clustering Topic: Finance

Figure 10: Second case with hitting Top-3 GPT Prefer-
ence.
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Text:Home/May Court History
The May Court Club of Oakville is part of The
Association of May Court Clubs of Canada, the
first service club in Canada and founded in 1898
on the eve of May Day in Ottawa, Ontario. May
Court’s founder, Lady Isabel Aberdeen, the wife
of Canada’s then Governor General, was a truly
extraordinary woman. Lady Aberdeen had strong
ideas about the role of women in society. More im-
portantly she put her ideas into action. She was the
founder of the Council of Women and the Victorian
Order of Nurses (VON). To support these endeav-
ours, she then founded a women’s service club, The
May Court Club. Over a century later, May Court
Clubs have grown to more than 1,500 volunteer
women located in nine Ontario cities driven by the
same spirit and passion for making a difference in
the communities they serve.
GPT Preference: Community, History, Lifestyle,
Politics, Education, Health, Entertainment, Sci-
ence, Technology, Finance, Law, Others
Clustering Topic: Politics

Figure 11: First case without hitting Top-3 GPT Prefer-
ence.

Text:With a national tour footprint consisting of
18 live events on the schedule for 2019, Goodguys
Giant Car Shows are a great way to expose your
company’s products and services to the loyal and
affluent Goodguys marketplace. Our all-inclusive
"You Gotta Drive ’Em" event culture brings to-
gether classic hot rodders and late model automo-
tive enthusiasts from all walks of life in a face-to-
face, fun and entertaining festival environment that
has been delivering ROI for our business partners
since 1983!
Don’t hesitate, reserve your spot in a show near
you today.
GPT Preference: Entertainment, Community,
Lifestyle, Technology, Finance, Others, Education,
Health, Politics, Science, Relationships, Law
Clustering Topic: Finance

Figure 12: Second case without hitting Top-3 GPT Pref-
erence.
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