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Abstract

Fairness is the key to addressing bias in anatomical landmark point detection. Exist-
ing methods tend to ignore individual identity information, resulting in significant bias
exhibited between different age groups and genders. Moreover, current studies mainly fo-
cus on improving the accuracy of models and lack the dynamic optimisation mechanism
of fairness, resulting in the bias problem not being solved effectively. To this end, we
propose an anatomical landmark detection network that integrates Identity features and
Fairness OPtimization (IdFOPNet). This method leverages a prototype network to de-
tect landmarks by comparing image features with a set of global landmark prototypes.
To enhance model fairness, we introduce the Identity Attention mechanism, incorporat-
ing identity information as prior knowledge into the detection process. Additionally, we
design a penalty-based gradient modulation strategy to dynamically suppress the model’s
over-reliance on specific biased information during training. We evaluate the IdFOPNet on
the CephAdoAdu and Hand X-Rays datasets. Extensive experimental results demonstrate
that our method outperforms SOTA approaches in anatomical landmark detection across
different ages and genders, and stays fair as well.

Keywords: Anatomical landmark detection, Identity attention mechanism, Fairness op-
timization, Penalty-based gradient modulation.

1. Introduction

Anatomical landmark detection (ALD), a fundamental task in medical image analysis widely
used in clinical diagnosis, surgical planning, and treatment evaluation (Zhou et al., 2019;
Chiras et al., 1997), provides reliable anatomical references for clinicians, facilitating auto-
mated diagnosis and personalized treatment (Wang et al., 2015).Recent advances in deep
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Figure 1: The architecture of IdFOPNet. The network integrates identity features and
fairness optimization to address biases in anatomical landmark detection.

learning have significantly improved ALD performance, with methods such as convolutional
neural networks for landmark regression (Oh et al., 2020), two-stage networks for enhanced
detection (Jiang et al., 2022), and models incorporating anatomical prior knowledge (Zhou
et al., 2024). However, these methods often exhibit inherent biases when applied to diverse
populations, such as children or female patients, due to significant anatomical variations
(Tian et al., 2025). Addressing these biases, that is, ensuring fairness in ALD, is crucial for
reliable clinical applications.

In recent years, researchers have developed methods (Luo et al., 2024a,b) to improve the
fairness of deep learning models and mitigate algorithmic bias in medical imaging. These
methods largely rely on an implicit assumption that training and testing data distribu-
tions remain consistent. However, this assumption often fails in real medical scenarios.
For example, when models trained on one type of imaging data are directly deployed on
another, performance and fairness often deteriorate significantly due to domain-shift issues.
To address these domain shift challenges, domain adaptation (Zhao et al., 2018) and domain
generalization (Qiao et al., 2020) have emerged as two core methodological approaches in re-
cent research. Domain adaptation, particularly unsupervised domain adaptation, improves
model generalization to new domains by using labeled source domain data and unlabeled
target domain data. In contrast, domain generalization assumes that target domain data
are unavailable during training and relies solely on source domain data to enhance model
applicability in unseen domains (Li et al., 2020). Although these methods have significantly
improved cross-domain accuracy, they largely overlook a critical fairness issue: ensuring fair
predictions across different population groups during domain transfer to avoid potential dis-
crimination.

In the field of medical imaging landmark detection, we are the first to conduct research
on fairness and bias mitigation. Therefore, we analyze the main problems regarding fair-
ness in ALD: Problem 1: Individual identity information. Existing methods typically
overlook individual identity information, which can provide powerful prior knowledge for
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model learning. For example, in cephalometric analysis, adult subjects generally exhibit
clear cranial structures and regular tooth alignment. However, adolescents’ anatomical
structures often show complex and dynamic morphological changes due to unerupted teeth
and mixed dentition states. These significant individual differences can lead to substan-
tial landmark detection bias, especially in cross-population scenarios. Moreover, ignoring
identity information makes it difficult to effectively capture these subtle but important
feature differences, limiting the model’s generalization capability. Problem 2: Fairness
optimization mechanism. An intuitive prior is that when models exhibit bias across dif-
ferent populations, they should be able to identify and intervene in a timely manner, thus
guiding the model back to a reliability track. However, current research focuses more on
improving overall model accuracy while neglecting the dynamic optimization mechanism
for fairness. This amplifies bias issues during the training phase, compromising fairness.

To this end, we propose an ALD method that integrates Identity features and Fairness
OPtimization (IdFOPNet). The overall approach is illustrated in Figure 1. This method
employs a prototype network that performs landmark detection by comparing image features
with a set of global landmark prototypes. The network precisely aligns landmark proto-
types with input features through an attention mechanism and extracts global landmark
prototypes from numerous training samples. Additionally, a mask-based mining strategy is
adopted to explore anatomical relationships between landmarks, further improving detec-
tion accuracy. To enhance model fairness, we introduce an Identity Attention mechanism
(Address Problem 1 ) that injects identity information as prior knowledge into the land-
mark detection process. This module effectively models feature differences across diverse
populations, thereby improving the model’s applicability to diverse groups and mitigating
bias issues stemming from individual differences. During the learning process, with our pre-
posed penalty-based gradient modulation strategy (Address Problem 2 ) to dynamically
suppress the model’s over-reliance on specific bias information, the model can actively cor-
rect potential biases during the training phase. We evaluate our proposed method on two
datasets: CephAdoAdu (Wu et al., 2024) and Hand X-Rays (Payer et al., 2019). Further-
more, we introduce a novel fairness metric specifically tailored to ALD. Extensive exper-
imental results demonstrate that IdFOPNet outperforms existing state-of-the-art (SOTA)
approaches in ALD across different age groups and genders, achieving fairer predictive per-
formance across different populations and domains.

2. Methodology

In this paper, the fairness-based ALD task primarily involves datasets consisting of image-
label pairs, denoted as (x, y), where x ∈ RH×W represents an anatomical localization image
of size H ×W , and y ∈ {0, 1}K×H×W represents K binary ground truth landmark maps.
In each landmark map, only one position is annotated as a landmark point, satisfying∑

yk,:,: = 1. Following existing methods, we convert the sparsely distributed landmark

maps into K landmark heatmaps Hk = Gaussian (yk) ∈ RH×W for model training, and
apply a Gaussian smoothing strategy to process the heatmaps.
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2.1. Overview

The overall pipeline of IdFOPNet is illustrated as shown in Figure 1. For the input
anatomical localization image x, we employ U-Net (Ronneberger et al., 2015) as the
network backbone fθ to extract multi-level high-resolution feature maps {F1, F2, F3},
where F1 ∈ RH/4×W/4×D1 , F2 ∈ RH/2×W/2×D2 , and F3 ∈ RH×W×D3 . To precisely
detect sparsely distributed landmarks, these feature maps are upsampled to the origi-
nal resolution of the input image and concatenated to form a composite feature map
F = concat (up (F1) , up (F2) ,up (F3)) ∈ RH×W×D, where D = D1 + D2 + D3, and up(·)
denotes the upsampling operation. To enhance model fairness, we introduce an Identity At-
tention mechanism that injects identity information as prior knowledge into the landmark
detection process (refer to Section 2.2 for more details).

To capture landmark features more effectively, following (Wang et al., 2023; Wu et al.,

2024), we create instance-level landmark prototypes Pins = {pinsk }Kk=1 for each training image
x, where pinsk ∈ R1×1×D is computed as:

pinsk =

∑
i,j Hk (i, j) · F (i, j)∑

i,j Hk (i, j)
, (1)

However, instance-level prototypes only consider single image information(Yao et al.,

2021). Therefore, we estimate holistic prototypes Phol = {pholk }Kk=1 in real-time from nu-
merous training samples by minimizing the differences between instance-level prototypes:

Lalign =
1

K

K∑
k=1

∥pinsm,k − pinsn,k∥22, (2)

where pinsm,k and pinsn,k represent the k-th instance-level prototypes for images xm and xn in
mini-batch B, respectively. To utilize anatomical dependencies between landmarks, a pro-
totype relationship mining method based on masked instance prototypes is applied. After
generating instance prototypes Pins, some prototypes are randomly masked and replaced
with zeros, and landmark position embeddings are introduced as position indicators. The
reconstruction process is supervised by the original prototypes:

Lmine =
K∑

k=1

∥p̂insk − pinsk ∥22, (3)

where p̂insk is a reconstructed prototype in P̂ins, and pinsk is the corresponding original proto-

type in Pins. Here, P̂ins = MSA(mask(Pins)
⊕

MLP(ȳ)), ȳ ∈ RK×2. By computing the dot
product between feature map F and each prototype pholk , we obtain K similarity maps, for-
mulated as: Sk = pholk ·F ∈ RH×W . Landmark detection prediction is achieved by selecting
the position with the highest similarity in Sk. During model training, we employ standard
regression loss to supervise ALD:

Lreg =
1

K

K∑
k=1

∥Sk −Hk∥22, (4)

where Hk is the heatmap of the k-th ground truth landmark. The overall optimization
objective is defined as:

Ltotal = Lreg + λ1Lalign + λ2Lmine, (5)
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where λ1 and λ2 are hyperparameters controlling the weights of different loss terms.
Throughout the learning process, we employ a penalty-based gradient modulation pro-
cess to prevent learning certain biased information (refer to Section Section 2.3 for more
details).

2.2. Fair Identity Attention Module

To address bias issues arising from anatomical complexity and individual differences, we pro-
pose an identity-based attention mechanism that considers demographic attributes. Figure
1 illustrates the module’s architecture. Input images and attribute labels are processed
through embedding layers, generating input embeddings Fi ∈ Rni×di and attribute em-
beddings Fa ∈ Rna×da , where ni, na are feature lengths and di, da are dimensions. Po-
sition embeddings P are added to generate attention keys K = Wk(Fi + P ) ∈ Rni×di

and values V = Wv(Fi + P ) ∈ Rni×di . Attribute embeddings Fa and P generate queries
Q = Wq(Fi + P ) ∈ Rna×da .

The similarity matrix is computed via dot product of Q and K, then multiplied by V
to extract task-relevant features:

IDFairAttention(Q,K, V ) = softmax

(
Q ·KT

√
d

)
· V, (6)

where d is a scaling factor. Residual connections preserve input integrity,with normalization
and MLP layers applied before the final residual output.

The Fair Identity Attention mechanism improves model performance and fairness by
explicitly considering demographic attributes like gender, race, and ethnicity. Its modular
design allows seamless integration into existing networks without structural adjustments.

2.3. Penalty-Based Gradient Optimization Strategy

We design a penalty-based gradient modulation strategy to dynamically suppress bias re-
liance (Winterbottom et al., 2020). This mechanism corrects biases during training by: (1)
using UNet to regress encoded features Fi for identity classification; (2) calculating weights
for attribute layers based on inconsistency ratios; and (3) adaptively controlling gradient
optimization—applying penalties for biased attributes while maintaining conventional gra-
dient descent when contributions are balanced.

For convenience, we denote the training dataset as D = {xi, yi}i=1,2,...,N . Each xi
contains feature maps from different attributes (e.g., age or gender). We define UNet’s
encoder as φ (θ), where θ represents the encoder’s parameters. Then we let W ∈ R1×dφ

and b ∈ R1 represent the parameters of the final linear classifier (regressing to attribute
categories). The logits output of the linear classification layer in UNet’s encoding layer is
as follows:

f(xi) = WFi + b ∈ Rdout . (7)

A complete gradient estimate g̃ (θut ) is defined as:

g(θmt ) =
1

m

∑
x∈Bt

∇θuL(x; θmt ), (8)
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where Bt is a mini-batch of size m at step t. Considering gradient propagation for different
identity attributes, we design an inconsistency ratio for penalty-based gradient modulation.
We define:

s
aj

i =

M∑
k=1

1k=yi
· softmax

(
W

aj

t · φaj

t

(
θaj , x

aj

i

)
+

b

2

)
k

(9)

ρut =

{
smi /min(sa1i , sa2i ) i ∈ Bt, s

m
i = min(sa1i , sa2i )

0 others
(10)

Here, different attributes serve as numerator and denominator respectively. Using ρut to
dynamically monitor contribution differences between identity statistical feature patterns,
we can adaptively modulate gradients through kut :

kut =

{
1− tanh(m · ρut ) ρut > 1

1 others
(11)

To escape local minima, a simple but effective generalization enhancement (GE) method
is introduced, which adds randomly sampled Gaussian noise h (θut ) ∼ N

(
0,Σsgd (θut )

)
to

the gradient. Overall, the specific update method is as follows:

θut+1 = θut − ηkut (g(θ
u
t ) + h(θut )). (12)

3. Experiment

3.1. Datasets and Metrics

Datasets: We validate our method using two public datasets: CephAdoAdu (Wu et al.,
2024) is a cephalometric dataset designed to study the fairness impact of age differences.
It includes 700 head X-ray images, evenly split into 350 adult and 350 adolescent images,
with significant visual differences between the two groups. Each image is annotated with
10 landmarks by dental experts. The dataset is divided into 400 training images and 300
testing images. All images are resized to 1024x1024 for consistency, with an image spacing
of 0.1mm. Hand X-Rays (Payer et al., 2019) is used to study the fairness impact of gender
differences. It contains 895 X-ray images, each annotated with 37 hand landmarks. Images
are resized to 1024x1216 and split into a 75% training set and a 25% testing set. Due to the
lack of spacing information, we assume a distance of 50mm between the two wrist endpoints
to estimate actual landmark distances, consistent with previous studies.

Metrics: Building on earlier discussions, we employ two commonly used metrics to
evaluate model performance: 1) Mean Radial Error (MRE), which calculates the average
Euclidean distance between predicted landmarks and ground truth landmarks; 2) Successful
Detection Rate (SDR), defined as the percentage of landmarks accurately detected within a
certain distance range from the ground truth landmarks; 3)Radial Error Noise (REN)-
A novel fairness metric specifically designed to evaluate fairness in the field of ALD. REN
measures the variability of model performance across different data distributions by calcu-
lating the difference between the MRE of each dataset and the overall average MRE. The
specific formula is as follows:

REN =

∑n
i=1 ωi|MREi −

∑n
i=1 ωiMREi∑n

i=1 ωi
|∑n

i=1 ωi
, (13)

where MREi and ωi denote the MRE value and the weight of the i-th datasets. A smaller
REN value indicates more stable performance and higher fairness, while a larger value
suggests potential bias towards specific data distributions and lower fairness.
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Table 1: Cephalometric ALD results with both adult and adolescent cases, only adult cases, and
only adolescent cases, respectively.

Methods
Adult + Adolescent Adult Adolescent

REN ↓(mm)MRE ↓
(mm, std.)

SDR (%) ↑ MRE ↓
(mm, std.)

SDR (%) ↑ MRE ↓
(mm, std.)

SDR (%) ↑
2mm 2.5mm 3mm 4mm 2mm 2.5mm 3mm 4mm 2mm 2.5mm 3mm 4mm

Cascade RCNN 2.31 (0.94) 61.47 73.20 81.13 90.77 2.19 (0.97) 59.93 72.13 80.47 90.80 2.43 (0.94) 63.00 74.27 81.80 90.73 0.080
SCN 1.73 (1.06) 82.97 90.40 93.37 96.57 1.40 (0.48) 82.07 91.20 94.33 97.33 2.05 (1.70) 83.87 89.60 92.40 95.80 0.218
GU2Net 1.69 (0.91) 80.33 88.13 91.47 95.57 1.46 (0.50) 80.27 88.80 92.07 96.33 1.93 (1.35) 80.40 87.47 90.87 94.80 0.158
SR-UNet 1.40 (0.93) 87.17 91.91 94.31 96.70 1.13 (0.89) 86.18 91.25 94.03 97.33 1.55 (1.87) 87.73 91.73 94.13 96.40 0.153
HTC 1.11 (1.08) 88.36 91.94 94.43 97.10 1.11 (1.09) 85.60 91.80 94.31 97.43 1.03 (1.07) 91.10 94.31 96.33 98.73 0.036
CeLDA 1.05 (0.33) 89.13 93.60 96.17 98.67 1.10 (0.37) 88.33 92.93 96.20 98.80 1.00 (0.34) 89.93 94.27 96.13 98.53 0.033
HYATT-Net 0.98 (0.33) 88.43 93.00 95.13 98.00 1.00 (0.70) 85.53 91.20 94.00 97.53 0.85 (0.95) 91.33 95.00 96.90 98.33 0.062
Ours 0.91 (0.30) 89.90 93.97 96.20 98.40 0.93 (0.31) 89.97 93.73 96.60 98.87 0.90 (0.31) 91.93 95.30 96.90 98.93 0.011

3.2. Implementation Details

Input images are resized to 512 × 512 and augmented with random brightness, contrast,
and Gaussian noise variations. The model is trained for 150 epochs, with an initial learning
rate of 0.001, reduced by 0.1 every 50 epochs. In equation (5), λ1 and λ2 are set to 1.0 and
3.0, respectively. All implementations use PyTorch and are trained on an NVIDIA H100
GPU with 80GB memory.

3.3. Comparison with SOTA Approaches

As shown in Table 1, IdFOPNet demonstrates outstanding performance on the
CephAdoAdu dataset, achieving an average MRE of 0.91mm. This represents reductions
of 0.07mm (over 7%) and 0.14mm (over 15%) compared to the previous SOTA methods
HYATT-Net (Zhou et al., 2024) and CeLDA (Wu et al., 2024), respectively. CeLDA out-
performs earlier general models (Payer et al., 2019; Cai and Vasconcelos, 2018; Zhu et al.,
2021; Wu et al., 2023; Ao and Wu, 2023), such as GU2Net, and other SOTA methods like
HTC (Viriyasaranon et al., 2023). Furthermore, we report results separately for adolescent
and adult data. Across different age groups, our method exhibits excellent performance,
achieving MREs of 0.93mm for adolescents and 0.90mm for adults. Additionally, SDR im-
proves across all thresholds, with the SDR within 2mm for adults increasing from 88.33%
to 99.97%. In terms of the fairness metric, our approach exhibits a markedly reduced REN
value in comparison to prior methods. This underscores a significant mitigation in fairness
for ALD, thereby ensuring a more robust and fair performance.This further illustrates that
addressing fairness issues with IdFOPNet can substantially enhance overall performance,
enabling the model to learn common features across different demographics while minimiz-
ing biases towards specific groups.

In the experiments on the hand dataset, we conduct a comprehensive comparison
with the current SOTA method, HYATT-Net, as well as other approaches such as HTC
(Viriyasaranon et al., 2023), CeLDA (Wu et al., 2024), GU2Net (Zhu et al., 2021), and
FARNet (Ao and Wu, 2023). The results in Table 2 indicate that our method outperforms
all others across all evaluation metrics. Our MRE is only 0.51mm, representing reductions
of 0.02mm compared to HYATT-Net and 0.15mm compared to FARNet. The SDRs at
thresholds of 2mm and 4mm reach 97.16% and 99.76%, respectively, showing significant
improvements.

7



Zhao Ye Bian Wu Kevin Zhou

Figure 2: Visualization of ablation experiments. (a) Our method outperforms others in Landmark
detection. (b) Neural activations differ for adults and adolescents under the identity
attention mechanism, showing its effectiveness. (c) The fairness optimization strategy
improves performance and accelerates convergence.

Table 2: MRE and SDR on Hand X-Rays.

Methods
MRE ↓

(mm, std.)
SDR (%) ↑

2mm 4mm 10mm

GU2Net 0.63 (1.36) 96.01 99.39 99.98
SCN 0.66 (0.74) 94.99 99.27 99.99
FARNet 0.67 (0.74) 95.65 99.58 99.99
CeLDA 1.05 (0.33) 95.26 99.40 99.99
HTC 0.56 (0.58) 96.84 99.63 100.00
HYATT-Net 0.53 (0.56) 97.09 97.70 100.00
Ours 0.51 (0.54) 97.16 99.76 100.00

Table 3: Ablation analysis for our IdFOPNet.

Methods
MRE ↓

(mm, std.)
SDR (%) ↑

2mm 2.5mm 3mm 4mm

CeLDA 1.05 (0.33) 89.13 93.60 96.17 98.67
HYATT-Net 0.98 (0.33) 88.43 93.00 95.13 98.00

w/o ID Attention 0.95 (0.30) 89.87 93.93 96.19 98.45
w/o Fair OP 0.99 (0.33) 89.18 93.08 96.09 98.48

Ours 0.91 (0.30) 89.90 93.97 96.20 98.40

3.4. Analytical Ablation Studies

Ablation studies on the CephAdoAdu dataset (Table 3) show that IdFOPNet outperforms
baselines (CeLDA and HYATT-Net) across all metrics. Removing Fair OP reduces per-
formance to CeLDA levels, highlighting its role in balancing accuracy and bias reduction.
Without ID Attention, MRE increases from 0.91mm to 0.95mm, and SDR (2mm) drops
from 89.90% to 89.87%, confirming its effectiveness in leveraging identity information for
consistent performance across age and gender. These results underscore the importance
of integrating Fair OP and ID Attention for improved accuracy, fairness, and robustness,
further validated by visualizations in Figure 2.

4. Conclusion

This work proposes IdFOPNet, an ALD method that integrates identity features and fair-
ness optimization. The method leverages a prototype network to detect landmarks by
comparing image features with global landmark prototypes. To address fairness challenges,
it introduces the Identity Attention mechanism, incorporating identity information as prior
knowledge, and uses a penalty-based gradient modulation strategy to dynamically reduce
model bias during training. Extensive evaluations on the CephAdoAdu and Hand X-Rays
datasets show that IdFOPNet outperforms state-of-the-art methods, improving both accu-
racy and fairness across different age groups and genders.
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