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ABSTRACT

In multi-dimensional attribute combination training for LLMs, the dimension con-
flict is an unavoidable issue. Since each token can have different influences on dif-
ferent dimensions, applying token-level supervision across multiple dimensions is
a potential method to mitigate dimension conflicts. However, the difficulty in
obtaining token-level supervision signals across multiple dimensions through an-
notation has hindered further investigation into supervision methods. In this work,
we experimentally validate the impact of dimension conflicts on LLM training and
propose a method for applying token-level supervision for multi-dimensional at-
tribute combination training. This method establishes token-level connections be-
tween the trained model and attribute models using token sequences generated by
the trained model for optimization, and controls the optimization process through
entropy-based weight calculation, without requiring any additional token-level an-
notations or external models. This method effectively improves multi-dimensional
performance and provides new insights into the investigation of token-level super-
vision for multi-dimensional attribute combinations.

1 INTRODUCTION

The evaluation of responses from large language models (LLMs) typically depends on a combination
of attributes across multiple dimensions, such as instruction-following, helpfulness, truthfulness,
honesty, etc. There are two ways to consider multi-dimensional attributes in LLM response quality
scoring datasets: (1) explicitly consider multiple dimensions, score each dimension separately, and
a weighted average comprehensive score can be obtained (Wang et al., 2024c); (2) directly provide
a comprehensive score that implicitly considers multiple dimensions (Wang et al.,[2025b)). Whether
considering multiple dimensions of attributes explicitly or implicitly, the supervisory signals ulti-
mately used to train LLMs are usually sample-level scores.

When training LLMs using sample-level overall scores as supervision signals, considering combi-
nations of attributes across multiple dimensions inevitably leads to dimension conflicts (Li et al.,
2025b). For example, when applying direct preference optimization, for two responses to the same
prompt, the overall quality score may be consistent with the preferences of certain attribute dimen-
sions and inconsistent with those of other attribute dimensions. In this case, training on this pair of
responses may have a negative impact on attribute dimensions with inconsistent preferences. One
major issue with this conflict is that the overall quality score is used uniformly as a supervisory sig-
nal for each token, without considering that a token may have different effects on different attribute
dimensions. One possible way to mitigate conflicts is to use token-level supervision signals (Ab-
din et al., |2024) to assign different optimization directions to different dimensions for each token.
However, the main obstacle to implementing such token-level supervision is that token-level super-
vision signals for multiple attribute dimensions are difficult to obtain through direct annotations.
To address this issue, we need to investigate token-level supervision methods that do not require
additional token-level annotations for multi-dimensional attribute combinations. In this paper, we
conduct our investigation according to the following outline:

* We demonstrate the dimension conflict issue through data statistics on UltraFeedBack, a response
scoring dataset that explicitly considers multiple dimensional attributes. Based on this dataset, we
conduct preliminary experiments using overall scoring and single-dimensional attribute scoring



Under review as a conference paper at ICLR 2026

as supervisory signals and demonstrate the impact of dimension conflicts on LLM training. The
experimental results provide inspiration for the draft of our proposed method.

* We propose a training method for token-level supervision of multi-dimensional attribute combi-
nations. This method is based on the overall model (from overall quality scoring) and attribute
models (from single-dimensional attribute scoring) obtained in preliminary experiments. It uses
the token sequences generated by the overall model to establish a token-level connection between
the overall model and the attribute models for optimization, and controls the optimization process
using entropy as the basis for weight calculation. The token-level supervision of this method does
not require any additional token-level annotations or external models.

* We experimentally validate that our proposed method can effectively improve performance across
multiple dimensions. Through further experiments, we validate the rationality of decoding strat-
egy during training and introducing hyperparameters for dimension differentiation in weight cal-
culations using entropy, and investigate the tendencies of different models toward hyperparameter
selection. The experimental results provide new insights into token-level signal establishment and
the utilization of entropy in token-level supervision of multi-dimensional attribute combinations.

2 PRELIMINARY EXPERIMENTS

2.1 TRAINING DATASET

The dataset we used for training is UltraFeedBack (Cui et al.,[2023), a large-scale, multi-dimensional
response quality scoring dataset. UltraFeedBack contains 63,967 prompts from diverse resources
and four different responses for each prompt. For each response, UltraFeedBack provides scores for
four dimensions: instruction-following, helpfulness, truthfulness, and honesty. In addition, Ultra-
FeedBack provides two types of overall quality scoring for each response:

* Fine-grained score (FG). The average score of attributes in four dimensions, explicitly consid-
ering multi-dimensional attributes.

* Overall score (OA). The score given for the overall quality of the response, implicitly considering
multi-dimensional attributes.

We conduct statistics on UltraFeedBack to demonstrate potential dimension conflict issues. For two
responses A and B under the same prompt, assume that the overall quality scores are g4, g5. We
define ¢ = g4 — qp as the preference provided by the overall quality scores: ¢ > 0 indicates a
preference for A, ¢ < 0 indicates a preference for B, and ¢ = 0 indicates no preference. Similarly,
we have single-dimensional scores s, sp and the preference s = s4 — sp. There are four pos-
sible relationships between preferences provided by overall quality scores and single-dimensional
scores: consistent (¢ - s > 0), both non-preferential (¢ = 0,s = 0), conflicting (¢ - s < 0),
and one non-preferential (¢ - s = 0,q + s # 0). For each pair of overall quality scoring and single-
dimensional scoring, we calculate the proportions of the four types of relationships, and the statistics
are shown in Figure[T] We find that conflicting relationships are common in any pair, accounting for
approximately 30% to 40% of cases. In addition, one non-preferential relationship with potential
inconsistencies also accounts for more than 20% cases in any pair.

2.2 EVALUATION BENCHMARKS

We select the following datasets to evaluate the multi-dimensional attributes and comprehensive
capabilities of the trained LLMs:

¢ TruthfulQA. TruthfulQA (Lin et al.,|2022) is a benchmark to measure whether an LLM is truth-
ful in generating answers to questions. The benchmark comprises 817 questions that span 38
categories, including health, law, finance and politics. We report MC1 (accuracy when there is
a single true answer) and MC2 (normalized total probability assigned to the set of true answers
when there are multiple correct answers) on this benchmark as a measure of truthfulness of LLMs.

e IFEval. IFEval (Zhou et al.l 2023) is a straightforward benchmark for evaluating the instruction-
following ability of LLMs. The benchmark contains 25 types of verifiable instructions and around
500 constructed prompts, each containing one or more instructions. We report Strict Accuracy



Under review as a conference paper at ICLR 2026

FG - helpfulness FG - honesty FG - instruction-following  FG - truthfulness
I L 1 L 1 I
1 ] | I 1 I 1 I
0 20 40 0 20 40 0 20 40 0 20 40

OA - helpfulness OA - honesty OA - instruction-following ~ OA - truthfulness
I L 1] L 1 L 1
= ] = ] = ] |

] ] | ]
0 20 40 0 20 40 0 20 40 0 20 40
[ Consistent [ Both Non-preferential [ Conflicting [ One Non-preferential

Figure 1: The proportion (%) of the four preference relationships for each pair of overall quality
scoring and single-dimensional scoring on UltraFeedBack.

(the proportion of LLMs’ raw outputs that follow the instructions) on this benchmark as a measure
of instruction-following of LLMs, including Prompt-level Strict Accuracy (PSA) and Instruction-
level Strict Accuracy (ISA).

* BeHonest. BeHonest (Chern et al, [2024) is a benchmark designed to comprehensively measure
the honesty of LLMs, and the two scenarios in the Self-Knowledge aspect can be used to evaluate
honesty and helpfulness of LLMs, respectively. Scenario 1 contains 5,284 unanswerable ques-
tions. The refusal rate (RR) of LLMs is used as a measure of honesty. Scenario 2 contains 4,579
questions. The modified self-knowledge rate (SKR) of LLMs, i.e., the ratio of providing helpful
answers, serves as a measure of helpfulness.

* BBH. BBH (Suzgun et al., 2023) is a subset of 23 challenging tasks from the BigBench dataset
to evaluate LLMs. We report the normalized accuracy across all subtasks on this benchmark as a
measure of the comprehensive capabilities of LLMs.

* MMLU-Pro. MMLU-Pro (Wang et al., 2024b) is a refined version of MMLU and is a challenging
multi-task natural language understanding benchmark. We report accuracy on this benchmark as
a measure of the comprehensive capabilities of LLMs.

2.3 SETTINGS AND RESULTS

The LLMs we experiment with include Qwen2.5-7B-Instruct (Yang et al.| 2024) and Llama-3.1-
8B-Instruct (Dubey et al., 2024). The training method we used in the preliminary experiments
is the vanilla DPO (Rafailov et al., 2023), which directly optimizes preferences based on positive
and negative sample pairs. We use four single-dimensional attribute scoring and two types of overall
quality scoring as selection criteria. For two different responses under one prompt, if the scores used
as selection criteria are different, the sample with the higher score is used as the positive sample,
and the sample with the lower score is used as the negative sample, forming a pair of samples for
training. To prevent overlap between the training set and the evaluation benchmark, we remove the
prompts from TruthfulQA in the training dataset and the questions from FalseQA in the BeHonest
evaluation benchmark.

The experimental results are shown in Table[I} We find that models trained using single-dimensional
attribute scoring (hereinafter referred to as attribute models) may perform well in specific dimen-
sions but poorly in some others. Training models using overall quality scores does not always
integrate the advantages of single-dimensional attribute scoring in specific dimensions, which is re-
flected in the fact that the single-dimensional or comprehensive performance of the trained models
does not always rank high when compared with that of attribute models (although there is mostly an
improvement in performance compared with the original model). Compared with the fine-grained
score that explicitly considers multiple dimensions, the overall score that implicitly considers mul-
tiple dimensions shows greater performance issues in single-dimensional evaluation. The results
demonstrate performance issues caused by dimension conflicts and motivate us to consider token-
level supervision based on attribute models to improve the overall model.
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Table 1: The results of preliminary experiments. The rows with bold model names report the per-
formance of the original model, and the following rows report the performance after DPO based
on the original model, using the corresponding scoring as the sample pair selection criteria. For
fine-grained score and overall score, the numbers in the subscripts indicate the ranking of the per-
formance when compared with the previous five performances (including the performances of the
original model and the four models trained with single-dimensional attribute scoring).

Truthful QA IFEval BeHonest
MC1 MC2 PSA ISA RR SKR PBH M-P
Qwen2.5-7B-Instruct 4749 6293 7098 7890 36.48 30.77 53.62 4299

Helpfulness 50.67 6491 71.16 79.02 36.74 3138 5391 43.18
Honesty 52.02 65.69 7227 79.74 41.13 3121 5381 43.14
Instruction-following 4994 6396 72.64 80.34 3451 30.88 5372 4322
Truthfulness 52.14 65.77 7246 80.22 41.68 30.36 5393 43.08
Fine-grained score 52.754y 65.87qy 71.90y, 79.624 39.71, 31.14, 53.83, 43.07,
Overall score 51.535 65.205, 70.79¢ 78.546 39.333) 30.975 54.28(;, 43.200,
Llama-3.1-8B-Instruct  40.51 5497 73.38 81.41 60.23 43.09 50.62 37.83
Helpfulness 48.84 6253 72.09 79.74 61.44 4566 51.05 38.72
Honesty 49.82 6444 7375 80.82 68.07 4422 51.15 38.00
Instruction-following 4553 6042 7542 8237 56.86 43.66 50.84 38.54
Truthfulness 49.69 64.40 7357 8094 7223 4350 50.60 38.07
Fine-grained score 51.41 65.104) 74.31,) 81414, 67.295, 44.68,) 51.354 38.22
Opverall score 47.614 62.633, 72.83 80.58;5, 65.89, 44.14;3, 50.794, 38.024
3 METHOD

In this section, we propose a training method for multi-dimensional attribute combinations based on
preliminary experiments. This method aims to perform multi-dimensional supervision at the token
level without requiring additional token-level annotations or external models.

3.1 METHOD FORMULATION

The trained model 6 is initialized as the model obtained from training with overall quality scores
in preliminary experiments. 6y (k = 1,2,...,n) refer to the n attribute models obtained from
training with single-dimensional attribute scores in preliminary experiments. For a training sample,
a prompt p is selected from the same training dataset as in preliminary experiments, and a token
sequence t with |t| tokens is generated by 6 using greedy decoding based on the prompt p. The
training objective is to minimize the following loss function:

[t] n

1 To(; St
£0:p) =3 S ws - b log?( TP 1)

i=1 k=1 o, (ti | P, t<i)

The weight wy, ; is unique to each attribute model 6, and determines whether to optimize based on
that attribute model and the strength of the optimization for that token. The weight calculation is
based on the entropy of the generated token distribution:

Hi(m) = — Z m(ti | pyt<i)logm(t; | p,t<i) 2
veV

where V is the token vocabulary. The weight is calculated using the following formula:

> 7 H;
Wk,i = HLXP((Y ,(7T9k)) . lg.Hi(ﬂ-e ) > B-H(ms)
> i1 exp(a- Hi(mg,;)) R 2

3)

where a € (—o00,+00) and 8 € {+1,0,—1} are hyperparameters. For a training batch, the loss
is the sum of the losses for each sample divided by the sum of the token sequence lengths of each
sample.
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3.2 METHOD EXPLANATION

Why introduce the token sequence ¢ generated by 6? This is inspired by the on-policy distilla-
tion proposed by |Agarwal et al.| (2024), which trains the student model on its self-generated token
sequences by leveraging feedback from the teacher model on such sequences. For token-level su-
pervision methods for multi-dimensional attribute combinations of LLMs, we draw on the idea of
on-policy distillation, using token sequences generated by the trained overall model to establish
token-level connections between the overall model and the attribute models for optimization. How-
ever, unlike in distillation where a large-size model guides a small-size model, the trained overall
model in our proposed method is guided by multiple attribute models of the same size as it, and
thus it may not be appropriate to use KL divergence directly as an optimization objective to steer the
entire distribution towards the teacher model as in distillation.

What does the red part in Equation [I)mean? This part uses a form similar to the k2-estimator of
KL divergence. However, the token sequence generated based on 7y is not obtained through random
sampling but through greedy decoding, so this part cannot theoretically be regarded as an estimate
of the KL divergence. The objective of this part is not to directly reduce the KL divergence between
the token distributions of the trained model and the attribute models (as mentioned in the previous
question), but to target the token with the currently highest generation probability of the trained
model and and potentially bring its generation probability closer to that of certain attribute models.

Why introduce entropy as in Equation 2 In the exploration of reinforcement learning (RL) for
enhancing LLM reasoning, [Prabhudesai et al.| (2025)) use entropy as a confidence measure for the
reasoning process and perform unsupervised RL without external rewards by minimizing entropy.
Inspired by this, to enable supervision across different dimensions without the need for additional
token-level annotations or external models, we introduce the entropy of the trained overall model
and attribute models on the token distribution into the loss function. Unlike entropy-based RL,
entropy is not used as a direct optimization target in our proposed method, but rather to calculate
the coefficients that control the optimization process. In addition, we do not assume that the mag-
nitude of entropy has a specific relationship with the optimization direction, but rather allow for
experimentation with various relationships through hyperparameters.

What does the blue part of Equation 3 with the hyperparameter o« mean? This part determines
the weight distribution among attribute models, representing the selection of dimensions to be em-
phasized for this token. The absolute value of « (denoted as |«|) determines the degree of distinction
in weight distribution. The larger |«/| is, the more pronounced the difference in weight distribution
among dimensions with different entropies. The sign of o determines the direction of weight distri-
bution based on entropies, representing different perspectives on entropy utilization. When o < 0,
greater weights are assigned to dimensions with lower entropy, and it is assumed that dimensions
with higher confidence in token selection should be assigned relatively higher weight; when o > 0,
greater weights are assigned to dimensions with higher entropy, and it is assumed that dimensions
with more non-trivial token selection should receive relatively higher weight; when oo = 0, the same
weights are assigned to all dimensions.

What does the green part of Equation[3|with the hyperparameter 5 mean? This part determines
whether to include the corresponding dimension in the consideration based on the relationship be-
tween the entropy of the token on the trained model and the attribute model. Different signs of
B represent different perspectives on entropy utilization. When 5 = +1, only dimensions of at-
tribute models with entropy greater than the training model are considered, and it is assumed that
the trained model should be adjusted based on the dimensions exhibiting more non-trivial token
selections; when § = —1, only dimensions of attribute models with entropy less than the trained
model are considered, and it is assumed that the trained model should be adjusted based on dimen-
sions exhibiting greater confidence in token selections; when 8 = 0, all dimensions are included.

4 EXPERIMENTS

4.1 MAIN EXPERIMENT

We experiment with our proposed method using the Qwen2.5-7B-Instruct and Llama-3.1-8B-
Instruct models obtained from the preliminary experiments. We adopt the same evaluation settings
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Table 2: The results of the main experiment. Pre-Expr refers to the model in preliminary experiments
(Model-FG and Model-OA refer to models trained with the fine-grained score and the overall score,
respectively), and +Ours refers to the model trained with our proposed method. Apggrg denotes
the change in performance after training. Arank denotes the performance ranking (as described in
Table [T)) before and after training. We mark improvements in performance or ranking in red and
declines in performance or ranking in blue.

TruthfulQA IFEval BeHonest
MClI MC2 PSA ISA RR SKr ©BBH M-P
Pre-Expr  52.75 65.87 7190 79.62 39.71 31.14 53.83 43.07
+Ours 5349 66.45 7338 80.82 39.88 31.69 54.21 43.26

Qwen-FG 1074 +058 +148 +120 +0.17 +0.55 +038 +0.19
/ARANK 1—1 1-1 4—1 4—1 353 31 3—1 5—1
Pre-Expr 5153 6520 70.79 7854 3933 3097 5428 43.20
Qwen-0a  +OUIS 5251 6595 7172 79.50 3947 31.54 54.17 4322
Apgre 4098  +0.75 +0.93 +0.96 +0.14 +0.57 -0.11 +0.02
/ARANK 31 3—1 64 6—=4 353 3—1 1—-1 2—1
Pre-Expr 5141 65.10 7431 8141 6729 4463 5135 3822
LamaFG  TOurs 51.53 65.03 7449 81.65 6742 4473 5133 3835
Apgre +0.12 <007  +0.18 +024 +0.13 +0.05 -0.02 +0.13
/ARANK 1—1 1.1 22 22 323 22 1—=1 33
Pre-Expr 47.61 62.63 72.83 80.58 65.80 44.14 50.79 38.02
Llama.0p  +OUrs 4774 6264 7357 81.06 6599 4429 51.15 38.19

/\PERF +0.13  +0.01 +0.74 +0.48 +0.10 +0.15 +0.36 +0.17
/ARANK 4—4 3—-3 523 53 353 3-2  4—1 4—3

as in the preliminary experiments. In the main results we report, 3 = +1 is used for all models,
a = +10 is used for the Qwen model, and o« = —10 is used for the Llama model (see subsequent
sections for more related experiments). The results of the main experiment are shown in Table [2]
We find that our proposed method exhibits the following desirable properties:

General performance improvements. We find that our proposed method can generally improve the
performance of the model in both single-dimensional and comprehensive evaluations. For Qwen-
FG and Llama-OA, all evaluation performance metrics are improved. For Qwen-OA and Llama-OG,
except for some metrics that are previously ranked first when compared with the original model and
attribute models, all other evaluation performance metrics are improved.

Rising or stable performance rankings. We find that on all single-dimensional and comprehensive
evaluation benchmarks, the performance rankings of all trained models do not drop when compared
to the original model and attribute models. This holds true even for cases where the previous ranking
is first and Apgrr < 0. Except for Llama-FG, which previously has the highest average performance
ranking, the performance rankings of other models improve on at least half of the evaluation bench-
marks after training.

The potential to break the constraints of attribute models. Without introducing additional an-
notation information during training, the performance of the trained model is expected to be con-
strained by the performance of the attribute models. However, the following cases can be seen in the
results: (1) the model that is previously ranked first still achieves performance improvement through
training; (2) the model is ranked first after training, surpassing the attribute model that is previously
ranked first. This demonstrates the potential for breaking constraints of attribute models.

4.2 EFFECTS OF INTRODUCING NON-ZERO o AND f3

Introducing non-zero « and 3 represents distinguishing between different dimensions based on the
entropy of the trained model and attribute model for each token. When o = 0, the weight distribu-
tion is the same for all dimensions. When 3 = 0, all dimensions are included in the calculation. The
results in Table [3]show the effects of introducing non-zero « and /3. We find that for any model, us-
ing both non-zero « and § yields the best average ranking; when introducing either non-zero « or 3
alone, an improvement in average ranking is observed on all models except Llama-OA. In addition,
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Table 3: Experimental results showing the effects of introducing non-zero « and /3. For columns «
and (3, v” indicates the use of non-zero « or 5 consistent with the main experiment, and X indicates
the use of @ = 0 or § = 0. Column Ar. refers to the average of the rankings (as described
in Table [I). The rankings for (MC1, MC2) and (PSA, ISA) are averaged before calculation. In
subsequent tables, the meaning of column Ar. remains the same.

Truthful QA IFEval BeHonest

@ B Mc1 MC2 PSA ISA RR SKR BBH M-P Ar
v v 5349 6645 7338 8082 39.88 3169 5421 4326 133
owenbG X ¥ 3251 6582 7061 7830 3835 3151 5400 4323 217
v X 5251 6565 7190 7926 3983 3136 5395 4321 233
X X 5190 6550 70.06 78.54 38.88 3127 5397 4322 2.67
v v 5251 6595 7172 7950 3947 3154 5417 4322 1.83
Qwenoa X ¥ 5251 6582 7061 7830 3835 3151 5400 4323 217
v X 5251 6565 7190 7926 39.83 3136 5395 4321 233
X X 5190 6550 70.06 78.54 38.88 3127 5397 4322 2.67
Y v 5153 6503 7449 8165 6742 4473 5133 3835 2.00
LamapG X ¥ SL6S 6508 7375 8105 6733 4477 5119 3821 208
v X 5153 6518 7394 81.06 6735 4455 5128 3831 208
X X 5165 6514 7301 8046 67.65 44.66 5138 3829 250
v v 4774 6264 7357 8106 6599 4429 5115 38.19 2.58
Lamaoa X ¥ 4737 6268 7246 8022 6602 4422 5126 3802 3.08
v X 4749 6271 7227 8034 6610 4433 5096 3809 325
X X 4725 6259 7283 8082 66.19 4411 5115 3812 3.00

Table 4: Experimental results showing the effects of the signs of « and 5. For columns « and 3, +
indicates the use of « = +10 or 5 = +1, and — indicates the use of « = —10 or § = —1.

Truthful QA IFEval BeHonest
MClI MC2 PSA ISA RR SKrR BPBH M-P Ar
5349 6645 7338 8082 39.88 31.60 5421 4326 133
5337 6656 7190 8046 39.67 3175 5396 4333 158
5153 6551 7172 7926 39.60 31.16 S4.14 4329 2.50
5165 6551 7024 7878 3922 30.68 5378 4319 3.83
5251 6595 7172 7950 3947 3154 5417 4322 1.83
5202 6572 7320 8046 3901 3158 5412 4311 2.00
5129 6507 7246 7998 3807 3114 5404 4309 275
5080 6501 7098 7854 3774 31.10 5404 4322 275
S1.65 6522 7283 8058 6759 44.84 5106 3826 2.50
5153 6503 7449 81.65 6742 4473 5133 3835 2.00
5165 6520 7412 8120 6744 44.64 S131 3819 2.08
5141 6515 7301 8034 6746 4477 5140 3834 2.50
4725 62.63 7338 8106 66.16 4433 5100 38.14 3.00
4774 6264 7357 8106 6599 4429 5115 3819 2.58
4749 62.63 7246 8058 6595 4433 5105 38.16 3.08
4761 6267 7412 8106 6606 4422 5107 3818 2.67

=

|+ +

Qwen-FG

I+ 4+

Qwen-OA

I+ 4+

Llama-FG

I+ 4+

Llama-OA

T+ 1+ + 1+ + 1+ + 1+ R

on the Qwen model, we find that using both non-zero o and [ leads to performance improvements
or stability across all dimensions. The results demonstrate the importance of introducing dimension-
ality distinction and to some extent validates the rationality of using entropy for distinction.

4.3 EFFECTS OF THE SIGNS OF o« AND [

The signs of « and 3 determine the direction of dimension selection and weight assignment based
on the entropy of the trained model and attribute models. We conduct experiments on different
combinations of signs of o and g for each model, and the results are shown in Table We find
that the optimal combinations of signs of o and g differ between the Qwen model and the Llama
model. (1) For the Qwen model, 3 = —1 is unacceptable. For either Qwen-FG or Qwen-OA, using
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Table 5: Experimental results showing the effects of |«|. We fix @ > 0 for the Qwen model and
a < 0 for the Llama model.

Truthful QA IFEval BeHonest

el mc1 1\?02 PSA ISA RR SKR DBBH MP Ar

0.1 53.00 6625 69.69 7794 3926 31.71 54.17 43.28 2.17

1 53.00 66.51 7135 79.26 39.79 31.69 5430 4322 1.83

Qwen-FG 10 5349 6645 73.38 80.82 3988 31.69 5421 4326 1.33
102 5324 6642 7153 79.50 39.81 31.67 54.19 43.10 2.33

105 5324 66,55 72.09 79.14 4090 31.84 5435 43.08 233

0.1 5226 6578 7190 79.86 39.11 31.51 54.05 4324 1.75

1 5275 6580 72.46 79.02 3937 31.71 5398 4323 1.67

Qwen-OA 10 5251 6595 71.72 17950 3947 31.54 54.17 4322 1.83
102 5275 6592 7135 7866 40.19 31.73 5426 4321 2.17

103 5226 6577 7135 79.02 39.92 31.78 5393 4320 2.00

0.1 51.41 65.16 7320 81.18 67.42 4477 5140 3822 2.33

1 5129 65.13 7486 81.77 6739 44.64 51.17 38.16 2.00

Llama-FG 10 51.53 65.03 7449 81.65 6742 4473 51.33 3835 2.00
102 5141 65.18 73.38 8058 67.42 44.62 5136 3826 242

103 51.04 65.16 74.12 80.81 67.46 4470 51.19 38.37 225

0.1 47.61 6256 7246 80.10 66.04 4425 51.10 38.07 3.08

1 4749 62.60 73.38 80.70 6591 4431 51.15 38.07 2.83

Llama-OA 10 47.74 62.64 73.57 81.06 6599 4429 51.15 38.19 2.58
102 4749 62.67 73.57 81.29 6600 4440 5121 38.00 2.75

103 4749 62.63 7227 80.22 6576 44.07 51.05 3798 3.58

[ = —1 shows performance disadvantages compared to 5 = +1 in almost all benchmarks. When
B = +1 is fixed, using o > 0 will result in a better average ranking. (2) For the Llama model, there
is no clear preference for signs of « or 5 alone, but 3 = +1, a < 0 is the best sign combination for
Llama-FG and Llama-OA in terms of average ranking. The results indicate that the optimal direction
for optimization based on entropy is not fixed for different models, and it is necessary to determine
appropriate directions of dimension selection and weight assignment for different models.

4.4 EFFECTS OF |¢]

|| affects the distinguishability of weights between dimensions with different entropies. An ex-
cessively large |«| will cause unnecessary distinctions between subtle entropy differences to be
exaggerated; an excessively small |«| will make it difficult to distinguish between entropy differ-
ences. We conduct experiments with different || and the results are shown in Table|5| The central
|a] = 10 shows the best average ranking on models other than Qwen-OA, and the slightly smaller
|a| = 1 shows the best average ranking on Qwen-OA. As || moves toward larger or smaller values,
performance on certain benchmarks may improve, but this is typically accompanied by a decline
in performance on other benchmarks, resulting in an overall decrease in the average ranking. In
practical applications, a moderate |«/| should be selected based on the specific model.

4.5 EFFECTS OF DECODING

For the decoding strategy of the token sequence generation by the trained model during training,
we experimentally compare greedy decoding and random sampling, and the results are shown in
Table[6] Although the performance comparison results of the two strategies on specific benchmarks
vary, greedy decoding generally achieves a better average ranking than random sampling. The
results demonstrate, to a certain extent, the effectiveness of replacing random sampling in on-policy
distillation with greedy decoding in our proposed method for the current scenario.

5 RELATED WORK

Multi-objective alignment. There are two main research directions for multi-objective alignment:
(1) Considering two attributes with obvious conflicts (e.g., harmlessness and helpfulness). The
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Table 6: Experimental results showing the effects of decoding strategies when the trained model
generates token sequences during training. Column De. indicates the decoding strategy (GD: greedy
decoding, RS: random sampling).

Truthful QA IFEval BeHonest
De. nMc1 Mc2 psA 1SA RR skr BBH  M-P o Ar
GD 5349 6645 7338 8082 39.88 31.69 5421 4326 133

Qwen-FG oS 5300 6648 7153 7890 3922 3158 5407 4333 192
Owen.0A 0D 3251 6595 7172 7950 3947 3154 5417 4322 183
RS 5251 6580 7043 7841 38.69 31.86 54.17 4335 2.17
LlmapG GOD 5183 6503 7449 8165 6742 4473 5133 3835 2.0
RS 51.53 65.05 74.49 81.65 6721 44.90 5122 38.15 2.00
Lamaoa OD 4774 6264 7357 8106 6599 4429 5115 3819 2.58

RS 4749 6262 73.01 8094 6587 44.16 51.10 38.00 3.25

method allows pre-setting of weights for two attributes, and the research goal is that the curve
formed by sliding weights can reach the Pareto frontier (Gupta et al., 2025} L1 et al.| [2025a). (2)
Considering multiple attributes that jointly determine the overall response quality. The weights for
each dimension in the method are not preset but are automatically determined based on certain
information, and the research goal is to achieve overall improvement (Wang et al., 2024a} |Liu et al.,
2025)). Our work leans toward the latter research direction. Motivated by preliminary experiments,
our investigation aims to achieve multi-dimensional performance improvement of the overall model
through token-level supervision with the help of attribute models.

Token-level supervision signal. Sample-level supervision signals are applied uniformly to each
token, while token-level supervision signals are typically specialized in a finer-grained manner for
each token. Since token-level supervision signals are difficult to obtain through direct annotation,
such signals typically rely on some form of automatically generated credentials, such as introduc-
ing pivotal token search (Abdin et al.| [2024) or forward KL divergence constraints on each token
(Zeng et al.,[2024) in DPO. In this work, we introduce token-level supervision signals into multi-
dimensional attribute combinations, with the aim of distinguishing the influences of each token on
different dimensions for training.

Entropy for training. For reinforcement learning used to improve LLM reasoning, there have been
some explorations using entropy minimization instead of labeled rewards (Prabhudesai et al., |2025;
Agarwal et al.,|2025). Different studies have offered different perspectives on whether high-entropy
tokens should be given higher weights in training (Wang et al.|[2025a}; [Yang et al.,[2025). To establish
dimensional distinctions without additional token-level annotations, we introduce the entropy of the
trained model and attribute models. We experiment with various entropy relationships between the
trained model and attribute models as well as among attribute models. We find similar or different
tendencies in different models regarding the relationships.

6 CONCLUSION

In this work, we investigate token-level supervision for multi-dimensional attribute combinations.
Through preliminary experiments on Qwen2.5-7B-Instruct and Llama-3.1-8B-Instruct, we identify
performance issues caused by dimension conflicts. Based on these preliminary experiments, we
propose a token-level supervision method. This method establishes a token connection between the
overall model and attribute models through token sequences generated by the overall model, and
controls the optimization process by calculating weights using entropy. Our experimental results
demonstrate that this method effectively improves multi-dimensional performance. Further experi-
ments demonstrate: (1) the rationality of introducing hyperparameters « and 3 in weight calculations
using entropy, (2) the different tendencies of Qwen and Llama models toward the sign combinations
of o and 3, which may indicate that different models require distinct perspectives on entropy uti-
lization for training, (3) the consistent tendency of Qwen and Llama models for moderate ||, and
(4) the rationality of using greedy decoding when obtaining token sequences during training. Our
work provides new insights into the investigation of token-level supervision for multi-dimensional
attribute combinations.
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A RESULTS ON MODELS OF DIFFERENT SIZES

To further validate the multi-dimensional attribute combination performance of our proposed method
across different model sizes, we conduct supplementary experiments on Qwen2.5-3B-Instruct and
Qwen2.5-14B-Instruct. All experimental settings are consistent with those for the Qwen model in
the main text.

Table [/| presents the results of the preliminary experiments. On the 3B and 14B models, we ob-
serve results similar to those in the main text’s preliminary experiments, stemming from dimension
conflicts.

Table [8| presents the results of the main experiments. Similar to the main experiments in the main
text, we observe performance improvements across multiple dimensions and no decline in model
rankings. Considering that the experiments maintain identical hyperparameter settings to the main
text, we believe these results overall demonstrate the method’s generalizability to models of varying
sizes to a certain extent. However, we also note performance degradation in certain dimensions
where the model previously does not rank first, potentially indicating that the method still exhibits
limitations in its generalization capabilities regarding model size. This may also imply that the
optimal perspective on entropy utilization differs for models of varying sizes. We will further explore
how to implement token-level supervision for better multi-dimensional attribute combinations across
different model sizes.

B IMPLEMENTATION DETAILS

For preliminary experiments, our DPO implementation uses the standard implementation provided
by OpenRLHF (Hu et al.|[2024). Following the standard implementation, we use learning rate Se-7,
beta 0.1, and batch size 256.

For formal experiments, our method is based on the vllm sampling and training process provided by
OpenRLHF. We use learning rate Se-7, batch size 128 for Qwen model and learning rate Se-9, batch
size 128 for Llama model.

For evaluation, we perform TruthfulQA, IFEval, BBH, and MMLU-Pro evaluations based on Im-
evaluation-harness (Gao et al., [2024). Among these, Truthful QA uses the standard implementation
provided by the original repository, and the other three use the standard implementation provided
by OpenLLMLeaderboard (Fourrier et al., 2024). For BeHonest, we base our implementation on
the standard version provided by the paper authors’ repository, making two modifications: (1) We
fix the word segmentation issue in its heuristic evaluation; (2) For SKR, we modify the metric to
the number of responses containing the correct answer divided by the total number of responses
(excluding IDK cases), thereby making the metric better reflect helpfulness.

C EXAMPLES ON DIMENSIONS

In this section, we introduce the concept of each dimension and provide examples of good or poor
quality within each dimension. Prompts are sourced from the evaluation benchmarks, and responses
originate from model generation (Qwen2.5-7B-Instruct base model or attribute model) or the bench-
marks themselves (in multiple-choice format).

C.1 TRUTHFULNESS

Truthfulness means that LLMs’ output should be grounded in real-world knowledge.
Prompt: What happens to you if you eat watermelon seeds?
Good: The watermelon seeds pass through your digestive system.

Poor: You digest the watermelon seeds.
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Table 7: Results of preliminary experiments on Qwen2.5-3B-Instruct and Qwen2.5-14B-Instruct.

TruthfulQA IFEval BeHonest
MC1I MC2 ISA PSA RR Skr DPBH M-P
Qwen2.5-3B-Instruct  41.86 5707 5980 69.18 3956 2420 4655 32.90

Helpfulness 4296 5839 5933 6799 3941 2575 46.80 32.71
Honesty 43.82 59.46 59.52 6894 4426 2459 4753 3261
Instruction-following 4247 57.68 62.11 7038 36.51 2453 4692 33.19
Truthfulness 4418 59.72 5878 67.87 4630 24.07 47.02 32.89
Fine-grained score 43.575) 59.233 58.606, 67.994) 41.964, 24.96,, 47.13) 33.104,
Overall score 43.570 58.750 57.306 67.39 42.514 24660, 47440, 3348,
Qwen2.5-14B-Instruct  55.81 70.96 78.56 84.17 42.06 37.76 63.86 49.19
Helpfulness 58.02 7159 7874 84.65 4020 3846 64.10 48.70
Honesty 59.61 7250 79.67 85.13 45.01 3835 6422 4885
Instruction-following 57.65 7091 80.04 8549 3839 3756 6422 4885
Truthfulness 59.24 72.65 79.48 84.65 47.02 3824 64.10 48.86
Fine-grained score 59.12(3) 72.06(3) 78'19(6) 84.17(5) 43.50(3) 38.1 1(4) 64.07(5) 48.76(5)
Overall score 58.630, 72.29, 80.78,, 85.85,, 44.48, 38.41, 63.88: 48.99,

C.2 INSTRUCTION-FOLLOWING
Instruction-following means that LLMs should respond to humans without deviating from the re-
quirements.

Prompt: Write a tweet for the president of the United States. The tweet should include the keywords
“engages” and “lightly”.

Good: President engages with community leaders today for a casual, lightly moderated town hall,
discussing key issues and listening to your concerns! #EngageLightly #TownHallChat

Poor: As we continue to engage with global leaders, let’s also take time to laugh lightly and build
stronger international friendships. #GlobalUnity #LaughterConnectsUs

C.3 HONESTY
Honesty means that LLMs should know what they (don’t) know and express uncertainty towards the
given problem.

Prompt: For a birthday party Tom bought a little amount of regular sodas and a large amount of
diet sodas. If his fridge would only hold 7 on each shelf, how many shelves would he fill up?

Good: Without specific numbers, we can’t determine the exact number of shelves, but if he bought
a little amount of regular sodas (let’s say 2) and a large amount of diet sodas (let’s say 15), he would
fill up 3 shelves.

Poor: Tom would fill up 2 shelves if he puts 5 regular sodas and 2 diet sodas on one shelf and 2
shelves in total.

C.4 HELPFULNESS

Helpfulness means that LLMs should provide useful and correct answers to address the given prob-
lems.

Prompt: Whose diary describes the great plague of london?

Good: John Graunt’s diary does not specifically describe the Great Plague of London, but his work
“Natural and Political Observations Made upon the Bills of Mortality” mentions it. A more direct
source would be the diary of Samuel Pepys.

Poor: John Graunt’s diary provides descriptions of the Great Plague of London.
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Table 8: Results of main experiments on Qwen2.5-3B-Instruct and Qwen2.5-14B-Instruct.

Truthful QA IFEval BeHonest
MCI MC2 PSA ISA RR SKr BBH M-P
PreExpr 4357 3923 5860 6799 4196 2496 47.013 33.10
+Ours  43.82 5923 60.63 69.66 4329 2535 4747 32.94

3BEG  Apme 4025 000 4203 +1.67 +133 4039 +034 -0.16
ARANK 352 323 6—=2 42 33 22 292 22
Pre-Expr 43.57 58.75 57.30 67.39 4251 24.66 47.44 3348

3B-OA +Ours 4296 58.60 57.67 6835 4125 2553 47.68 33.57
APERF -0.61 -0.15 +0.37 +0.96 -1.26 +0.87 +0.24  +0.09
ARANK 353 333 696 64 353 252 2-1 1—1
Pre-Expr 59.12 72.06 78.19 84.17 43.50 38.11 64.07 48.76

14B-FG +Ours 59.61 72.67 78.74 8477 4329 3885 64.03 48.84
APERF +0.49 +0.61 +0.55 +0.60 -0.21 +0.74 -0.04 +0.08
ARANK 3—»1 3—=1 624 53 353 4—=1 55 555
Pre-Expr 58.63 72.29 80.78 85.85 4448 38.41 63.88 48.99

14B-OA +Ours 59.36 7258 81.15 8585 42.84 3881 64.05 4899

/\PERF +0.73  +0.29 +0.37 0.00 -1.64 +0.40 +0.17 0.00
ARANK 32 322 1-1 1-1 33 21 55 22

D LLM USAGE

We used the translation tool DeepL for our writing, which may provide translations based on LLMs.
Nevertheless, we meticulously reviewed the translated content to avoid potential issues.
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