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Abstract

Using LLMs to generate formal planning lan-001
guages such as PDDL that invokes symbolic002
solvers to deterministically derive plans has003
been shown to outperform generating plans di-004
rectly. While this success has been limited005
to closed-sourced models or particular LLM006
pipelines, we design and evaluate 8 different007
PDDL generation pipelines with open-source008
models under 50 billion parameters previously009
shown to be incapable of this task. We find010
that intuitive approaches such as using a high-011
resource language wrapper or constrained de-012
coding with grammar decrease performance.013
However, inference-time scaling approaches014
such as revision with feedback from the solver015
and plan validator more than double the perfor-016
mance.1017

1 Introduction018

Recently, Large Language Models (LLMs) have019

been extensively applied to planning tasks. Promi-020

nently, LLMs are given a description of the plan-021

ning domain and problem, and are utilized as plan-022

ners to directly generate a plan (Parmar et al., 2025;023

Majumder et al., 2023; Silver et al., 2024), or as024

formalizers to generate a formal language that is025

input into a formal solver to calculate a plan (Li026

et al., 2024; Hu et al., 2025; Zuo et al., 2024; Zhang027

et al., 2024a,b). LLM-as-formalizer (Figure 1) has028

been widely advocated in literature due to its re-029

portedly better performance and formal guarantees030

compared to LLM-as-planner.031

Although LLM-as-formalizer could be instan-032

tiated with several planning languages including033

satisfiability modulo theories (SMT) (Hao et al.,034

2025), linear temporal logic (LTL) (Li et al., 2024),035

Answer Set Programming (Lin et al., 2024), among036

others (Ishay and Lee, 2025; Guo et al., 2024), we037

follow most work and focus on the planning do-038

main definition language (PDDL) (Li et al., 2024;039

1Our resources are attached with the submission.

Figure 1: An illustration of using LLM as a planner or
a formalizer in planning.

Hu et al., 2025; Zuo et al., 2024; Zhang et al., 040

2024a,b) due to its dominant popularity, though our 041

experiments apply to any language. Previous work 042

evaluating PDDL generation focused primarily on 043

closed-course and huge LLMs over 100 billion pa- 044

rameters such as gpt-4o (OpenAI et al., 2024) or 045

DeepSeek-R1 (DeepSeek-AI et al., 2025) using 046

some particular LLM pipeline. Moreover, much 047

work concluded even large, closed-source models 048

have limited ability to generate syntactically and 049

semantically correct PDDL due to its specificity 050

and lack of training data (Huang and Zhang, 2025; 051

Zuo et al., 2024), while small, open-source models 052

achieve close to zero performance. This greatly 053

hinders progress in automatic planning. 054

This work is the first to evaluate mid-size open- 055

source LLMs less than 50 billion parameters on 056

zero-shot PDDL generation. We experiment with 057

8 different modular pipelines, including prompt- 058

ing techniques such as providing extensive PDDL 059

knowledge as a prefix, or pre-inference techniques 060

such as generating a natural language summary be- 061

fore the PDDL, sequentially generating domain and 062

problem files, using a Python wrapper of PDDL, or 063

constraining decoding with PDDL grammar. We 064

also consider inference-time techniques such as 065

generating multiple responses, revising generated 066

PDDL with feedback from the formal solver or 067

the plan validator. Our best performing pipeline 068

decreases Qwen-3 32B model’s syntax errors by 069

97% and semantic errors by 47% on the common 070

BlocksWorld benchmark, enabling planning in low- 071

compute scenarios that require safety, and privacy, 072
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Figure 2: Our modular approach that includes prompting (1. Baseline prompt, 2. Knowledge prompt), pre-inference
(3. Python wrapper, 4. Constrained decoding, 5. Summary, 6. Sequential), and inference-time techniques (7.
Pass@N, 8. Revision with solver feedback, 9. Revision with solver + validator feedback.)

and domain-specific finetuning.073

Our key findings include:074

• Qwen-3 32B model is capable of generating cor-075

rect PDDL but Qwen-3 8B model is not.076

• Inference-time scaling approaches such as re-077

vision with feedback from solver and validator078

roughly doubles semantic accuracy on both do-079

mains.080

• Generating PDDL with a Python wrapper and081

constrained decoding with PDDL grammar de-082

crease performance.083

• Modularly generating a summary before PDDL084

or generating domain and problem files sequen-085

tially do not improve semantic accuracy com-086

pared to baseline.087

2 Methodology088

To address challenges of zero-shot PDDL genera-089

tion, for medium size open-source models (Huang090

and Zhang, 2025), we identify techniques grouped091

into three stages in a pipeline (Figure 2).092

First, we consider two prompting techniques. A093

baseline prompt which is just minimal instruc-094

tion to generate PDDL. In contrast, a knowledge095

prompt first introduces PDDL components includ-096

ing the domain file (DF, types, predicates, action097

declaration, action semantics) and the problem file098

(PF, object initialization, initial states, and goal099

states), along with a domain-agnostic example.100

Second, we implement an array of pre-inference101

techniques, including:102

Summary. The LLM is first prompted to generate103

a textual summary with all necessary information104

before it generates the PDDL accordingly. 105

Sequential generation. LLM is prompted to first 106

only generate the DF before the PF. 107

Python wrapper. LLM is prompted to generate 108

PDDL in a Python wrapper2, following success 109

of generating low-resource languages with high- 110

resource wrappers (Cassano et al., 2024). 111

Constrained decoding. We translate the formal 112

BNF definition of PDDL 3.13 into a LALR(1)- 113

compatible EBNF grammar used to limit LLMs’ 114

decoding to trivially syntactically correct PDDL. 115

Third, we consider several inference-time tech- 116

niques, including: 117

Pass@N. We evaluate N independent LLM genera- 118

tions, counted as correct if any is correct. 119

Revision with solver feedback. LLM is prompted 120

to generate PDDL and to revise based on the 121

solver’s error feedback. 122

Revision with solver + validator feedback. Same 123

as the above, but additional revision is performed 124

based on the feedback of a plan validator. 125

Prompts and example outputs are provided in 126

Appendix. Baseline prompt: Fig. 9, Knowledge 127

prompt: Fig. 10, Python wrapper prompt: Fig. 12, 128

Python wrapper model response: Fig. 14, and 129

Python translated to PDDL: Fig. 16. 130

3 Evaluation: Datasets, Metrics, Models 131

We adopt datasets and metrics from Huang and 132

Zhang (2025). 133

2https://github.com/remykarem/py2pddl
3Kovacs, 2011: http://pddl4j.imag.fr/repository/

wiki/BNF-PDDL-3.1.pdf

2
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Figure 3: Performance of all the techniques implemented. DF: Domain File, PF: Problem File, DD: Domain
Description, PD: Problem Description.

3.1 Datasets134

We consider three simulated planning environ-135

ments, BlocksWorld, Logistics, and Barman from136

the International Planning Competition (IPC, 1998).137

Each dataset comes with ground-truth PDDL do-138

main (DF) and problem files (PF) that can be used139

to validate a predicted plan. The input to the model140

is a natural language description of the domain141

(DD) that includes the names and parameters of142

the actions, and the problem (PD). An example143

of DD and PD is provided in Fig. 7 and Fig. 8 re-144

spectively. The output of an LLM-as-formalizer is145

the predicted DF and PF, which are used with a146

planner to search for a plan. The dataset of each147

environment have 100 problems with varying lev-148

els of complexity. We use moderately templated149

descriptions from Huang and Zhang (2025) which150

are common in literature.151

3.2 Metrics152

We use syntactic and semantic accuracy to assess153

the DF and PF generated by an LLM. Syntactic154

accuracy is the percentage of problems where no155

syntax error are returned by the planning solver.156

Semantic accuracy is the percentage of problems157

where a plan is not only found but also correct.158

We use the dual-bfws-ffparser planner (Muise,159

2016) to solve for the plan and the VAL4 (Howey160

et al., 2004) to validate the plan against the ground-161

truth DF and PF.162

4nms.kcl.ac.uk/planning/software/val.html

3.3 Models 163

We evaluate two recent and best performing open- 164

source LLMs, Qwen-3 32B and Qwen-3 8B5, for 165

their small size and strong performance in other 166

tasks. While Huang and Zhang (2025) report zero 167

performance with 8B and 70B DeepSeek-R1 (Guo 168

et al., 2025) and Llama-3.1 (Dubey et al., 2024) 169

models, we attempt to push their limits via our tech- 170

niques and inference-time scaling. We follow previ- 171

ous work to only consider zero-shot prompting for 172

to emulate real-life application with minimal user 173

interference and need for training data.((Huang and 174

Zhang, 2025)) We use vLLM (Kwon et al., 2023) 175

to speed up inference and set temperature of 0.4 for 176

all our experiments. For constrained decoding we 177

used HugginFace Transformers (Wolf et al., 2020) 178

backend with Outlines (Willard and Louf, 2023). 179

All of our experiments for the main results are run 180

for approximately 72 hours on 4 H100 GPUs. 181

4 Results and Observations 182

The results are shown in Figure 3. Using the 183

baseline prompt without no techniques, Qwen-3 184

32B can generate correct PDDL, while Qwen-3 8B 185

struggled with semantic accuracy near zero. None 186

of the techniques were able to improve 8B model’s 187

performance informing the lower bound of reason- 188

ing capabilities needed for PDDL generation. 189

Prompting with PDDL knowledge is helpful, 190

but no pre-inference techniques help. PDDL 191

knowledge prompt improves semantic accuracy 192

5https://github.com/QwenLM/Qwen3

3

nms.kcl.ac.uk/planning/software/val.html
https://github.com/QwenLM/Qwen3


from 7% to 23% in BlocksWorld but decreases193

in Logistics from 57% to 54% where the baseline194

itself is comparatively stronger. Multi-stage LLM195

pipelines such as summary before PDDL and sepa-196

rate domain and problem files does not improve se-197

mantic accuracy in BlocksWorld and significantly198

decreases performance in Logistics compared to199

single-stage LLM pipelines such as baseline and200

knowledge prompt.201

Python wrapper decreases performance. As202

LLMs are adept at generating Python in gen-203

eral, one may expect generating PDDL via a204

Python wrapper would greatly decrease syntax205

errors. In contrast, we conclude that generating206

code in Py2PDDL format before converting it to207

PDDL to be compatible with the planner performs208

worse than directing generating PDDL. The gener-209

ated python code failed to be converted to PDDL210

more than half of the time even with extensive211

Py2PDDL documentation in the prompt. We sus-212

pect Py2PDDL couldn’t exploit better python gen-213

eration capability of LLMs as it is too similar to214

PDDL syntax than Python syntax.215

Constrained decoding with PDDL grammar216

decrease performance. To be compatible with217

constrained decoding, we evaluate non-reasoning218

model, Qwen-2.5-32B-Instruct (Team, 2024) with219

blocksworld domain. There were no syntactic er-220

rors, by definition, but 98% of the generated DF221

and PF have semantic errors. The strict PDDL222

grammar might have suppressed the "semantic"223

tokens to get semantics of generation correct.224

Test-time scaling techniques greatly improve225

performance. As seen in Figure 3, pass@N and226

revision methods improved performance of 32B227

model upto 2x and 1.5x in BlocksWorld and Lo-228

gistics respectively. Interestingly, revision with229

solver, in Logistics domain, with feedback only on230

syntactic errors, reached the semantic accuracy of231

pass@N and revision with solver+VAL which are232

informed by both syntactic and semantic errors. To233

assess the performance improvement through revi-234

sion, we contrasted against pass@4 performance235

which needs the same inference budget. As seen in236

Figure 4, three rounds of revision with the solver237

and validator recovered the performance of pass@4238

in both domains.239

Undefined symbols and action semantics are240

corrected during revisions. We qualitatively ob-241

serve that most of the syntax errors that are cor-242

Figure 4: Performance improvement by revision with
feedback for 3 rounds and comparison against Pass@4.

rected are imbalanced parenthesis or undefined 243

symbols and most of the semantic errors that are 244

corrected are mistakes in generating DFs, espe- 245

cially, action semantics: either missing necessary 246

parameters or incorrect logical expressions for pre- 247

condition and effects. Examples of corrected syn- 248

tax and corrected semantics by revision are pro- 249

vided in Figure 17 and Figure 18 respectively. 250

5 Conclusion 251

We identify different LLM pipelines to address 252

the challenges of PDDL generation and evalu- 253

ate medium-size open source models on differ- 254

ent domains. We find that python wrapper and 255

constrained decoding with PDDL grammar do 256

not work, but inference-time techniques improve 257

the performance for both the domains. This 258

work shows feasibility of using mid-size open 259

source models to generate planning formalisms in 260

PDDL and provides scope for extending LLM-as- 261

formalizer to multiple formalisms. 262
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7 Limitations270

For all the experiments we performed we were271

only able to do a single run, which might not be272

as reliable as doing multiple runs and reporting273

average and standard deviation.274

Some of the techniques implemented gave mixed275

results on the two datasets we considered, for ex-276

ample, revision with solver is better than revision277

with solver+validator in Logistics but not in block-278

world. Having more datasets would have drawn279

out the clear pattern on which technique is better280

comparatively and how much.281

We worked with moderately templated data as282

input that is easier than more natural version of the283

data. While we observed increased performance284

with some of the techniques implemented, it is285

still to be determined whether we would get the286

same performance increase with natural data. This287

reduces the applicability of our findings.288
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1 (define (domain blocksworld)
2 (:requirements :strips)
3 (:predicates (clear ?x)
4 (on-table ?x)
5 (arm-empty)
6 (holding ?x)
7 (on ?x ?y))
8

9 (:action pickup
10 :parameters (?ob)
11 :precondition (and (clear ?ob) (on-table ?ob) (arm-empty))
12 :effect (and (holding ?ob) (not (clear ?ob)) (not (on-table ?ob))
13 (not (arm-empty))))
14

15 (:action putdown
16 :parameters (?ob)
17 :precondition (holding ?ob)
18 :effect (and (clear ?ob) (arm-empty) (on-table ?ob)
19 (not (holding ?ob))))
20

21 (:action stack
22 :parameters (?ob ?underob)
23 :precondition (and (clear ?underob) (holding ?ob))
24 :effect (and (arm-empty) (clear ?ob) (on ?ob ?underob)
25 (not (clear ?underob)) (not (holding ?ob))))
26

27 (:action unstack
28 :parameters (?ob ?underob)
29 :precondition (and (on ?ob ?underob) (clear ?ob) (arm-empty))
30 :effect (and (holding ?ob) (clear ?underob)
31 (not (on ?ob ?underob)) (not (clear ?ob)) (not (arm-empty)))))

Figure 5: DF for the BlocksWorld domain.

1 (define (problem blocksworld-p01)
2 (:domain blocksworld)
3 (:objects block1 block2 block3 block4 )
4 (:init
5 (on-table block3)
6 (clear block3)
7 (on-table block4)
8 (clear block4)
9 (on-table block1)

10 (clear block1)
11 (on-table block2)
12 (clear block2)
13 (arm-empty)
14 )
15 (:goal (and
16 (on-table block4)
17 (on-table block2)
18 (on-table block1)
19 (on-table block3)
20 ))
21 )

Figure 6: PF for the BlocksWorld domain.
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1 I am playing with a set of blocks where I need to arrange the blocks into stacks. Here are the
↪→ actions I can do

2

3 Pick up a block
4 Unstack a block from on top of another block
5 Put down a block
6 Stack a block on top of another block
7

8 I have the following restrictions on my actions:
9 I can only pick up or unstack one block at a time.

10 I can only pick up or unstack a block if my hand is empty.
11 I can only pick up a block if the block is on the table and the block is clear. A block is

↪→ clear if the block has no other blocks on top of it and if the block is not picked up.
12 I can only unstack a block from on top of another block if the block I am unstacking was

↪→ really on top of the other block.
13 I can only unstack a block from on top of another block if the block I am unstacking is clear.
14 Once I pick up or unstack a block, I am holding the block.
15 I can only put down a block that I am holding.
16 I can only stack a block on top of another block if I am holding the block being stacked.
17 I can only stack a block on top of another block if the block onto which I am stacking the

↪→ block is clear.
18 Once I put down or stack a block, my hand becomes empty.
19 Once you stack a block on top of a second block, the second block is no longer clear.

Figure 7: DD for the BlocksWorld domain.

1 As initial conditions I have that, block 1 is clear, block 2 is clear, block 3 is clear, block 4
↪→ is clear, the hand is empty, block 1 is on the table, block 2 is on the table, block 3 is
↪→ on the table, and block 4 is on the table.

2 My goal is to have that block 1 is on the table, block 2 is on the table, block 3 is on the table
↪→ , and block 4 is on the table.

Figure 8: Problem Description for the BlocksWorld domain.

1 Domain description:
2 {domain_description}
3

4 Problem description:
5 {problem_description}
6

7 Write the domain and problem files in minimal PDDL.
8 Wrap PDDL domain file inside <domain_file></domain_file> and PDDL problem file inside <

↪→ problem_file></problem_file>.
9 <think>

Figure 9: Baseline Prompt
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1 PDDL domain file contains domain name, requirements, types of objects in the domain, predicates,
↪→ and actions.

2 Based on the natural language domain description, identify the actions that are possible.
3 Identify action sematics i.e. understand the preconditions under which that action could be done

↪→ and the effects of the action.
4 Then identify appropriate predicates that could enable action semantics i.e. preconditions and

↪→ effects.
5 PDDL domain file has a definitive syntax that must be followed for any domain. An abstract

↪→ example PDDL domain file is given below:
6

7 <domain_file>
8 (define
9 (domain domain_name)

10 (:requirements :strips :typing)
11 (:types
12 type1
13 type2
14 )
15 (:predicates
16 (predicate1 ?arg1 - type1 ?arg2 - type2)
17 (predicate2 ?arg1 - type1 ?arg2 - type2)
18 )
19 (:action action1
20 :parameters (?arg1 - type1 ?arg2 - type2 ?arg3 - type2)
21 :precondition (predicate1 ?arg1 ?arg2)
22 :effect (and (predicate1 ?arg1 ?arg2) (predicate2 ?arg1 ?arg3))
23 )
24 (:action action2
25 :parameters (?arg1 - type1 ?arg2 - type2 ?arg3 - type2)
26 :precondition (and (predicate1 ?arg1 ?arg2) (predicate2 ?arg1 ?arg3))
27 :effect (predicate2 ?arg1 ?arg3)
28 )
29 )
30 </domain_file>
31

32 Notes for generating domain file:
33 - type1 & type2 are only representative and should be replaced with appropriate types. There

↪→ could be any number of types.
34 - predicate1 & predicate2 are only representative and should be replaced with appropriate

↪→ predicates. There could be any number of predicates.
35 - action1 & action2 are only representative and should be replaced with appropriate actions.

↪→ There could be any number of actions.
36 - arg1 & arg2 are only representative and should be replaced with appropriate arguments for

↪→ predicates and in preconditions and effects.
37 - predicates with proper arguments could be combined to combine complex boolean expression to

↪→ represent predicondition and effect
38 The braces should be balanced for each section of the PDDL program
39 - Use predicates with arguments of the right type as declared in domain file
40 - All the arguments to any :precondition or :effect of an action should be declared in :

↪→ parameters as input arguments
41

42

43 PDDL problem file contains problem name, domain name, objects in this problem instance, init
↪→ state of objects, and goal state of objects.

44 Based on the natural language problem description, identify the relevant objects for this
↪→ problems with their names and types.

45 Represent the initial state with the appropriate predicates and object arguments. Represent the
↪→ goal state with the appropriate predicates and object arguments.

46 PDDL problem file has a definitive syntax that must be followed for any problem. An abstract
↪→ example PDDL problem file is given below.

Figure 10: Knowledge Prompt
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1 <problem_file>
2 (define
3 (problem problem_name)
4 (:domain domain_name)
5 (:objects
6 obj1 obj2 - type1
7 obj3, obj4 - type2
8 )
9 (:init (predicate1 obj1 obj3) (predicate2 obj2 obj3))

10 (:goal (and (predicate1 obj1 obj4) (predicate2 obj2 obj3)))
11 )
12 </problem_file>
13

14 Notes for generating problem file:
15 - obj1, obj2, ... are only representative and should be replaced with appropriate objects. There

↪→ could be any number of obects with their types.
16 - init state with predicate1 & predicate2 is only representative and should be replaced with

↪→ appropriate predicates that define init state
17 - goal state with predicate1 & predicate2 is only representative and should be replaced with

↪→ appropriate predicates that define goal state
18 - predicates with proper arguments could be combined to combine complex boolean expression to

↪→ represent init and goal states
19 - The braces should be balanced for each section of the PDDL program
20 - Use predicates with arguments of the right type as declared in domain file
21 - All the objects that would be arguments of predicates in init and goal states should be

↪→ declared in :objects
22

23 Domain description:
24 {domain_description}
25

26 Problem description:
27 {problem_description}
28

29 Write the domain and problem files in minimal PDDL.
30 Wrap PDDL domain file inside <domain_file></domain_file> and PDDL problem file inside <

↪→ problem_file></problem_file>.
31 <think>

Figure 11: Knowledge Prompt (continued)
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1 Python representation of PDDL domain file contains domain name, requirements, types of objects in
↪→ the domain, predicates, and actions.

2 Based on the natural language domain description, identify the actions that are possible.
3 Identify action sematics i.e. understand the preconditions under which that action could be done

↪→ and the effects of the action.
4 Then identify appropriate predicates that could enable action semantics i.e. preconditions and

↪→ effects.
5 Python representation of PDDL domain file has a definitive syntax that must be followed for any

↪→ domain. An abstract example is given below:
6

7 In the following python domain file, the AirCargoDomain class has been created. The structure of
↪→ the class is similar to how a PDDL domain should be defined.

8

9 Name of the domain is the name of the Python class (DomainName).
10 Types are defined as class variables at the top (Type1, Type2).
11 Predicates are defined as instance methods decorated with @predicate.
12 Actions are defined as instance methods decorated with @action
13

14 The positional arguments of @predicate and @action decorators are the types of the respective
↪→ arguments.

15 Methods decorated with @predicate should have empty bodies.
16 Methods decorated with @action return a tuple of two lists
17

18 <domain_file>
19 # imports stays exactly same for all domain files
20 from py2pddl import Domain, create_type
21 from py2pddl import predicate, action
22

23 class DomainName(Domain):
24

25 Type1 = create_type("Type1")
26 Type2 = create_type("Type2")
27

28 @predicate(Type1, Type2)
29 def predicate1(self, arg1, arg2):
30 """Complete the method signature and specify
31 the respective types in the decorator"""
32

33 @predicate(Type1)
34 def predicate2(self, arg1):
35 """Complete the method signature and specify
36 the respective types in the decorator"""
37

38

39 @action(Type1, Type2, Type2)
40 def action1(self, arg1, arg2, arg3):
41 precond = [self.predicate1(arg1, arg3), self.predicate2(arg1)]
42 effect = [~self.predicate1(arg1, arg2), self.predicate2(arg3)]
43 return precond, effect
44

45 @action(Type1)
46 def action2(self, arg1):
47 precond = [self.predicate2(arg1)]
48 effect = [~self.predicate2(arg1)]
49 return precond, effect
50 </domain_file>
51

52 Notes for generating domain file:
53 - the above example file is only for understanding the syntax
54 - type1 & type2 are only representative and should be replaced with appropriate types. There

↪→ could be any number of types.
55 - predicate1 & predicate2 are only representative and should be replaced with appropriate

↪→ predicates. There could be any number of predicates.
56 - action1 & action2 are only representative and should be replaced with appropriate actions.

↪→ There could be any number of actions.
57 - arg1 & arg2 are only representative and should be replaced with appropriate arguments for

↪→ predicates and in preconditions and effects.

Figure 12: Prompt for Py2PDDL
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1 Python representation of PDDL problem file contains problem name, domain name, objects in this
↪→ problem instance, init state of objects, and goal state of objects.

2 Based on the natural language problem description, identify the relevant objects for this
↪→ problems with their names and types.

3 Represent the initial state with the appropriate predicates and object arguments. Represent the
↪→ goal state with the appropriate predicates and object arguments.

4 Python representation of PDDL problem file has a definitive syntax that must be followed for any
↪→ problem. An abstract example is given below.

5

6 <problem_file>
7 # imports stays the same for all problem files
8 # Assume DomainName is declared just before the problem file
9 from py2pddl import goal, init

10

11 class ProblemName(DomainName):
12

13 def __init__(self):
14 super().__init__()
15 self.type1Objs = DomainName.Type1.create_objs([1, 2], prefix="type1Obj")
16 self.type2Objs = DomainName.Type2.create_objs(["type2Obj1", "type2Obj2"])
17

18 @init
19 def init(self):
20 at = [self.predicate1(self.type1Objs[1], self.type2Objs["type2Obj1"]),
21 self.predicate2(self.type1Objs[1]),]
22 return at
23

24 @goal
25 def goal(self):
26 return [self.predicate1(self.type1Objs[1], self.type2Objs["type2Obj2"]),
27 self.predicate2(self.type1Objs[2])]
28 </problem_file>
29

30 Notes for generating problem file:
31 - No need to import DomainName for python problem file. Python Domain file and python problem

↪→ file would be merged and executed.
32 - type1Objs, type2Oobjs, ... are only representative and should be replaced with appropriate

↪→ objects. There could be any number of obects with their types.
33 - init state with predicate1 & predicate2 is only representative and should be replaced with

↪→ appropriate predicates that define init state
34 - goal state with predicate1 & predicate2 is only representative and should be replaced with

↪→ appropriate predicates that define goal state

Figure 13: Prompt for Py2PDDL (continued)
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1 from py2pddl import Domain, create_type
2 from py2pddl import predicate, action
3

4 class BlocksWorld(Domain):
5

6 Block = create_type("Block")
7

8 @predicate(Block, Block)
9 def On(self, block1, block2):

10 """Block1 is on top of Block2"""
11

12 @predicate(Block)
13 def Clear(self, block):
14 """Block has nothing on top and is not being held"""
15

16 @predicate(Block)
17 def OnTable(self, block):
18 """Block is on the table"""
19

20 @predicate(Block)
21 def Holding(self, block):
22 """Robot is holding Block"""
23

24 @predicate()
25 def HandEmpty(self):
26 """Robot's hand is empty"""
27

28

29 @action(Block)
30 def Pickup(self, block):
31 precond = [self.HandEmpty(), self.OnTable(block), self.Clear(block)]
32 effect = [self.Holding(block), ~self.HandEmpty(), ~self.Clear(block)]
33 return precond, effect
34

35 @action(Block, Block)
36 def Unstack(self, block, from_block):
37 precond = [self.HandEmpty(), self.On(block, from_block), self.Clear(block)]
38 effect = [self.Holding(block), ~self.HandEmpty(), ~self.On(block, from_block), ~self.Clear

↪→ (block), self.Clear(from_block)]
39 return precond, effect
40

41 @action(Block)
42 def Putdown(self, block):
43 precond = [self.Holding(block)]
44 effect = [self.OnTable(block), self.Clear(block), ~self.Holding(block), self.HandEmpty()]
45 return precond, effect
46

47 @action(Block, Block)
48 def Stack(self, block, on_block):
49 precond = [self.Holding(block), self.Clear(on_block)]
50 effect = [self.On(block, on_block), ~self.Clear(on_block), ~self.Holding(block), self.

↪→ HandEmpty(), ~self.Clear(block)]
51 return precond, effect
52

53 from py2pddl import goal, init
54

55 class BlockProblem(BlocksWorld):
56

57 def __init__(self):
58 super().__init__()
59 self.blocks = BlocksWorld.Block.create_objs([1,2,3,4,5,6,7,8,9,10,11], prefix="block")

Figure 14: Py2PDDL Model Response Example - BlocksWorld
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1

2

3 @init
4 def init(self):
5 return [
6 self.On(self.blocks[3], self.blocks[6]),
7 self.On(self.blocks[5], self.blocks[4]),
8 self.On(self.blocks[7], self.blocks[11]),
9 self.On(self.blocks[9], self.blocks[5]),

10 self.On(self.blocks[10], self.blocks[7]),
11 self.OnTable(self.blocks[1]),
12 self.OnTable(self.blocks[2]),
13 self.OnTable(self.blocks[4]),
14 self.OnTable(self.blocks[6]),
15 self.OnTable(self.blocks[8]),
16 self.OnTable(self.blocks[11]),
17 self.Clear(self.blocks[1]),
18 self.Clear(self.blocks[2]),
19 self.Clear(self.blocks[3]),
20 self.Clear(self.blocks[8]),
21 self.Clear(self.blocks[9]),
22 self.Clear(self.blocks[10]),
23 self.HandEmpty()
24 ]
25

26

27 @goal
28 def goal(self):
29 return [
30 self.On(self.blocks[1], self.blocks[8]),
31 self.On(self.blocks[2], self.blocks[4]),
32 self.On(self.blocks[6], self.blocks[1]),
33 self.On(self.blocks[9], self.blocks[6]),
34 self.OnTable(self.blocks[3]),
35 self.OnTable(self.blocks[4]),
36 self.OnTable(self.blocks[5]),
37 self.OnTable(self.blocks[7]),
38 self.OnTable(self.blocks[8]),
39 self.OnTable(self.blocks[10]),
40 self.OnTable(self.blocks[11]),
41 self.Clear(self.blocks[3]),
42 self.Clear(self.blocks[5]),
43 self.Clear(self.blocks[7]),
44 self.Clear(self.blocks[10]),
45 self.Clear(self.blocks[11]),
46 ]

Figure 15: Py2PDDL Model Response - Correct Example - BlocksWorld (Continued)
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1 Domain File:
2 (define
3 (domain blocksworld)
4 (:requirements :strips :typing)
5 (:types
6 block
7 )
8 (:predicates
9 (Clear ?block - block)

10 (HandEmpty )
11 (Holding ?block - block)
12 (On ?block1 - block ?block2 - block)
13 (OnTable ?block - block)
14 )
15 (:action Pickup
16 :parameters (?block - block)
17 :precondition (and (HandEmpty ) (OnTable ?block) (Clear ?block))
18 :effect (and (Holding ?block) (not (HandEmpty )) (not (Clear ?block)))
19 )
20 (:action Putdown
21 :parameters (?block - block)
22 :precondition (Holding ?block)
23 :effect (and (OnTable ?block) (Clear ?block) (not (Holding ?block)) (HandEmpty ))
24 )
25 (:action Stack
26 :parameters (?block - block ?on-block - block)
27 :precondition (and (Holding ?block) (Clear ?on-block))
28 :effect (and (On ?block ?on-block) (not (Clear ?on-block)) (not (Holding ?block))

↪→ (HandEmpty ) (not (Clear ?block)))
29 )
30 (:action Unstack
31 :parameters (?block - block ?from-block - block)
32 :precondition (and (HandEmpty ) (On ?block ?from-block) (Clear ?block))
33 :effect (and (Holding ?block) (not (HandEmpty )) (not (On ?block ?from-block)) (

↪→ not (Clear ?block)) (Clear ?from-block))
34 )
35 )
36

37 Problem File:
38 (define
39 (problem block)
40 (:domain blocksworld)
41 (:objects
42 block1 block2 block3 block4 block5 block6 block7 block8 block9 block10 block11 -

↪→ block
43 )
44 (:init (On block3 block6) (On block5 block4) (On block7 block11) (On block9 block5) (On

↪→ block10 block7) (OnTable block1) (OnTable block2) (OnTable block4) (OnTable block6
↪→ ) (OnTable block8) (OnTable block11) (Clear block1) (Clear block2) (Clear block3)
↪→ (Clear block8) (Clear block9) (Clear block10) (HandEmpty))

45 (:goal (and (On block1 block8) (On block2 block4) (On block6 block1) (On block9 block6) (
↪→ OnTable block3) (OnTable block4) (OnTable block5) (OnTable block7) (OnTable block8
↪→ ) (OnTable block10) (OnTable block11) (Clear block3) (Clear block5) (Clear block7)
↪→ (Clear block10) (Clear block11)))

46 )

Figure 16: Py2PDDL Translated PDDL - Correct Example - BlocksWorld.
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1 (define
2 (domain blocks-world)
3 (:requirements :strips :typing)
4 (:types
5 block
6 )
7 (:predicates
8 (clear ?b - block)
9 (on ?b1 - block ?b2 - block)

10 (on-table ?b - block)
11 (holding ?b - block)
12 (hand-empty)
13 )
14 (:action pickup
15 :parameters (?b - block)
16 :precondition (and (hand-empty

↪→ ) (on-table ?b) (clear
↪→ ?b))

17 :effect (and (holding ?b) (not
↪→ (hand-empty)) (not (
↪→ on-table ?b)) (not (
↪→ clear ?b)))

18 )
19 (:action unstack
20 :parameters (?b1 - block)
21 :precondition (and (hand-empty

↪→ ) (on ?b1 ?b2) (clear
↪→ ?b1))

22 :effect (and (holding ?b1) (
↪→ not (hand-empty)) (not
↪→ (on ?b1 ?b2)) (not (
↪→ clear ?b1)) (clear ?b2
↪→ ))

23 )
24 (:action putdown
25 :parameters (?b - block)
26 :precondition (holding ?b)
27 :effect (and (on-table ?b) (

↪→ clear ?b) (hand-empty)
↪→ (not (holding ?b)))

28 )
29 (:action stack
30 :parameters (?b1 - block ?b2 -

↪→ block)
31 :precondition (and (holding ?

↪→ b1) (clear ?b2))
32 :effect (and (on ?b1 ?b2) (

↪→ hand-empty) (not (
↪→ holding ?b1)) (not (
↪→ clear ?b2)) (clear ?b1
↪→ ))

33 )
34 )

(a) Syntax incorrect PDDL

1 (define
2 (domain blocks-world)
3 (:requirements :strips :typing)
4 (:types
5 block
6 )
7 (:predicates
8 (clear ?b - block)
9 (on ?b1 - block ?b2 - block)

10 (on-table ?b - block)
11 (holding ?b - block)
12 (hand-empty)
13 )
14 (:action pickup
15 :parameters (?b - block)
16 :precondition (and (hand-empty

↪→ ) (on-table ?b) (clear
↪→ ?b))

17 :effect (and (holding ?b) (not
↪→ (hand-empty)) (not (
↪→ on-table ?b)) (not (
↪→ clear ?b)))

18 )
19 (:action unstack
20 :parameters (?b1 - block ?b2 -

block)
21 :precondition (and (hand-empty

↪→ ) (on ?b1 ?b2) (clear
↪→ ?b1))

22 :effect (and (holding ?b1) (
↪→ not (hand-empty)) (not
↪→ (on ?b1 ?b2)) (not (
↪→ clear ?b1)) (clear ?b2
↪→ ))

23 )
24 (:action putdown
25 :parameters (?b - block)
26 :precondition (holding ?b)
27 :effect (and (on-table ?b) (

↪→ clear ?b) (hand-empty)
↪→ (not (holding ?b)))

28 )
29 (:action stack
30 :parameters (?b1 - block ?b2 -

↪→ block)
31 :precondition (and (holding ?

↪→ b1) (clear ?b2))
32 :effect (and (on ?b1 ?b2) (

↪→ hand-empty) (not (
↪→ holding ?b1)) (not (
↪→ clear ?b2)) (clear ?b1
↪→ ))

33 )
34 )

(b) Syntax corrected PDDL

Figure 17: Revision by Solver feedback example
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1 (define
2 (domain blocks-world)
3 (:requirements :strips :typing)
4 (:types
5 block
6 )
7 (:predicates
8 (on ?x - block ?y - block)
9 (on-table ?x - block)

10 (clear ?x - block)
11 (holding ?x - block)
12 (hand-empty)
13 )
14 (:action pickup
15 :parameters (?b - block)
16 :precondition (and (on-table ?

↪→ b) (clear ?b) (hand-
↪→ empty))

17 :effect (and (holding ?b) (not
↪→ (on-table ?b)) (not (
↪→ clear ?b)) (not (hand-
↪→ empty)))

18 )
19 (:action unstack
20 :parameters (?b - block ?s -

↪→ block)
21 :precondition (and (on ?b ?s)

↪→ (hand-empty) (clear ?b
↪→ ))

22 :effect (and (holding ?b) (not
↪→ (on ?b ?s)) (clear ?s
↪→ ) (not (clear ?b)) (
↪→ not (hand-empty)))

23 )
24 (:action putdown
25 :parameters (?b - block)
26 :precondition (holding ?b)
27 :effect (and (on-table ?b) (

↪→ clear ?b) (not (
↪→ holding ?b)) (hand-
↪→ empty))

28 )
29 (:action stack
30 :parameters (?b - block ?s -

↪→ block)
31 :precondition (and (holding ?b

↪→ ) (clear ?s))
32 :effect (and (on ?b ?s) (not (

↪→ clear ?s)) (not (
↪→ holding ?b)) (hand-
↪→ empty))

33 :effect (and (on ?b ?s) (not
(clear ?s)) (not (holding
?b)) (hand-empty))

34 )
35 )

(a) Semantics incorrect PDDL

1 (define
2 (domain blocks-world)
3 (:requirements :strips :typing)
4 (:types
5 block
6 )
7 (:predicates
8 (on ?x - block ?y - block)
9 (on-table ?x - block)

10 (clear ?x - block)
11 (holding ?x - block)
12 (hand-empty)
13 )
14 (:action pickup
15 :parameters (?b - block)
16 :precondition (and (on-table ?

↪→ b) (clear ?b) (hand-
↪→ empty))

17 :effect (and (holding ?b) (not
↪→ (on-table ?b)) (not (
↪→ clear ?b)) (not (hand-
↪→ empty)))

18 )
19 (:action unstack
20 :parameters (?b - block ?s -

↪→ block)
21 :precondition (and (on ?b ?s)

↪→ (hand-empty) (clear ?b
↪→ ))

22 :effect (and (holding ?b) (not
↪→ (on ?b ?s)) (clear ?s
↪→ ) (not (clear ?b)) (
↪→ not (hand-empty)))

23 )
24 (:action putdown
25 :parameters (?b - block)
26 :precondition (holding ?b)
27 :effect (and (on-table ?b) (

↪→ clear ?b) (not (
↪→ holding ?b)) (hand-
↪→ empty))

28 )
29 (:action stack
30 :parameters (?b - block ?s -

↪→ block)
31 :precondition (and (holding ?b

↪→ ) (clear ?s))
32 :effect (and (on ?b ?s) (clear

↪→ ?b) (not (clear ?s))
↪→ (not (holding ?b)) (
↪→ hand-empty))

33 :effect (and (on ?b ?s) (clear
?b) (not (clear ?s)) (not
(holding ?b))
(hand-empty))

34 )
35 )

(b) Semantics corrected PDDL

Figure 18: Revision by Solver+validator feedback example
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