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Abstract

In this work, we address question answering001
(QA) over a hybrid of tabular and textual data,002
involving a variety of common content in real-003
ity like SEC filings, where discrete reasoning004
is often required. We consider harnessing the005
multi-step reasoning capabilities of large lan-006
guage models (LLMs) to tackle this problem,007
which have recently achieved remarkable suc-008
cess in many natural language tasks. To do009
this, we first abstract a Step-wise Pipeline for010
tabular and textual QA to help LLMs better011
execute multi-step inference, containing three012
key steps of Extractor, Reasoner and Executor.013
We initially design an instruction to validate the014
pipeline on GPT-4, demonstrating promising015
results. However, utilizing an online LLM like016
GPT-4 holds various challenges in terms of cost,017
latency, and data security risk, which motivates018
us to specialize smaller LLMs in this task. We019
then develop a TAT-LLM model by fine-tuning020
LLaMA 2 with the training data generated au-021
tomatically from existing datasets following022
the Step-wise Pipeline. The experimental re-023
sults have verified that our TAT-LLM model024
can outperform all compared models, includ-025
ing prior best fine-tuned models and very large-026
scale LLMs like GPT-4 on FinQA, TAT-QA027
and TAT-DQA benchmarks.028

1 Introduction029

The documents containing both tables and text, e.g.030

SEC filings, academic papers and medical reports,031

make a very prevalent category of content in the032

real world. They often feature extensive numerical033

data in both the tabular and textual content, necessi-034

tating discrete reasoning capabilities for machines035

to comprehend them. Recent research (Zhu et al.,036

2021; Chen et al., 2021) investigates the intelli-037

gent comprehension of such documents through038

question answering (QA) tasks, as exemplified in039

Figure 1. The model, provided with a table and040

relevant text as the context, needs to perform vari-041

ous types of discrete reasoning, such as arithmetic042

Year Ended June 30, 2019 2018 2017
Server products and cloud services 32,622 26,129  21,649
Office products and cloud services 31,769 28,316 25,573
Windows 20,395 19,518 18,593
Gaming 11,386 10,353 9,051
Search advertising 7,628 7,012 6,219
LinkedIn 6,754 5,259 2,271
Enterprise Services 6,124 5,846 5,542
Devices 6,095 5,134 5,062
Other 3,070 2,793 2,611
Total 125,843 110,360 96,571

Our commercial cloud revenue, which includes Office 365
Commercial, Azure, the commercial portion of LinkedIn, Dynamics
365, and other commercial cloud properties, was $38.1 billion, $26.6
billion and $16.2 billion in fiscal years 2019, 2018, and 2017,
respectively. These amounts are primarily included in Office products
and cloud services, Server products and cloud services, and
LinkedIn in the table above.

(in millions)

Revenue from external customers, classified by significant product
and service offerings, was as follows:

Question 1: What was the percentage change in gaming between
2018 and 2019?
Discrete Reasoning Type: Arithmetic Calculation
Answer: (11,386 - 10,353) / 10,353 = 9.98%
Question 2: Did the total revenue in 2019 exceed that of 2018?
Discrete Reasoning Type: Comparison
Answer: 125,843 > 110,360 = Yes
Question 3: How many revenue items are between 6,000 million and
6,500 million in 2019?
Discrete Reasoning Type: Counting
Answer: Count(Enterprise Services#Devices) = 2

Figure 1: Examples of QA with discrete reasoning over
a hybrid of tabular and textual data.

calculations, making comparisons, and counting, 043

to answer the question. 044

To perform QA over hybrid tabular and textual 045

data, a straightforward approach (Ran et al., 2019) 046

involves taking the table, text, and question as input 047

and generating the answer directly. This approach 048

can be ineffective due to the complex reasoning pro- 049

cess involved (Wei et al., 2022c). To address this is- 050

sue, some works (Lei et al., 2022; Zhou et al., 2022; 051

Zhu et al., 2023) decompose the task into multiple 052

steps, producing intermediate results that serve as 053

references for the final answer. These multi-step 054

approaches typically design distinct modules at 055

each step and often optimize these modules concur- 056

rently through multi-task learning. To date, there 057

has been no consensus on how to decompose the 058

answer process in existing literature. 059
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Recently, large language models (LLMs) like060

GPT-4 (OpenAI, 2023) and FLAN (Wei et al.,061

2022a) have exhibited strong multi-step reasoning062

abilities (Wei et al., 2022b) with proper instruc-063

tions such as chain-of-thought (CoT) (Wei et al.,064

2022c) and least-to-most (Zhou et al., 2023). There-065

fore, we consider harnessing this amazing power066

of LLMs for better discrete reasoning over hybrid067

tabular and textual data. To achieve this, we first068

identify three key steps in the process of tabular and069

textual QA from previous multi-step methods (Zhu070

et al., 2021, 2023; Zhou et al., 2022), and abstract071

a Step-wise Pipeline, as illustrated in Figure 2 b).072

Specifically, 1) Extractor identifies the relevant073

information or evidence to the question from the074

given context; 2) Reasoner generates a mathemati-075

cal equation or logic rule with the obtained infor-076

mation; and 3) Executor derives the final answer by077

executing the mathematical equation or logic rule078

with the associated information. The three steps079

emphasize different capabilities of the tabular and080

textual QA model — understanding the question081

and context, inferring the logic for answering the082

question, and calculating the answer with precision.083

These steps produce a sequence of intermediate084

results, which means we can specifically model085

and enhance one (or more) of them given a specific086

application scenario.087

Following the Step-wise Pipeline, we initially088

design a task instruction and validate it on GPT-089

4 (OpenAI, 2023), achieving promising results on090

multiple benchmarks. However, utilizing an online091

LLM presents challenges in terms of cost, latency,092

and data security risk. By contrast, fine-tuning a093

smaller language model, specifically for math word094

problems (Fu et al., 2023; Cobbe et al., 2021), has095

been proven fairly appealing. We are then moti-096

vated to explore the specialization of smaller lan-097

guage models for addressing this challenge follow-098

ing the Step-wise Pipeline.099

We develop a TAT-LLM model by fine-tuning100

LLaMA 2 (Touvron et al., 2023b) with the training101

data generated automatically from existing expert-102

annotated datasets, as shown in Figure 2 c). In par-103

ticular, we train the selected LLM to take the table,104

text, and question as input, and complete the task105

in three key steps following the Step-wise Pipeline.106

We construct each of the training instances with107

five parts: Instruction, Table, Text, Question, and108

Response, from available tabular and textual QA109

datasets. Inspired by Tab-CoT (Ziqi and Lu, 2023),110

the model output (or response) is formatted to a 111

structured table, with each row corresponding to 112

one step of the pipeline, as shown in the right part 113

of Figure 2 c). This design is friendly to further 114

refining the outputs at each step and automatic eval- 115

uation. Moreover, to enhance the model perfor- 116

mance, we equip the TAT-LLM model with an 117

External Executor, which strengthens the execu- 118

tion of logical rules and mathematical calculations 119

to better infer the final answer. We test our TAT- 120

LLM on three popular benchmarks: FinQA (Chen 121

et al., 2021), TAT-QA (Zhu et al., 2021) and TAT- 122

DQA (Zhu et al., 2022). The experimental results 123

show that our smallest model TAT-LLM (7B) can 124

outperform all baseline models and even beat GPT- 125

4 on all three datasets. In summary, we make the 126

following main contributions in this work: 127

• We abstract a Step-wise Pipeline including Ex- 128

tractor, Reasoner and Executor to assist LLMs 129

in better performing discrete reasoning over a 130

hybrid of tabular and textual data. 131

• We develop a TAT-LLM model by fine-tuning 132

LLaMA 2 (including 7B, 13B and 70B) for tab- 133

ular and textual QA following the Step-wise 134

Pipeline, better supporting practical application 135

with cost and privacy concerns. 136

• We conduct extensive experiments on three popu- 137

lar benchmarks, validating the superiority of our 138

TAT-LLM model over both conventional meth- 139

ods and very large-scale LMs, e.g. GPT-4. 140

2 Related Work 141

2.1 Tabular and Textual QA 142

Early works on tabular and textual QA (Chen et al., 143

2020b; Li et al., 2021; Chen et al., 2020a) focus on 144

answer extraction from tabular and textual data. In 145

recent two years, a growing body of works tackle 146

tabular and textual QA by performing discrete rea- 147

soning as massive numerical information is usu- 148

ally included in the table or text, such as TAT- 149

QA (Zhu et al., 2021), TAT-HQA (Li et al., 2022), 150

FinQA (Chen et al., 2021), MultiHiertt (Zhao et al., 151

2022), and TAT-DQA (Zhu et al., 2022). In this 152

line of research, many supervised fine-tuning meth- 153

ods are proposed, such as DyRRen (Li et al., 2023), 154

RegHNT (Lei et al., 2022), UniRPG (Zhou et al., 155

2022) and MVGE (Wei et al., 2023). Harnessing 156

the capabilities of advanced LLMs to tackle tabular 157
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Model
Question

Context

Answer Extractor

Question

Context

Answer

a) End-to-end Pipeline b) Step-wise Pipeline

Reasoner Executor

Model

Supporting
Evidence

Logic or
Equation

c) TAT-LLM
Step Output

1 11,386#10,353
2 (11,386 - 10,353) / 10,353

3 9.98%

### Instruction
Please complete the task in three steps:  
1. Extractor: extract the relevant values ...
2. Reasoner: generate the logic or equation ...
3. Executor: calculate the answer ...
Please organize the results in the following table:
| Step | Output  |
| 1 |  |
| 2 |  |
| 3 |  |
### Table 
{Table} in markdown format
### Text 
{Texts}
### Question
{Question}
### Response

LLM

Step Output
1 125,843#110,360
2 125,843 > 110,360 
3 Yes

Step Output
1 Enterprise Services#Devices
2 Count(...)

3 2

External
Executor

Answer

Q2

Q1

Q3

Table

Texts

Figure 2: Comparison between a) End-to-end Pipeline and b) Step-wise Pipeline. c) Our TAT-LLM language
model is developed by fine-tuning LLaMA 2 following the Step-wise Pipeline.

and textual QA remains a relatively underexplored158

area, which is the main focus of our work.159

2.2 Large Language Models (LLMs)160

Recently, LLMs like ChatGPT (Ouyang et al.,161

2022) have attracted tremendous research atten-162

tion with their superb language understanding163

and generation abilities, bringing excellent per-164

formance to many tasks like reading comprehen-165

sion (Rogers et al., 2023), discrete reasoning (Wei166

et al., 2022c), etc. Since these general LLMs are167

usually extremely large and not accessible for most168

researchers, open-source smaller LLMs are pro-169

posed to allow researchers to customize their own170

LLMs for different tasks, such as LLaMA (Tou-171

vron et al., 2023a) and Alpaca (Taori et al., 2023),172

with comparable performance to the general LLMs.173

Recently, there has been a trend in the research174

community that small LLMs are specialized for spe-175

cific tasks through fine-tuning with instructions (Fu176

et al., 2023), yielding impressive performance. To177

the best of our knowledge, we are the first work178

to specialize a small LLM (e.g.,7B) in tabular and179

textual QA challenge.180

3 Approach181

In this section, we first introduce the Step-wise182

Pipeline for tabular and textual QA, and then elab-183

orate our proposed TAT-LLM model.184

3.1 Step-wise Pipeline 185

Large language models (LLMs) like Chat- 186

GPT (Ouyang et al., 2022) and FLAN (Wei et al., 187

2022a) have demonstrated astoundingly strong 188

multi-step reasoning abilities (Wei et al., 2022b) 189

following human instructions in many tasks (Zhou 190

et al., 2023; Cobbe et al., 2021). To better lever- 191

age such amazing power of LLMs to address QA 192

over hybrid tabular and textual data, we abstract 193

a Step-wise Pipeline from the previous multi-step 194

methods (Zhu et al., 2021; Zhou et al., 2022) on 195

this task. As shown in Figure 2 b), this pipeline 196

addresses the task with three key steps: Extractor, 197

Reasoner, and Executor. In particular, Extractor 198

serves as an information extraction module that 199

identifies the relevant snippets or segments of in- 200

formation to the question from the context; 2) Rea- 201

soner works as a “logic thinker” to generate the 202

right logic rule or equation that leads to the right 203

answer to the question; 3) Executor is responsi- 204

ble for deriving the final answer by performing the 205

logic rule or executing the equation. Compared 206

with an End-to-end Pipeline that provides little in- 207

sight into how the answer is derived, as shown in 208

Figure 2 a), such a Step-wise Pipeline is able to 209

produce a sequence of intermediate results, which 210

means we can boost each component (or some of 211

them) within the pipeline to consequently acquire 212

improved final performance. For example, in this 213
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work, we choose to strengthen the third step by214

adding an extra Executor, which brings noticeable215

performance gains as verified experimentally in216

Section 4.3.217

To instruct LLMs to perform discrete reasoning218

over tabular and textual data following the Step-219

wise Pipeline, we carefully design a natural lan-220

guage instruction to include the three key steps in221

the Step-wise Pipeline. Please refer to Appendix D222

for more information. We validate it on both FinQA223

and TAT-QA benchmarks using ChatGPT (Ouyang224

et al., 2022) and GPT-4 (OpenAI, 2023) and obtain225

promising results, demonstrating the rationality of226

applying the Step-wise Pipeline grounded on the227

LLMs. We then generate training data with pub-228

licly available tabular and textual QA datasets and229

specialize a smaller LLM, i.e., LLaMA 2 (Tou-230

vron et al., 2023b), to answer questions following231

the Step-wise Pipeline for better supporting practi-232

cal applications with cost and privacy concerns, as233

elaborated at below.234

3.2 TAT-LLM235

Selection of Language Model. We develop our236

TAT-LLM by fine-tuning LLaMA 2 (Touvron237

et al., 2023b). LLaMA (Touvron et al., 2023a)238

is a series of open-source large language models239

trained on the large-scale publicly available cor-240

pus. It is commonly employed in the development241

of large language models with instruction tuning,242

such as Alpaca (Taori et al., 2023) and Vicuna (Chi-243

ang et al., 2023). In this study, we choose the lat-244

est LLaMA 2 (Touvron et al., 2023b) as our base245

language model considering it offers an extended246

maximum sequence length (i.e., 4, 096) compared247

to the previous version LLaMA (Touvron et al.,248

2023a), which often fails to accommodate the tabu-249

lar and textual content of one instance from existing250

datasets. Moreover, LLaMA 2 has demonstrated re-251

markable performance across various benchmarks.252

Construction of Training Data. Our fine-tuning253

is based on the training data we automatically trans-254

form from existing tabular and textual QA datasets.255

For implementation, we use three datasets, i.e.,256

FinQA (Chen et al., 2021), TAT-QA (Zhu et al.,257

2021) and TAT-DQA (Zhu et al., 2022). We care-258

fully design templates for each dataset to generate259

the training data for fine-tuning LLMs. Please refer260

to Appendix C for more information. As shown261

in Figure 2 c), each training instance is designed262

to be composed of five parts, including Instruction,263

Algorithm 1 : External Executor
Input O1: the output of Extractor; O2: the output
of Reasoner; O3: the output of Executor; Qt: the
predicted question type.

1: answer ← O3

2: if O2 is a valid arithmetic equation then
3: answer ← round(eval(O2), 4)
4: else if “#” in O2 then # multiple values are

separated with “#”
5: arr ← O2.split(“#”)
6: answer ← len(arr)
7: else if “>” in O2 or “<” in O2 then
8: answer ← eval(O2)
9: else if O2 = “N.A.” then

10: if Qt = “Span” then
11: answer ← O1

12: else if Qt = “Multiple Spans” then
13: arr ← O1.split(“#”) # spans are sep-

arated with “#”
14: answer ← arr
15: end if
16: end if

Table, Text, Question, and Response. 264

• Instruction: This part provides a detailed guide 265

for what the task is and how to complete it. It out- 266

lines the steps that should be followed to derive the 267

answer from the provided context. We adopt the 268

Step-wise Pipeline described in above sections. 1) 269

Extractor: We request the model to extract the rele- 270

vant information from either the table or the accom- 271

panying text. 2) Reasoner: Based on the extracted 272

information, we ask the model to derive an equa- 273

tion or a logic rule that is used to infer the answer. 274

3) Executor: We require the model to execute the 275

equation or logic rule to arrive at the final answer. 276

An illustration is given in Figure 2 c), which is the 277

same for all the training instances. The instruction 278

part helps the model to precisely understand the 279

task and generate accurate and meaningful outputs. 280

• Table: This part refers to the tabular data in the 281

input context of this task. We compose this part 282

using the tables from FinQA and TAT-QA datasets. 283

As each table in the two datasets is stored in a 284

Two-Dimensional (2D) array, we transform it into 285

a markdown table. Note that we omit TAT-DQA 286

dataset for this part, considering the context given 287

in TAT-DQA is the document pages from PDF files, 288

where the structure of the table is unknown. 289

• Text: This part refers to the textual data in the 290

input context. For FinQA and TAT-QA datasets, 291
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Dataset Train Set Dev Set Test Set
FinQA 6,251 883 1,147
TAT-QA 13,215 1,668 1,669
TAT-DQA 13,251 1,645 1,662

Table 1: Statistics of the train, validation and test splits
for the financial tabular and textual QA datasets.

we compose this part with the paragraphs relevant292

to the table; all contents from the document pages293

in TAT-DQA dataset are regarded as textual data.294

• Question: This part refers to the question that is295

asked based on the given tabular and textual context.296

We directly put the question from the three datasets297

in this part. The goal of the task is to generate the298

right answer to this question.299

• Response: This part describes the model’s output300

based on the given table, text, and question. To301

better inspect the results in the intermediate steps302

and automatically evaluate the model output, we303

train the language model to format the output in304

a structured markdown table with two columns,305

i.e., step and output. Each row in the output table306

corresponds to one step defined in the instruction.307

In the end, the model draws its conclusion with a308

statement: "The answer is: {answer}", making its309

final response clear.310

To train the model, the response part in the train-311

ing set needs to be generated in advance. Existing312

tabular and textual QA datasets often provide the313

answer to the question and the derivation annotated314

by human experts. To generate the correct response315

for constructing our training instance, we first auto-316

matically identify the supporting evidence from the317

derivation of each question, such as the numbers318

and entities, which are used as the output of the319

first step. We then convert the derivation to a valid320

equation or logic rule as the output of the second321

step, making sure its execution result is consistent322

with the final answer. We directly use the annotated323

answer as the final answer, which is also the output324

of the last step.325

Training. After constructing the training data,326

we train our TAT-LLM model in various sizes, in-327

cluding 7B, 13B, and 70B, by fine-tuning LLaMA328

2 (Touvron et al., 2023b) using Low-Rank Adap-329

tation (LoRA) (Hu et al., 2022). More details are330

provided in Appendix A.331

External Executor. We observe that the trained332

model struggles in performing the execution of333

the mathematical equations and logic rules (e.g.,334

Type Model EM

Human Expert Performance 91.16

Fi
ne

-t
un

ed

Longformer 21.90
NeRd 48.57
FinQANetBERT 50.00
DyRRenBERT 59.37
FinQANetRoBERTa 61.24
ELASTICRoBERTa 62.66
DyRRenRoBERTa 63.30

Z
er

o-
sh

ot

Vicuna (7B) 10.11
LLaMA 2-Chat (7B) 15.43
LLaMA 2-Chat (70B) 32.17
MAmmoTH (70B) 36.09
WizardMath (70B) 47.25
GPT3.5-Turbo 58.00
GPT-4 63.91

Ours TAT-LLM (7B)
(+0.69)
64.60

Table 2: Performance of our TAT-LLM model and
compared models on the test set of FinQA. Best results
are marked in bold and numbers in red indicate the
improvement over the underlined second-best results.

counting, comparison) in the last step, according to 335

experimental evaluations in Section 4.3. Such in- 336

competence of the Executor has also been found in 337

previous works (Luo et al., 2023; Yue et al., 2023). 338

To enhance the model’s accuracy of the final out- 339

put, we propose to add an External Executor to 340

our model, which takes the model’s intermediate 341

outputs as input and performs the execution of the 342

equations or logic rules to obtain the final answer. 343

With this External Executor, the model can refine 344

its output to a better one. With the output of the 345

model formatted to a structured table, we can eas- 346

ily access the intermediate results. After obtaining 347

the intermediate results, the External Executor is 348

applied to refine the final answer instead of directly 349

using the prediction of the model. The whole pro- 350

cess is summarized in Algorithm 1. 351

4 Experiments 352

4.1 Datasets, Models and Evaluation Metrics 353

Datasets. We use FinQA (Chen et al., 2021), 354

TAT-QA (Zhu et al., 2021) and TAT-DQA (Zhu 355

et al., 2022) for our experiments. See Table 1 for 356

the statistics of splits of each dataset. 357

• FinQA (Chen et al., 2021) is an expert-annotated 358

tabular and textual QA dataset in which the ta- 359
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Type Model EM F1

Human Expert Performance 84.1 90.8
Fi

ne
-t

un
ed

TagOp 50.10 58.00
TeaBReaC 55.80 63.80
KIQA 58.20 67.40
FinMath 58.30 68.20
GANO 61.90 72.10
MHST 63.60 72.70
UniPCQA 63.90 72.20
SoarGraph 65.40 75.30
UniRPG 67.20 76.00
RegHNT 70.30 77.90
MVGE 70.90 79.10

Z
er

o-
sh

ot

Vicuna (7B) 32.53 40.97
LLaMA 2-Chat (7B) 37.16 45.37
MAmmoTH (70B) 38.97 46.51
WizardMath (70B) 39.63 45.28
LLaMA 2-Chat (70B) 45.94 53.80
GPT3.5-Turbo 59.47 68.11
GPT-4 71.92 79.71

Ours TAT-LLM (7B) (+2.64) (+3.17)
74.56 82.88

Table 3: Performance of our TAT-LLM model and
compared models on the test set of TAT-QA.

bles and text are sampled from financial reports.360

It focuses on discrete reasoning capabilities like361

addition, subtraction, multiplication, division, and362

numerical comparison.363

• TAT-QA (Zhu et al., 2021) is also built with364

tables and paragraphs extracted from financial re-365

ports. Most questions require discrete reasoning366

to generate the answers, and meanwhile, there are367

also cases where the answers can be extracted di-368

rectly from the tables or text. Its questions are369

classified into four different types: Span, Multiple370

Spans, Counting, and Arithmetic.371

• TAT-DQA (Zhu et al., 2022) is an extension of372

the TAT-QA dataset, focusing on question answer-373

ing over the original long financial statements with374

up to three pages, and the position and structure of375

the tables are unknown.376

Compared Models. We compare our TAT-377

LLM model with two kinds of models: fine-tuned378

models on the tabular and textual QA dataset, and379

LLMs in zero-shot setting. For fine-tuned models,380

we select the state-of-the-art supervised fine-tuned381

models for each dataset, which are listed separately382

in Table 2, Table 3 and Table 4. For LLMs, we383

utilize the state-of-the-art GPT3.5-Turbo (Brown384

et al., 2020) and GPT-4 (OpenAI, 2023). Besides,385

we also adopt powerful smaller LLMs that have386

garnered considerable research interest in the field,387

including Vicuna (7B) (Chiang et al., 2023) and388

LLaMA 2-Chat (7B and 70B) (Touvron et al.,389

Type Model EM F1

Human Expert Performance 84.1 90.8

Fi
ne

-t
un

ed NumNet+ V2 30.60 40.10
TagOp 33.70 42.50
MHST 41.50 50.70
Doc2SoarGraph 59.20 67.60

Z
er

o-
sh

ot

Vicuna (7B) 28.44 36.72
LLaMA 2-Chat (7B) 34.52 42.32
MAmmoTH (70B) 35.42 42.82
WizardMath (70B) 36.44 41.55
LLaMA 2-Chat (70B) 41.91 49.74
GPT3.5-Turbo 52.74 61.40
GPT-4 64.46 72.20

Ours TAT-LLM (7B) (+4.99) (+5.55)
69.45 77.75

Table 4: Performance of our TAT-LLM model and
compared models on the test set of TAT-DQA.

2023b). In addition to these general LLMs, we 390

also compare our models with LLMs specialized 391

in math word problems, including MAmmoTH 392

(70B) (Yue et al., 2023) and WizardMath (70B) 393

(Luo et al., 2023), since our task involves numer- 394

ical reasoning. All LLMs are tested in zero-shot 395

setting, because financial tabular and textual data 396

inputs tend to be lengthy, making it impractical to 397

include additional in-context examples due to input 398

length limits. 399

Evaluation Metrics. For TAT-QA and TAT-DQA 400

datasets, we adopt the Exact Match (EM) and the 401

numeracy-focused (macro-averaged) F1 score (Zhu 402

et al., 2021, 2022). Both two metrics measure the 403

overlap between a bag-of-words representation of 404

the gold and predicted answers. The numeracy- 405

focused F1 score is set to 0 unless the predicted 406

number is exactly equal to the ground truth. We 407

use EM for FinQA, which is the same as the 408

metric of Execution Accuracy originally used in 409

FinQA (Chen et al., 2021). 410

For zero-shot prediction using LLMs, we omit 411

the scale prediction and compare the predicted 412

value with the ground truth value only, assuming 413

the scale prediction is always correct. For our TAT- 414

LLM model, since we instruct the model to output 415

a structured table that is friendly to automatic eval- 416

uation, we take the scale into account. 417

4.2 Main Results 418

We first compare the performance of our TAT- 419

LLM with previous methods on each dataset re- 420

spectively. The experimental results are summa- 421

rized in Table 2 for FinQA, Table 3 for TAT-QA 422

and Table 4 for TAT-DQA. From the tables, we 423
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Model FinQA TAT-QA TAT-DQA

EM EM F1 EM F1

GPT-3.5-Turbo 58.00 59.47 68.11 52.74 61.40
GPT-4 63.91 71.92 79.71 64.46 72.20

Fine-tuned with respective training set:

TAT-LLM (7B) (+0.69) (+2.64) (+3.17) (+4.99) (+5.55)
64.60 74.56 82.88 69.45 77.75

Fine-tuned with a combination of training sets:

TAT-LLMAll (7B) (+1.22) (+4.57) (+5.42) (+6.92) (+8.04)
65.13 76.49 85.13 71.38 80.24

TAT-LLMAll (13B) (+8.02) (+5.59) (+6.24) (+7.76) (+8.36)
71.93 77.51 85.95 72.22 80.56

TAT-LLMAll (70B) (+12.90) (+9.50) (+8.78) (+12.09) (+11.70)
76.81 81.42 88.49 76.55 83.90

Table 5: Performance of the TAT-LLM model trained
with combination of all three training sets.

make the following observations. 1) Our TAT-424

LLM (7B) significantly outperforms all the previ-425

ous models on each of the three datasets, including426

the previous best fine-tuned models and the state-427

of-the-art GPT-4 (OpenAI, 2023). In particular, our428

TAT-LLM reaches 64.60%, 74.56% and 69.45%429

in terms of EM on the test set of FinQA, TAT-QA430

and TAT-DQA respectively, i.e. an increase of 0.69,431

2.64 and 4.99 points compared to GPT-4. These re-432

sults well demonstrate the noticeable effectiveness433

of our TAT-LLM model. The results also confirm434

the rousing potential of specializing smaller lan-435

guage models, like our TAT-LLM (7B) model, for436

specific tasks to yield better performance than very437

large-scale models like GPT-4. 2) However, the438

performance of GPT-4 and our TAT-LLM (7B)439

obviously lags behind that of human experts, show-440

ing that this task is still challenging. 3) The strong441

general LLM GPT3.5-Turbo (Ouyang et al., 2022)442

and LLaMA 2-Chat (70B) (Touvron et al., 2023b)443

underperform the best fine-tuned models, evidenc-444

ing that supervised fine-tuning is still essential for445

achieving advanced performance for this challenge.446

4) The LLMs specialized in mathematical reason-447

ing, i.e., WizardMath (Luo et al., 2023) and MAm-448

moTH (Yue et al., 2023), largely underperform449

GPT3.5-Turbo, GPT-4 and our TAT-LLM model,450

showing that current numerically-enhanced LLMs451

still struggle in discrete reasoning over tabular and452

textual QA. This again speaks for the considerable453

value of specializing models for specific tasks.454

4.3 In-Depth Analysis455

Fine-tuning with Combined Data. In addition456

to training our TAT-LLM model on a single tab-457

ular and textual QA dataset, we also train the458

TAT-LLMAll (7B) with a combination of the train459

sets from FinQA, TAT-QA and TAT-DQA datasets.460

As shown in Table 5, training on a combined461

Model FinQA TAT-QA TAT-DQA

EM EM F1 EM F1

GPT-4 63.91 71.92 79.71 64.46 72.20

TAT-LLMAll (7B)
w/o External Executor 48.47 58.69 67.21 54.84 63.68
w External Executor 65.13 76.49 85.13 71.38 80.24
gains (+) 16.66 17.80 17.92 16.54 16.56

TAT-LLMAll (13B)
w/o External Executor 60.05 62.60 70.73 59.95 68.61
w External Executor 71.75 76.79 85.05 71.86 80.50
gains (+) 11.70 14.19 14.32) 11.91 11.89

TAT-LLMAll (70B)
w/o External Executor 70.10 76.61 83.55 71.74 78.99
w External Executor 76.81 81.42 88.49 76.55 83.90
gains (+) 6.71 4.81 4.94 4.81 4.91

Table 6: Effectiveness of the External Executor for
TAT-LLMALL with different sizes.

dataset brings clear performance improvements 462

over training on a single dataset. This suggests that 463

incorporating larger-sized and more diverse data 464

into the training process can potentially enhance 465

the model’s overall capabilities. Furthermore, we 466

check the performance with various sizes of the 467

base LLaMA 2 model, and find that larger models 468

consistently achieve significant performance im- 469

provements across all three datasets, aligning with 470

the prevailing consensus in the field. Compared 471

to GPT-4, TAT-LLMALL (70B) increases 12.90%, 472

9.50% and 12.09% on the EM over FinQA, TAT- 473

QA and TAT-DQA, respectively, which strongly 474

validates the rationality of our solution. 475

Different Fine-tuning Strategies. To verify the 476

effect of our fine-tuning strategy, i.e. Step-wise 477

Pipeline plus External Executor, we compare it 478

with separately applying End-to-end Pipeline or 479

Step-wise Pipeline on LLaMA 2 (7B) models. The 480

results are summarized in Figure 3. Firstly, we can 481

see our TAT-LLM (7B) clearly outperforms the 482

two variants following the End-to-end Pipeline and 483

the Step-wise Pipeline on all tabular and textual QA 484

datasets for both evaluation metrics, demonstrating 485

the effectiveness of our fine-tuning strategy. Be- 486

sides, we find that the Step-wise Pipeline also out- 487

performs the End-to-end Pipeline in all situations, 488

0

25

50

75

100

End-to-end Pipeline Step-wise Pipeline TAT-LLM (7B)

EM (FinQA) EM (TAT-QA) F1 (TAT-QA)
EM (TAT-DQA) F1 (TAT-DQA)

Figure 3: Comparison of different training strategies.
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Figure 4: Performance comparison in terms of EM be-
tween TAT-LLM (7B) and LLaMA 2-Chat (7B) for
different question types on TAT-QA.

showing the rationality of incorporating interme-489

diate reasoning steps, which is in line with previ-490

ous research on chain-of-thoughts reasoning (Wei491

et al., 2022c). Moreover, it is observed that the492

End-to-end Pipeline achieves notably poor perfor-493

mance on FinQA compared to that on TAT-QA494

and TAT-DQA. This is probably because FinQA495

requires more complex discrete reasoning steps496

than TAT-QA and TAT-DQA, and omitting such497

steps in fining-tuning would largely degrade model498

performance. Finally, we find a significant per-499

formance increase from the Step-wise Pipeline to500

TAT-LLM. This is due to the incorporation of the501

reliable External Executor which largely guaran-502

tees the reasoning accuracy of the answer. In the503

next section, we perform detailed analysis on the504

effectiveness of the External Executor.505

Effect of External Executor w.r.t. Different506

Model Sizes. Here we analyze the effectiveness507

of the External Executor on models with differ-508

ent sizes. According to the experimental results509

shown in Table 6, we can see that ablating the Ex-510

ternal Executor significantly degrades the perfor-511

mance across all model sizes on all datasets, caus-512

ing decreases of larger than 15% on the EM of the513

three datasets for TAT-LLMALL (7B). This shows514

that the External Executor is essential in ensuring515

the answer correctness. Also, we find that larger516

models w/o External Executor perform better than517

smaller models w/o External Executor, and the518

gains by the External Executor get smaller as the519

model size increases. The largest TAT-LLMALL520

(70B) w/o External Executor only decreases less521

than 7% on all three datasets, which is far less522

than TAT-LLMALL (7B). This is because larger523

models have stronger discrete reasoning abilities524

than smaller models and make less mistakes in an-525

swer calculation. Hence, the advantage of ensuring526

accurate results in discrete reasoning through the527

0

20

40

60

80

Counting Arithmetic Span Multiple spans

LLaMA 2 (7B) - Chat TAT-LLM (7B)

+53.8%

+249.7%
+51.5% +44.0%

Figure 5: Performance comparison in terms of EM be-
tween TAT-LLM (7B) and LLaMA 2-Chat (7B) for
different question types on TAT-DQA.

External Executor appears to be less conspicuous. 528

Improvements w.r.t. Different Question Types. 529

Here we analyze the improvements achieved by 530

TAT-LLM model regarding different question 531

types of TAT-QA and TAT-DQA datasets. We 532

compare the performance of TAT-LLM (7B) and 533

LLaMA 2-Chat (7B) for each question type. The 534

results are summarized in Figure 4 and Figure 5 535

for TAT-QA and TAT-DQA, respectively. We can 536

observe substantial performance improvements for 537

the Arithmetic questions, which are over two-fold, 538

for both datasets. The larger performance gains 539

are attributed to the effective fine-tuning strategy 540

of TAT-LLM as well as the reliable External Ex- 541

ecutor that ensures accurate execution of the equa- 542

tions and logic rules. Large performance improve- 543

ments are also found for the Counting questions, 544

namely 109.1% for TAT-QA and 53.8% for TAT- 545

DQA. This is probably due to executing more cor- 546

rect counting operations. For the Span and Multiple 547

Spans types, relatively smaller improvements are 548

observed, which are still over 30%. This is poten- 549

tially because these questions involve simpler or no 550

discrete reasoning, mainly numerical comparison. 551

5 Conclusion 552

In this work, we first abstract a Step-wise Pipeline 553

for tabular and textual QA based on the previous 554

multi-step methods. Following this pipeline, we 555

develop TAT-LLM model by specializing smaller 556

language models (i.e., 7B) in discrete reasoning 557

over tabular and textual data. We validate its effec- 558

tiveness with extensive experiments, showing that 559

our TAT-LLM model can outperform both con- 560

ventional methods and very large-scale LMs like 561

GPT-4 on this task. Our work well demonstrates 562

that specialized models might be a promising di- 563

rection towards more advanced models on specific 564

tasks that can compete with human experts. 565
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Limitations566

Despite the impressive performance on all three567

datasets i.e., FinQA (Chen et al., 2021), TAT-568

QA (Zhu et al., 2021), and TAT-DQA (Zhu et al.,569

2022), our TAT-LLM model still has much room570

for further improvement, as shown in error analysis571

in Appendix B. In addition, our TAT-LLM model572

is designed for the documents that contain both573

tabular and textual data and feature rich numerical574

values. This means it may have limited advantages575

over other kinds of documents like pure textual576

documents. Also, our model may not be directly577

applied to understand the documents with a large578

number of pages (e.g., >100 pages) due to the con-579

straint of the maximum input sequence length.580

Ethics Statement581

In this work, we first abstract a Step-wise Pipeline582

for tabular and textual QA. Then, we propose the583

TAT-LLM model by specializing a smaller lan-584

guage model (i.e., LLaMA 2 7B, 13B and 70B)585

in discrete reasoning over a hybrid of tabular and586

textual data. Our TAT-LLM model is developed587

on open-source tools and datasets to assist human588

beings in processing and understanding such kind589

of data. Thus, we do not anticipate any potential590

risks or negative ethical issues.591
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A Implementation Details797

Since the question type and the scale of the an-798

swer have been annotated in both TAT-QA and799

TAT-DQA datasets, we add two more steps in the800

instruction part of the input instance, in addition to801

the three steps in the proposed Step-wise Pipeline802

shown in Figure 2 c). One step is Question Type803

Predictor, with which we limit the model to se-804

lect one value from the following question types:805

Span, Multiple Spans, Counting, and Arithmetic.806

For Span and Multiple Spans questions, we set the807

output of the Reasoner to “N.A.”. The other step is808

Scale Predictor, with which we restrict the model to809

choose one from the following values: Thousand,810

Million, Billion, Percent and None. For all the tem-811

plates used to construct training instances of our812

TAT-LLM model, please refer to Appendix C.813

We train our TAT-LLM model on one NVIDIA814

DGX-A100 with eight A100 GPUs. The quanti-815

zation is 8 bit. We use Adam optimizer with a816

learning rate of 3e − 4 and warmup over the first817

3% steps to train. The maximum sequence length818

is 4, 096 and the maximum number of epochs is819

set to 3. The batch size is set to 4 and the gradient820

accumulation step is 10.821

For comparing with fine-tuned models, we take822

the results from their original papers respectively.823

For each LLM, we utilize three different templates824

to perform zero-shot inference to obtain prediction825

results. We select the best result as the reported826

result in Section 4.2. Please refer to Appendix D827

for details of the templates we use for zero-shot828

inference. We utilize the latest version1 GPT3.5-829

Turbo (Ouyang et al., 2022) and GPT-4 (OpenAI,830

2023) via OpenAI APIs. We set the temperature831

as 0, top p as 1.0, max token as 1, 000, and other832

parameters as default. We obtain the official trained833

checkpoint of Vicuna (Chiang et al., 2023), LLaMA834

2-Chat (Touvron et al., 2023b), MAmmoTH (Yue835

et al., 2023) and WizardMath (Luo et al., 2023)836

from Hugginface. The inference is done on one837

NVIDIA DGX-A100 with eight A100 GPUs. The838

parameters num_beam and do_sample are 1839

and false respectively.840

B Error Analysis841

To further diagnose our TAT-LLM model, we842

randomly sample 100 error instances of TAT-843

LLM (7B) from the test set of FinQA and analyze844

1Date: Sep 2023

Step Error(%) Example

Extractor

Wrong
Evidence
(48%)

Q: What is the percentage change
in cash flow hedges in 2011 com-
pared to 2010?
G: 153.7, 139.9
P: 153.7, 375.0

Missed
Evidence
(15%)

Q: What was the total impairment
costs recorded from 2003 to 2005
in millions?
G: 0.6, 0.5, 4.7
P: 0.6, 0.5

Redundant
Evidence
(8%)

Q: What was the average number
of shares issued to employees from
2013 to 2015?
G: 439000, 411636
P: 439000, 411636, 556000

Reasoner

Wrong
Operators
(19%)

Q: what was the percent of the
change in the stock price perfor-
mance for hum from 2010 to 2011?
G: (201 - 125) / 125
P: 201 - 125

Wrong
Values
(10%)

Q: What was the average cash flow
from 2004 to 2006?
G: (950.4 + 957.4 + 769.1) / 3
P: (957.4 + 957.4 + 769.1) / 3

Table 1: Examples of errors on the test set of FinQA
and corresponding percentages in each step. Q, G and P
denote question, ground truth and prediction.

the reasons. Since we adopt the External Executor 845

for reliable execution, the errors only occur to the 846

Extractor and Reasoner. As shown in Table A1, 847

we list all kinds of errors with examples and their 848

corresponding percentages. We can observe that 849

most of the errors come from the Extractor, where 850

the Wrong Evidence takes 48% of the total errors. 851

This shows that our TAT-LLM (7B) model still 852

faces challenges in precisely interpreting the mean- 853

ing of the values, sometimes due to the unique 854

terminology. Training the model with more tab- 855

ular and textual data in this domain might be a 856

possible approach to enhancing its evidence extrac- 857

tion ability. Additionally, the Wrong Operator and 858

the Wrong Values may be partially caused by the 859

randomness of the LLM as the generation length 860

increases, which fails to generate the full equation 861

or wrongly copies the extracted evidence. 862

C Templates for Fine-tuning 863

To prepare data for training our TAT-LLM model, 864

the below templates are applied to construct the 865

training instances following the Step-wise Pipeline 866

on the three tabular and textual QA datasets, i.e., 867

Table A2 for FinQA, Table A3 for TAT-QA and 868

Table A4 for TAT-DQA, respectively. 869

For comparison, we also present the templates 870
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we used to prepare the training instances following871

the End-to-end Pipeline in Table A5 for FinQA,872

Table A6 for TAT-QA, and Table A7 for TAT-DQA.873

D Templates for Zero-shot Inference874

For zero-shot inference with the baseline LLMs875

such as GPT-3.5-Turbo (Ouyang et al., 2022) and876

GPT-4 (OpenAI, 2023), we utilize three different877

templates to build the instances and feed them to878

the LLMs to get the predictions. We report the best879

results in Section 4.2. The following are details of880

the templates we used. 1) End-to-end Pipeline tem-881

plate, i.e., Table A8 for FinQA and TAT-QA, and882

Table A9 for TAT-DQA; 2) Chain-of-Thought tem-883

plate, which adds "Let’s complete this task step by884

step" to the End-to-end Pipeline template; 3) Step-885

wise Pipeline template that is similar to the tem-886

plates for fine-tuning, with the part of “Response”887

removed.888
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Below is an instruction that describes a question answering task in the finance domain, paired with an input table and its
relevant text that provide further context. The given question is relevant to the table and text. Generate an appropriate
answer to the given question.

### Instruction:
Given a table and a list of texts in the following, what is the answer to the question? Please complete the task in three
steps:
1. In the first step, extract the relevant numerical values from the provided table or texts. Store these in the variable
‘{evidence}‘. If there are multiple values, separate them using the ’#’ symbol.
2. In the second step, generate an equation using the extracted numerical values. Store this equation in the variable
‘{equation}‘.
3. In the third step, calculate the answer based on the equation and store it in the variable ‘{answer}‘.
Please organize the results in the following table:
| step | output |
| 1 | {evidence} |
| 2 | {equation} |
| 3 | {answer} |
Finally, present the calculated answer in the format: "The answer is: {answer}"

### Table
{table}

### Text
{text}

### Question
{question}

### Response
|step | output|
|1 | {gold_evidence} |
|2 | {gold_equation} |
|3 | {gold_answer} |
The answer is: {gold_answer}

Table 2: The template for constructing training instances following Step-wise Pipeline with FinQA dataset.
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Below is an instruction that describes a question answering task in the finance domain, paired with an input table and its
relevant text that provide further context. The given question is relevant to the table and text. Generate an appropriate
answer to the given question.

### Instruction
Given a table and a list of texts in the following, answer the question posed using the following five-step process:
1. Step 1: Predict the type of question being asked. Store this prediction in the variable ‘{question_type}‘. The value of
‘{question_type}‘ can be one of the following:‘Single span‘, ‘Multiple spans‘, ‘Count‘, or ‘Arithmetic‘.
2. Step 2: Extract the relevant strings or numerical values from the provided table or texts. Store these pieces of evidence
in the variable ‘{evidence}‘. If there are multiple pieces of evidence, separate them using the ’#’ symbol.
3. Step 3: if the ‘{question_type}‘ is ‘Arithmetic‘, formulate an equation using values stored in ‘{evidence}‘. Store this
equation in the variable ‘{equation}‘. For all other question types, set the value of {equation} to ’N.A.’.
4. Step 4: Predict or calculate the answer based on the question type, evidence and equation. Store it in the variable
‘{answer}‘. If there are multiple values, separate them using the ’#’ symbol.
5. Step 5: If the value of the ‘{answer}‘ is numerical, predict its scale and store it in a variable named ‘{scale}‘. The
value of ‘{scale}‘ can be one of the following: ‘none‘, ‘percent‘, ‘thousand‘, ‘million‘, or ‘billion‘. For non-numerical
values, set the value of ‘{scale}‘ to ’none’.
Please organize the results in the following table:
| step | output |
| 1 | {question_type} |
| 2 | {evidence} |
| 3 | {equation} |
| 4 | {answer} |
| 5 | {scale} |
Finally, present the final answer in the format: "The answer is: {answer} #### and its corresponding scale is: {scale}"

### Table
{table}

### Text
{text}

### Question
{question}

### Response
| step | output |
| 1 | {gold_question_type} |
| 2 | {gold_evidence} |
| 3 | {gold_equation} |
| 4 | {gold_answer} |
| 5 | {gold_scale} |
The answer is: {gold_answer} #### and its corresponding scale is: {gold_scale}

Table 3: The template for constructing training instances following Step-wise Pipeline with TAT-QA dataset.
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Below is an instruction that describes a question answering task in the finance domain, paired with an input document
that has one or multiple pages that provide further context. The given question is relevant to the document. Generate an
appropriate answer to the given question.

### Instruction
Given a document that has one or multiple pages in the following, answer the question posed using the following five-step
process:
1. Step 1: Predict the type of question being asked. Store this prediction in the variable ‘{question_type}‘. The value of
‘{question_type}‘ can be one of the following:‘Single span‘, ‘Multiple spans‘, ‘Count‘, or ‘Arithmetic‘.
2. Step 2: Extract the relevant strings or numerical values from the provided document. Store these pieces of evidence in
the variable ‘{evidence}‘. If there are multiple pieces of evidence, separate them using the ’#’ symbol.
3. Step 3: if the ‘{question_type}‘ is ‘Arithmetic‘, formulate an equation using values stored in ‘{evidence}‘. Store this
equation in the variable ‘{equation}‘. For all other question types, set the value of {equation} to ’N.A.’.
4. Step 4: Predict or calculate the answer based on the question type, evidence and equation. Store it in the variable
‘{answer}‘. If there are multiple values, separate them using the ’#’ symbol.
5. Step 5: If the value of the ‘{answer}‘ is numerical, predict its scale and store it in a variable named ‘{scale}‘. The
value of ‘{scale}‘ can be one of the following: ‘none‘, ‘percent‘, ‘thousand‘, ‘million‘, or ‘billion‘. For non-numerical
values, set the value of ‘{scale}‘ to ’none’.
Please organize the results in the following table:
| step | output |
| 1 | {question_type} |
| 2 | {evidence} |
| 3 | {equation} |
| 4 | {answer} |
| 5 | {scale} |
Finally, present the final answer in the format: "The answer is: {answer} #### and its corresponding scale is: {scale}"

### Text
{pages}

### Question
{question}

### Response
| step | output |
| 1 | {gold_question_type} |
| 2 | {gold_evidence} |
| 3 | {gold_equation} |
| 4 | {gold_answer} |
| 5 | {gold_scale} |
The answer is: {gold_answer} #### and its corresponding scale is: {gold_scale}

Table 4: The template for constructing training instances following Step-wise Pipeline with TAT-DQA dataset.

Below is an instruction that describes a question answering task in the finance domain, paired with an input table and its
relevant text that provide further context. The given question is relevant to the table and text. Generate an appropriate
answer to the given question.

### Instruction
Given a table and a list of texts in the following, what is the answer to the question? Please output the answer in the
format of "The answer is:".

### Table
{table}

### Text
{text}

### Question
{question}

### Response
The answer is: {answer}

Table 5: The template for constructing training instances following End-to-end Pipeline with FinQA dataset
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Below is an instruction that describes a question answering task in the finance domain, paired with an input table and its
relevant text that provide further context. The given question is relevant to the table and text. Generate an appropriate
answer to the given question.

### Instruction
Given a table and a list of texts in the following, what is the answer to the question? Please predict the answer and store
it in a variable named ‘{answer}‘. If there are multiple values, separate them using the ’#’ symbol. If the value of the
‘{answer}‘ is numerical, predict its scale and store it in a variable named ‘{scale}‘. The value of ‘{scale}‘ can be one of
the following: ‘none‘, ‘percent‘, ‘thousand‘, ‘million‘, or ‘billion‘. For non-numerical values, set the value of ‘{scale}‘
to ’none’. Finally, present the final answer in the format of "The answer is: {answer} #### and its corresponding scale is:
{scale}"

### Table
{table}

### Text
{text}

### Question
{question}

### Response
The answer is: {gold_answer} #### and its corresponding scale is: {gold_scale}

Table 6: The template for constructing training instances following End-to-end Pipeline with TAT-QA dataset

Below is an instruction that describes a question answering task in the finance domain, paired with an input document
that has one or multiple pages that provide further context. The given question is relevant to the document. Generate an
appropriate answer to the given question.

### Instruction
Given a document that has one or multiple pages in the following, what is the answer to the question? Please predict the
answer and store it in a variable named ‘{answer}‘. If there are multiple values, separate them using the ’#’ symbol.
If the value of the ‘{answer}‘ is numerical, predict its scale and store it in a variable named ‘{scale}‘. The value of
‘{scale}‘ can be one of the following: ‘none‘, ‘percent‘, ‘thousand‘, ‘million‘, or ‘billion‘. For non-numerical values, set
the value of ‘{scale}‘ to ’none’. Finally, present the final answer in the format of "The answer is: {answer} #### and its
corresponding scale is: {scale}"

### Document
{pages}

### Question
{question}

### Response
The answer is: {gold_answer} #### and its corresponding scale is: {gold_scale}

Table 7: The template for constructing training instances following End-to-end Pipeline with TAT-DQA dataset
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Below is an instruction that describes a question answering task in the finance domain, paired with an input table and its
relevant text that provide further context. The given question is relevant to the table and text. Generate an appropriate
answer to the given question.

### Instruction
Given a table and a list of texts in the following, what is the answer to the question? (Let’s complete this task step by
step.) Please output the answer in the format of "The answer is:".

### Table
{table}

### Text
{text}

### Question
{question}

### Response

Table 8: The template for zero-shot inference using the baseline LLMs on FinQA and TAT-QA datasets.

Below is an instruction that describes a question answering task in the finance domain, paired with an input document
that has one or multiple pages that provide further context. The given question is relevant to the document. Generate an
appropriate answer to the given question.

### Instruction
Given a document with one or multiple pages in the following, what is the answer to the question? (Let’s complete this
task step by step.) Please output the answer in the format of "The answer is:".

### Text
{pages}

### Question
{question}

### Response

Table 9: The template for zero-shot inference using the baseline LLMs on TAT-DQA datasets.
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