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Abstract
We introduce Bonito, an open-source model001
for conditional task generation: the task of002
converting unannotated text into task-specific003
training datasets for instruction tuning. Our004
goal is to enable zero-shot task adaptation of005
large language models on users’ specialized,006
private data. We train Bonito on a new large-007
scale dataset with 1.65M examples created by008
remixing existing instruction tuning datasets009
into meta-templates. The meta-templates for010
a dataset produce training examples where the011
input is the unannotated text and the task at-012
tribute and the output consists of the instruction013
and the response. We use Bonito to generate014
synthetic tasks for seven datasets from special-015
ized domains across three task types—yes-no016
question answering, extractive question answer-017
ing, and natural language inference—and adapt018
language models. We show that Bonito signif-019
icantly improves the average performance of020
pretrained and instruction tuned models over021
the de facto self supervised baseline. For exam-022
ple, adapting Mistral-Instruct-v2 and instruc-023
tion tuned variants of Mistral and Llama2 with024
Bonito improves the strong zero-shot perfor-025
mance by 22.1 F1 points whereas the next word026
prediction objective undoes some of the ben-027
efits of instruction tuning and reduces the av-028
erage performance by 0.8 F1 points. We con-029
duct additional experiments with Bonito to un-030
derstand the effects of the domain, the size of031
the training set, and the choice of alternative032
synthetic task generators. Overall, we show033
that learning with synthetic instruction tuning034
datasets is an effective way to adapt language035
models to new domains.036

1 Introduction037

Large language models show remarkable zero-shot038

capabilities by simply learning to predict the next039

token at scale (Brown et al., 2020; Touvron et al.,040

2023). By fine-tuning these models on instruc-041

tion tuning datasets containing many tasks—each042

comprising an input instruction and a desired re- 043

sponse—the model generally improves in its ability 044

to respond to unseen instructions. However, this 045

generalization is still limited by the qualities of the 046

instruction tuning dataset. Existing datasets like 047

the Public Pool of Prompts (P3) (Bach et al., 2022), 048

Natural Instructions (Mishra et al., 2022; Wang 049

et al., 2022), and Dolly-v2 (Conover et al., 2023) 050

are focused on text from the Web, classic natural 051

language datasets, and other tasks that generally 052

do not require specialized domain knowledge, such 053

as biomedical and legal domains. We study how 054

to adapt language models to follow instructions in 055

specialized domains without annotated data. 056

The ability to follow task-specific instructions in 057

specialized domains is important for bringing the 058

benefits of large language models to a wider range 059

of users. Recent evaluations—including evalua- 060

tions of proprietary models—show that they often 061

significantly underperform specialized models (Ko- 062

coń et al., 2023; Shen et al., 2023; Ziems et al., 063

2023), particularly in domains requiring subject 064

matter expertise. This motivates us to investigate 065

effective ways to provide domain knowledge to 066

large language models. 067

Self supervision in the form of next word predic- 068

tion on the target corpus is a simple way to teach 069

language models about new domains (Gururangan 070

et al., 2020). However, this approach requires an 071

enormous amount of training to achieve strong per- 072

formance (Chen et al., 2023). Further, in our work, 073

we find that self supervision can undo the benefits 074

of instruction tuning (see Section 5.3). Alterna- 075

tively, continued instruction tuning of models has 076

been shown to improve performance on datasets 077

in specialized domains (Scialom et al., 2022; Shi 078

and Lipani, 2023; Yunxiang et al., 2023; Deng 079

et al., 2023; Singhal et al., 2023a; Wu et al., 2024). 080

However, these works repeat the time-consuming 081

and labor-intensive process of annotating a domain- 082

specific dataset. In this work, we aim to automate 083
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🤖

Input: Given that “In doing so 
Walcott… friendly against 
Eygpt.” Does it follow that 
Walcott scored 3 goals in a 
game Yes, no, or maybe?

Instruction Tuning Data

Output: Yes

In doing so Walcott also 
became the first England 
player to score a hat-trick in a 
competitive since Michael 
Owen in 2001. Walcott 
returned to the international 
fold on 3 March 2010 in a 
friendly against Egypt.

Unannotated Text

① Generate instruction tuning data 
       conditioned on unannotated text 
       and a task attribute

② Fine-tune an LLM with the  
     generated instruction tuning data

Specialized 
LLM

Bonito

Task Attribute
Natural Language Inference

Figure 1: Bonito workflow for conditional task generation and adaptation. Bonito takes unannotated text as input,
along with task attributes, to generate instruction tuning data. For each unannotated text, it generates an instruction
that references the text and a target response. The instruction tuning data is then used to (further) fine-tune a
language model, adapting it to the task in the specialized domain.

the creation of instruction tuning datasets for spe-084

cialized domains.085

We create Bonito, an open-source model to con-086

vert unannotated text from specialized domains into087

task-specific training datasets for instruction tuning088

(Figure 1). We call this problem conditional task089

generation. Our key idea is that we can make a new090

training dataset using existing datasets for instruc-091

tion tuning. Datasets like P3 (Bach et al., 2022) and092

the FLAN collection (Longpre et al., 2023) exist093

as templates that convert semi-structured examples094

of natural language tasks into a fully prompted095

format, in which both the input and the desired096

response are text strings. We start by selecting a097

subset of the templates in P3 that create tasks from098

contexts, which are pieces of text that are required099

for responding to the instruction. For example, a100

context could be a paragraph that contains a fact101

or that contains the answer to a question. We also102

annotate these templates with task attributes, i.e.,103

the type of task they produce. We then use these104

templates to create meta-templates for training a105

new language model (see Figure 2). Each meta-106

template produces training examples in which the107

input is context and a task attribute, and the output108

is an entire task: the instruction (including the con-109

text) and the desired response. In this way, we can110

easily create abundant, diverse examples of condi-111

tional task generation. We can then train language112

models on the synthetic datasets to adapt them to113

the desired task in the target domain.114

Bonito significantly improves over self super-115

vision on zero-shot task adaptation of pretrained 116

and instruction tuned models. We use Bonito to 117

generate instruction tuning data for seven datasets 118

across three task types—yes-no question answer- 119

ing (PubMedQA and Privacy Policy QA), extrac- 120

tive question answering (SQuADShifts-NYT, Ama- 121

zon, and Reddit), and natural language inference 122

(ContractNLI and Vitamin C)—and adapt language 123

models. Our results show that Bonito improved 124

Mistral-7B by 34.7 F1 points and Llama 2 7B by 125

31.6 F1 points over the self supervised baseline, 126

next word prediction objective. We also consider 127

a more practical setting where we further train 128

Mistral-7B-Instruct-v0.2 and instruction tuned vari- 129

ants of Mistral-7B and Llama 2 7B trained on the 130

T0 split of the P3 dataset. Our results show that 131

Bonito outperforms the strong zero-shot baseline 132

performance by an average of 22.1 F1 points across 133

all the models. On the other hand, we find that self 134

supervision undoes some of the benefits of instruc- 135

tion tuning, i.e., it leads to catastrophic forgetting, 136

resulting in a drop in performance by an average 137

of 0.8 F1 points across all models. Our analysis of 138

Bonito shows that even task specialized models can 139

be further improved by simply learning on Bonito 140

generated tasks (see Section 6.1). We also find 141

that training with more synthetic instructions on 142

datasets like PubMedQA and Vitamin C improves 143

model performance the most compared to other 144

datasets (see Section 6.2). Finally, we perform 145

additional experiments by prompting off-the-shelf 146

open-source models like Zephyr-7B-β and Mistral- 147
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7B-Instruct-v0.2 and GPT-4 to generate tasks and148

find they can often improve the pretrained models149

but still struggle to further increase model perfor-150

mance when they are instruction tuned (see Section151

7).152

In summary, our main contributions are:153

• We introduce Bonito, an open-source model154

for conditional synthetic task generation155

model to converts the user’s unannotated text156

into task-specific instruction tuning datasets.1157

• Our experiments on zero-shot task adaptation158

on seven datasets across three task types show159

that Bonito improves over the self supervised160

baseline by an average of 33.1 F1 points on161

the pretrained models and 22.9 F1 points on162

the instruction tuned models.163

• We analyze the effect of the domain, training164

size, and the choice of alternative task genera-165

tors highlighting the benefits and limitations166

of Bonito.167

2 Zero-Shot Task Adaptation168

We describe the problem of zero-shot task adapta-169

tion. We are given a language model, either pre-170

trained via self supervision or further fine-tuned on171

a training mixture like P3 (Bach et al., 2022), along172

with a corpus of unannotated text from the target173

domain. We also know the target task type e.g.,174

extractive question answering, natural language in-175

ference, etc. If the target task type has a fixed set176

of labels, we assume access to them. Our goal is177

to adapt the language model to follow task instruc-178

tions in the target domain without human annota-179

tions, i.e., achieve zero-shot task adaptation.180

3 Related Work181

Instruction Tuning Multitask instruction tuning182

with language models dramatically improves their183

ability to follow instructions and generalize to new184

unseen tasks (Sanh et al., 2022; Wei et al., 2022;185

Mishra et al., 2022; Longpre et al., 2023; Chung186

et al., 2022; Zhou et al., 2023; Li et al., 2023).187

Typically, pretrained models are trained on large-188

scale training mixtures such as P3 (Bach et al.,189

2022) and the FLAN collection (Longpre et al.,190

2023) to follow instructions. In this work, we use191

P3 to create meta-templates and train Bonito to192

generate NLP tasks in specialized domains.193

1We will release the model weights and code under the
BSD-3 license.

Domain Adaptation Several works have adapted 194

large language models to tasks in specialized do- 195

mains (Gururangan et al., 2020; Yunxiang et al., 196

2023; Cui et al., 2023; Wu et al., 2023). Several 197

works (Gu et al., 2021; Chen et al., 2023) show 198

that self supervision or continuing the pretraining 199

objective of the pretrained language model on the 200

target domain corpus improves downstream perfor- 201

mance. In this work, we find that self supervision 202

improves the performance of pretrained models but 203

hurts the performance of instruction tuned models 204

(Section 5). 205

Recent work has adapted language models by 206

training on large-scale in-domain datasets(Parmar 207

et al., 2022; Gupta et al., 2022; Singhal et al., 208

2023b; Deng et al., 2023) or with a few examples 209

from domain-specific tasks (Singhal et al., 2023a). 210

In practice, annotating training datasets for new do- 211

mains is labor-intensive and expensive. We focus 212

on generating training data for tasks and adapting 213

language models to specialized domains without 214

annotations. 215

Zero-shot task adaptation is closely related to 216

unsupervised domain adaptation (Ganin and Lem- 217

pitsky, 2015). In unsupervised domain adaptation, 218

a trained model is used to generate pseudo-labels 219

for the target unlabeled data and then trained on 220

these labels. In our work, naive pseudo-labeling is 221

not applicable as we consider tasks like question an- 222

swering and natural language inference tasks where 223

a question or a hypothesis is required before pre- 224

dicting the label. Further, popular techniques used 225

in unsupervised domain adaptation such as choos- 226

ing top-K confident classes (Huang et al., 2022; 227

Menghini et al., 2023) cannot be easily adapted 228

to NLP tasks where there may not be an explicit 229

notion of classes. 230

There is a growing interest in using retrieval aug- 231

mented generation (RAG) for open-domain ques- 232

tion answering (Lewis et al., 2020; Karpukhin 233

et al., 2020; Siriwardhana et al., 2023). In a RAG 234

pipeline, given a question, the most relevant doc- 235

uments are retrieved before accurately producing 236

an answer with a language model. Our work com- 237

pliments the RAG pipeline as we assume access to 238

the gold documents or paragraphs from specialized 239

domains and improve the language model’s ability 240

to answer the questions. 241

Task Generation Task generation is a fast- 242

growing area of research to adapt large language 243

models to follow instructions (Wang et al., 2023; 244
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Taori et al., 2023; Honovich et al., 2023; Köksal245

et al., 2023). These models condition either GPT246

or itself on a set of seed task demonstrations and247

generate new tasks (Wang et al., 2023; Honovich248

et al., 2023). However, task generation conditioned249

on the user’s unannotated text has mostly been ig-250

nored by these works. Additionally, generating251

with API-based models is expensive and not usable252

for proprietary or private research data. On the253

other hand, Bonito is an open-source model that254

can be used to create tasks with the user’s unanno-255

tated text without additional API costs.256

Recently, Li et al. (2023) proposed to learn a257

backtranslation model, similar to Bonito, to grow258

and refine their instruction tuning dataset (Gulcehre259

et al., 2023). However, they focus on generating260

instructions conditioned on the unannotated text261

from a web corpus for long-form conversational262

data where the answer to the instruction is the unan-263

notated text. In contrast, we focus on generating264

NLP tasks that are conditioned on a task type and265

unannotated text from a specialized domain. Fur-266

ther, in our experiments, we consider tasks such267

as question answering and natural language infer-268

ence that require a question or a hypothesis before269

generating the appropriate answer.270

Concurrent to this work, Yehudai et al. (2024)271

use in-context learning with Falcon-40B and272

Llama-65B to generate “grounded tasks” to adapt273

smaller models like FLAN-T5-XL (3B). These274

grounded tasks are similar to conditional tasks, ex-275

cept that the instructions do not necessarily refer276

directly to the user’s text. They might only be277

based on it, such as asking an open-ended question278

based on the original text. Our work goes further279

in several ways. First, we study how to create an280

open-source model for conditional task generation,281

as opposed to relying on prompting alone. Sec-282

ond, Bonito has only 7B parameters and we show283

that it creates data that can improve instruction284

tuned models of the same size and outperform even285

larger models like Flan-T5-XXL (11B) (see Ap-286

pendix D). Third, we evaluate tasks with precise287

correct/incorrect answers, such as yes-no question288

answering and natural language inference, as op-289

posed to tasks evaluated with similarity metrics.290

Knowledge Distillation Knowledge distillation291

is a well-studied area (Hinton et al., 2015; Sanh292

et al., 2019; He et al., 2020). Typically, smaller293

models learn from the outputs of a larger model.294

Most recently, API-based models have been used to295

generate tasks and distilled into smaller models to 296

mimic the abilities of the API-based models (Peng 297

et al., 2023; Gudibande et al., 2023). In this work, 298

we use Bonito to generate tasks based on the user’s 299

context and distill them into pretrained as well as 300

instruction tuned models of the same size for zero- 301

shot task adaptation (see Section 5). 302

Question Generation A range of works has been 303

proposed in question generation over the years 304

(Mitkov and Ha, 2003; Pan et al., 2020; Lewis 305

et al., 2021; Ushio et al., 2023). Ushio et al. (2023) 306

is closely related to our work as they train a unified 307

model to generate extractive questions and answers 308

but only focus on adapting small pretrained lan- 309

guage models like T5-Large (770M). In contrast, 310

Bonito can generate tasks beyond extractive ques- 311

tion answering and enable zero-shot task adaptation 312

on several task types with large models like Llama 313

2 7B and Mistral-7B. 314

4 Bonito: Learning to Generate Tasks 315

We describe the steps to create the conditional task 316

generation with attributes dataset to train Bonito. 317

Then, we briefly describe the procedure to create 318

synthetic tasks for the target unannotated texts to 319

adapt language models. 320

Key Properties We outline the key properties 321

that we desire in our task generation model: (1) 322

given a corpus containing articles and paragraphs, 323

the model should take the text as input and generate 324

high-quality tasks that require minimal cleaning or 325

post-processing, (2) the model should adhere to 326

the task type like extractive question answering or 327

natural language inference task, and (3) the model 328

should generate diverse tasks for the exact text with 329

varying styles. 330

Conditional Task Generation with Attributes 331

(CTGA) To create the model satisfying the key 332

properties, we first create a new training dataset: 333

conditional task generation with attributes (CTGA). 334

The dataset contains 1.65 million examples derived 335

from P3 (Bach et al., 2022) by annotating 323 336

prompt templates from 39 datasets with 16 task 337

types (see Appendix G). 338

The prompt templates are used to create the 339

meta-templates, which, in turn, generate the train- 340

ing examples. The meta-template input has a task 341

type (<|tasktype|>) as an attribute followed by 342

the unannotated text or context (<|context|>). 343
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Input

Output

<|tasktype|> 
Yes-no question answering 
<|context|> 
Zinedine Zidane -- After retiring as a player, Zidane 
transitioned into coaching, becoming assistant coach at 
Real Madrid… after the victory, he resigned as Real 
Madrid coach. 
<|task|>

{{context}} 
Having read that, could you tell me did zidane won la 
liga as a coach? 
<|pipe|> 
Yes

Figure 2: Example input-output pair from the condi-
tional task generation with attributes dataset.

The output of the meta-template comprises the at-344

tributed task with the prompt or task description345

and the context ({context}) followed by a pipe346

symbol (<|pipe|>) and the solution to the task.347

We use the <|pipe|> symbol to separate the in-348

struction and response pair that is used for adapting349

the downstream model. Figure 2 shows an input-350

output example from the CTGA dataset generated351

using a meta-template.352

Constructing the Dataset The dataset is con-353

structed by identifying datasets that require a con-354

text to complete the task. For example, SQuAD355

(Rajpurkar et al., 2016) requires a context to answer356

extractive question answering tasks whereas Com-357

monSenseQA (Talmor et al., 2019) asks a multiple358

choice question without providing any relevant text.359

We identified a total of 39 datasets to be included in360

CTGA. After selecting relevant datasets with a con-361

text, we annotate all the prompts in the dataset with362

a task type. We annotate a total of 323 prompts363

with 16 task types. Then, we restructure the prompt364

template to create the meta-template. Finally, we365

apply the meta-template to all the examples in a366

dataset. If the dataset has multiple meta-templates,367

we uniformly sample one meta-template per exam-368

ple. We limit the total number of examples per369

dataset to 100,000. The final training dataset is370

used to train Bonito.371

Training the Bonito Model We train Bonito by372

fine-tuning Mistral-7B, an open-source decoder lan-373

guage model (Jiang et al., 2023), on the CTGA374

dataset. The model is trained by optimizing the375

Task Dataset # Unannotated

Yes-No QA
PubmedQA 211,269
Privacy Policy QA 10,923

Extractive QA
SquadShifts-NYT 10,065
SquadShifts-Amazon 9,885
SquadShifts-Reddit 9,803

NLI
Contract-NLI 6,819
Vitamin C 370,653

Table 1: Statistics of tasks and datasets used in the
experiments.

cross entropy loss over the output tokens. We in- 376

clude all the hyperparameters and training details 377

in Appendix E.1. 378

Training the Language Model on the Synthetic 379

Dataset The trained Bonito model generates syn- 380

thetic tasks on the target unannotated text for the 381

target task type. For each unannotated text, we 382

generate an instruction and response pair which is 383

then used to train the downstream language model 384

with a cross entropy loss over the output tokens. 385

We provide additional details in Section 5.1. 386

5 Experiments 387

5.1 Experiment Setup 388

Target Tasks and Datasets In this work, we 389

consider three target tasks: yes-no question an- 390

swering (YNQA), extractive question answering 391

(ExQA), and natural language inference (NLI). Ta- 392

ble 1 shows the seven datasets along with the num- 393

ber of unannotated texts across three task types in 394

our experiments. For yes-no question answering, 395

we choose PubMedQA (Jin et al., 2019) and Pri- 396

vacy Policy QA (Ravichander et al., 2019). For ex- 397

tractive question answering, we choose the Squad- 398

Shifts dataset (Miller et al., 2020) which includes 399

splits for the New York Times (NYT), Amazon, 400

and Reddit. Finally, for the NLI task, we choose 401

Contract-NLI (Koreeda and Manning, 2021) and 402

Vitamin C (Schuster et al., 2021). We provide addi- 403

tional details in Appendix A. 404

In our experiments, we focus on tasks that re- 405

quire a two-step task generation process, i.e., first, 406

we need to generate a question or a hypothesis be- 407

fore generating the answer. Prior work generates 408

synthetic tasks like summarization that do not war- 409

rant a specialized task generation model (Yehudai 410

et al., 2024). They also generate instructions (Li 411

et al., 2023; Köksal et al., 2023) for long-form 412

conversational datasets where the solution to the 413
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instruction is the unannotated text. While these414

long-form synthetic tasks are useful for applica-415

tions such as code generation, domains like biomed-416

ical and legal that we consider might benefit more417

from traditional predictive rather than generative418

tasks (Miller, 2024).419

Baselines We consider two key baselines: zero-420

shot and self supervised baseline. For the zero-shot421

baseline, we simply prompt the model and run the422

evaluation without using any of the unannotated423

text from the target task (None). For the self su-424

pervised baseline, we use task-adaptive pretraining425

(TAPT) (Gururangan et al., 2020). The learning426

objective is to continue to the pretraining objective427

on the unannotated text in the downstream dataset.428

In our experiments, we use the next word predic-429

tion learning objective to fine-tune Mistral-7B and430

Llama 2 7B models.431

Synthetic Task Generation Here we describe432

the process of generating synthetic tasks with433

Bonito. As described in Section 4, given a task434

type, we prompt Bonito with the unannotated texts435

and task types to generate the instruction tuning436

data. We use nucleus sampling (Holtzman et al.,437

2019) with a top P value of 0.95 and a temperature438

of 0.5, and a maximum sequence length of 256 in439

the vLLM framework (Kwon et al., 2023).440

The generated tasks are post-processed into a441

standardized instruction-response format for in-442

struction tuning. In each generation, we replace443

{context} with the actual unannotated text If the444

generated output is not parsable due to missing445

<|pipe|>, we filter them out.446

Models We consider adapting two pretrained447

large language models: Mistral-7B (Jiang et al.,448

2023) and Llama 2 7B (Touvron et al., 2023). They449

are decoder language models trained with the next450

word prediction objective on trillions of tokens.451

Both these models are 7 billion parameters in size452

with slightly different architectures optimized for453

sequence length and inference. For more details,454

see Touvron et al. (2023) and Jiang et al. (2023).455

We also consider a more practical setting where456

we further adapt instruction tuned model to the457

target task. We first consider an off-the-shelf in-458

struction tuned model: Mistral-7B-Instruct-v0.2.459

This model based on Mistral-7B achieves compa-460

rable performance to Llama 2 13B Chat on the461

MT-Bench (Zheng et al., 2023). In addition, we462

train Mistral-7B and Llama 2 models on the T0463

split from the P3 dataset (Bach et al., 2022) and 464

adapt them to the target tasks. We refer to these 465

models as Mistral-7BP3 and Llama 2P3. For the 466

instruction tuning details, see Appendix E.2 467

Training Details We fine-tune the language mod- 468

els on the supervision sources, TAPT, and Bonito, 469

using Q-LoRA (Dettmers et al., 2023). When fur- 470

ther adapting Mistral-7BP3 and Llama 2 7BP3, we 471

fine-tune the same Q-LoRA adapter on the supervi- 472

sion sources instead of merging and reinitializing 473

the adapters. We train all the models for 1 epoch. 474

If the dataset size is greater than 160,000 exam- 475

ples, then we train for 10,000 steps. To avoid ad- 476

ditional hyperparameter tuning, we use the same 477

hyperparameter values from Dettmers et al. (2023). 478

Depending on the number of steps and the dataset, 479

training on four GPUs takes between 25 minutes to 480

17 hours. For more additional details, see Appendix 481

E.5. 482

Evaluation We evaluate the performance of the 483

models on the test splits of the target datasets. To 484

prevent “prompt hacking”, following Sanh et al. 485

(2022), we first write five prompt templates for 486

target datasets and then benchmark the model per- 487

formance. See Appendix H for all the prompts used 488

in our experiments. We follow standard evaluation 489

practices and report the F1 score for all the datasets. 490

Following Radford et al. (2019), to evaluate mod- 491

els on yes-no question answering and NLI, we use 492

ranked classification, i.e., generate the loglikeli- 493

hood of all the choices and choose the sequence 494

with the highest loglikelihood as the prediction. 495

Following Rajpurkar et al. (2016), we evaluate 496

models on extractive question answering by com- 497

puting the SQuAD F1 score on the generated out- 498

put. During evaluation, we use greedy decoding 499

to generate the output from the model and then 500

calculate the SQuAD F1 score for the dataset. 501

5.2 Adapting Pretrained Models 502

Table 2 shows that adapting pretrained models 503

with synthetic instruction tuning data generated 504

from Bonito significantly outperforms zero-shot 505

and TAPT. Bonito improves over the zero-shot per- 506

formance by an average of 37.7 F1 points across 507

Mistral-7B and Llama 2. Although TAPT shows a 508

nominal improvement of only 4.5 F1 points on av- 509

erage, we find that Bonito outperforms TAPT by an 510

average of 33.3 F1 points across both models. This 511

result strengthens our main claim that synthetic 512

instruction tuning data is a much better way of 513
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Supervision
Source

Yes-No QA Extractive QA NLI

Model PubMedQA PrivacyQA NYT Amazon Reddit ContractNLI Vitamin C Average ∆

Mistral
None 25.6 2.1 44.1 2.1 24.1 1.6 17.5 2.5 12.0 2.6 31.2 0.6 38.9 0.6 27.6 -
TAPT 27.2 2.3 46.3 1.2 33.5 4.3 25.5 5.9 22.8 7.0 34.2 0.7 34.7 2.6 32.0 +4.4

Bonito 47.1 1.0 52.5 3.0 80.0 1.0 72.5 1.0 71.4 1.6 71.9 0.8 71.7 0.2 66.7 +39.1

Llama2
None 23.7 0.0 43.9 3.0 20.1 2.4 14.4 2.0 11.0 1.9 28.6 2.2 22.2 2.9 23.4 -
TAPT 23.7 0.0 44.1 2.3 26.7 6.6 25.4 5.9 20.6 6.8 29.8 2.4 26.2 2.0 28.1 +4.6

Bonito 26.1 2.1 51.4 2.2 75.3 1.9 66.5 1.9 63.7 3.0 63.9 1.1 70.7 0.5 59.7 +36.2

Table 2: Results for zero-shot task adaptation with pretrained base models. We report the F1 and the standard error
averaged across five prompt templates for all the datasets.

Supervision
Source

Yes-No QA Extractive QA NLI

Model PubMedQA PrivacyQA NYT Amazon Reddit ContractNLI Vitamin C Average ∆

Mistral-7B-
Instruct-v0.2

None 32.8 0.3 57.9 2.9 19.7 2.7 15.8 2.4 13.0 2.2 55.4 2.0 58.0 1.1 36.1 -
TAPT 28.3 0.5 56.3 2.4 37.9 2.2 30.1 2.2 26.3 4.6 42.5 1.8 49.6 1.8 38.7 +2.6

Bonito 41.7 0.4 56.2 3.5 80.1 1.0 72.8 1.1 71.8 1.4 70.9 1.8 72.6 0.1 66.6 +30.5

Mistral-7BP3

None 45.1 1.3 49.9 2.6 73.8 0.8 61.0 2.3 60.6 2.2 33.3 0.7 46.0 0.6 52.8 -
TAPT 51.1 2.2 42.8 3.7 70.8 1.7 59.7 3.2 58.0 2.6 38.1 3.6 43.6 0.4 52.0 -0.8

Bonito 46.1 0.5 56.7 4.3 80.7 0.7 73.9 0.6 72.3 1.1 71.8 0.5 73.9 0.1 67.9 +15.1

Llama 2P3
None 26.0 0.5 38.5 1.9 64.2 2.6 50.6 3.6 49.4 4.1 23.5 2.6 44.6 0.3 42.4 -
TAPT 25.1 0.6 42.0 3.8 51.4 6.7 47.0 4.8 42.2 5.8 22.6 3.0 36.9 1.7 38.2 -4.4

Bonito 27.0 1.7 56.9 3.8 77.5 1.4 69.6 1.1 68.2 1.9 68.5 0.7 73.7 0.3 63.1 +20.7

Table 3: Results for zero-shot task adaptation of instruction tuned models. We report the F1 and the standard error
averaged across five prompt templates for all the datasets.

providing domain knowledge compared to self su-514

pervision. Finally, we observe that the Mistral-7B515

shows significantly greater improvement in perfor-516

mance compared to Llama 2 7B suggesting that517

stronger pretrained models might respond better to518

synthetic instructions.519

5.3 Adapting Instruction Tuned Models520

Table 3 shows that Bonito improves instruction521

tuned models by an average of 22.1 F1 points522

whereas TAPT reduces the average performance523

by 0.8 F1 points. This is because self supervision524

with TAPT interferes with prior instruction tun-525

ing and leads to catastrophic forgetting (French,526

1999; Kirkpatrick et al., 2017). In contrast, we527

find that adapting instruction tuned models with528

Bonito-generated tasks further improves perfor-529

mance on tasks in specialized domains. We observe530

that Bonito addresses the task-specific deficiencies531

and improves the instruction tuned models. For ex-532

ample, we find that Bonito significantly improves533

Mistral-7B-Instruct-v0.2 performance on extractive534

question answering as it typically generates chat-535

like responses for questions. Finally, we find that536

adapting instruction tuned variants of Mistral-7B537

and Llama 2 7B achieves a higher F1 score than538

adapting the pretrained models (see Table 2).539

6 Analysis 540

6.1 Impact of Domain Knowledge 541

Here we ask a key question: are we improving 542

the language model by learning about the domain 543

or are we distilling instructing tuning data from a 544

stronger to a weaker model? To answer this ques- 545

tion, we train task-specialized instruction tuned 546

models and then further train them on synthetic 547

tasks generated from Bonito for the target unanno- 548

tated texts. We create the task-specialized training 549

dataset by selecting prompts in datasets of the tar- 550

get task type. We train two task-specialized mod- 551

els: Mistral-7B-Instruct-v0.2special and Mistral- 552

7Bspecial. We create meta-templates from the same 553

dataset to train a task-specialized Bonito special. 554

See Appendix E.3 for training details. 555

Table 4 shows that further training on syn- 556

thetic instructions can further improve performance 557

which suggests that the model benefits from the un- 558

nannotated text from the specialized domain. We 559

find that training on Bonito tasks either slightly 560

improves or matches the performance of task- 561

specialized models on average. When we train 562

on Bonito special tasks, we further improve task- 563

specialized Mistral-7B-Instruct-v0.2 by 0.5 F1 564

points and Mistral-7B and 2.5 F1 points. We see 565
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Supervision
Source

Yes-No QA Extractive QA NLI

Model PubMedQA PrivacyQA NYT Amazon Reddit ContractNLI Vitamin C Average ∆

Mistral-7B-Instruct-
v0.2special

None 47.5 0.3 59.1 1.5 82.6 0.5 77.6 0.7 75.6 0.8 77.3 0.1 70.3 0.1 70.0 -
Bonito 47.4 0.2 62.3 0.9 82.4 0.6 76.0 0.6 74.9 0.9 75.1 1.0 71.9 0.1 70.0 +0.0
Bonitospecial 50.3 0.1 59.8 1.3 81.8 0.7 76.4 0.8 74.5 1.0 77.0 0.4 73.5 70.5 +0.5

Mistral-7Bspecial

None 36.7 1.9 54.4 1.4 82.6 0.5 76.6 0.8 75.0 0.8 75.1 0.3 71.8 0.2 67.5 -
Bonito 42.7 1.2 55.1 1.7 82.5 0.4 76.1 0.6 74.3 1.1 76.7 0.2 71.4 0.1 68.4 +0.9
Bonitospecial 49.3 0.4 57.2 1.6 81.7 0.8 76.2 0.8 75.3 0.9 76.8 0.2 73.8 0.1 70.0 +2.5

Table 4: Results for adapting task-specialized models on the downstream target datasets. We report the F1 and the
standard error averaged across five prompt templates for all the datasets.
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Figure 3: Adapting Mistral-7B with Bonito-generated
tasks and evaluating performance after training for dif-
ferent number of steps.

that the model performance often reduces on extrac-566

tive QA. We suspect that the model performance567

has saturated due to the presence of SQuAD in568

the task-specialized training dataset. To further im-569

prove on extractive question answering, we could570

benefit from having access to a few examples from571

the target dataset. Finally, we almost always im-572

prove performance on Vitamin C and PubMedQA573

datasets highlighting the importance of training on574

more task samples (see Section 6.2).575

6.2 Effect of the Training Dataset Size576

Here we study the effect of the size of the train-577

ing dataset. In particular, we study how Mistral-578

7B performance varies on when trained on differ-579

ent quantities of synthetic instruction tuning data580

for PubMedQA and Vitamin C. Figure 3 shows581

that training on more steps typically improves per-582

formance. We find that Bonito on PubMedQA583

reaches the peak performance of 47.1 F1 points584

after 10,000 steps but the F1 can fluctuate when585

trained for fewer steps. In contrast, we find that586

Bonito gets the highest performance of 73.3 F1587

points after 2500 points and gradually diminishes588

the performance to 71.7 F1 points. Finally, we sug-589

gest using a validation set, if available, to select the590

best-performing model checkpoint. 591

7 Additional Experiments 592

We briefly describe additional experiments that we 593

include in Appendix B and C. 594

In Appendix B, we generate synthetic tasks by 595

prompting Mistral-7B-Instruct-v0.2 and Zephyr- 596

7B-β. Our results show that the synthetic tasks 597

improve the average performance of Mistral-7B 598

but decrease significantly when adapting MistralP3. 599

This shows that naively generating synthetic tasks 600

is not sufficient, and we require high-quality syn- 601

thetic tasks to increase the performance of strong 602

instruction-tuned models. 603

In Appendix C, we generate synthetic tasks with 604

GPT-4 for Privacy Policy QA, SQuADShifts Red- 605

dit, and ContractNLI. Our results show that GPT- 606

4 improves MistralP3 on Privacy Policy QA and 607

ContractNLI but slightly reduces performance on 608

SQuADShifts Reddit. 609

We analyze the generated tasks and identify com- 610

mon issues in both open-source models and GPT- 611

4, such as the distribution of the label space and 612

“chatty” responses, as potential causes for the drop 613

in performance. 614

8 Conclusion 615

We present Bonito, an open-source model for condi- 616

tional task generation to convert unannotated texts 617

into instruction tuning datasets. We show that train- 618

ing with synthetic instruction tuning datasets in 619

specialized domains is a strong alternative to self 620

supervision. Our experiments demonstrate that 621

Bonito-generated instructions improve both pre- 622

trained and instruction tuned models on zero-shot 623

task adaptation. Overall, Bonito enables practition- 624

ers to adapt large language models to tasks on their 625

data without annotations. 626
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Limitations627

Our work relies on the availability of large amounts628

of unannotated text. If only a small quantity of629

unannotated text is present, the target language630

model, after adaptation, may experience a drop631

in performance. While we demonstrate positive632

improvements on pretrained and instruction-tuned633

models, our observations are limited to the three634

task types considered in our experiments.635

Potential Risks636

Bonito poses risks similar to those of any large637

language model. For example, our model could638

be used to generate factually incorrect datasets in639

specialized domains. Our model can exhibit the bi-640

ases and stereotypes of the base model, Mistral-7B,641

even after extensive supervised fine-tuning. Finally,642

our model does not include safety training and can643

potentially generate harmful content.644
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A Datasets1102

We briefly describe the datasets used in our experi-1103

ments. We obtain all the datasets from the datasets1104

library (Lhoest et al., 2021). Table 5 shows the1105

statistics for the test sets in the evaluation datasets.1106

For all the datasets, we consider five prompt tem-1107

plates (see Appendix H). Below we include details1108

about the evaluation datasets:1109

• PubMedQA (Jin et al., 2019): The dataset1110

is about biomedical research questions, utiliz-1111

ing context from PubMed abstracts that can1112

be answered with yes, no, or maybe. The1113

original PubMedQA dataset has two settings:1114

reasoning-required and reasoning-free. In this1115

paper, we provide context, the PubMed Ab-1116

stract, to the model, ensuring that all results1117

reported fall within the reasoning-required set-1118

ting.1119

• Privacy Policy QA (Ravichander et al., 2019):1120

The dataset consists of paragraphs from pri-1121

vacy policies paired with corresponding ques-1122

tions. The task involves determining the rel-1123

evance of each question, formatted as a yes-1124

or-no question-answering task. We use the1125

processed test split of Privacy Policy QA from1126

Guha et al. (2023) as the unannotated text.1127

• SquadShifts (Miller et al., 2020): The dataset1128

consists of four new test sets for the SQuAD1129

(Rajpurkar et al., 2016). In this paper, we1130

specifically choose three of them — New York1131

Times articles, Reddit posts, and Amazon1132

product reviews. The dataset serves to as-1133

sess the model’s reading comprehension abil-1134

ity and is structured as an extractive question-1135

answering task.1136

• ContractNLI (Koreeda and Manning, 2021):1137

The ContractNLI requires that given an ex-1138

cerpt of a contract and an assertion about the1139

legal effect of that excerpt, the model need to1140

determine whether the assertion is supported1141

or unsupported by the excerpt. The dataset1142

is prompted into a natural language inference1143

task.1144

• Vitamin C (Schuster et al., 2021): This1145

dataset focuses on fact verification through1146

factual revisions to Wikipedia pages. Each1147

example consists of an evidence text from1148

Wikipedia and a corresponding fact. The1149

Dataset # Classes # Test Examples

PubmedQA 3 500
Privacy Policy QA 2 10,923

SquadShifts-NYT - 10,065
SquadShifts-Amazon - 9,885
SquadShifts-Reddit - 9,803

Contract-NLI 3 1,991
Vitamin C 3 55,197

Table 5: Statistics for the evaluation test sets in the
datasets from our experiments. “-” in the number of
classes indicates a generation task.

Task Type: Yes-no question answering

Prompt: Generate exactly one question that can
be answered by a yes or a no for the paragraph
below. The question should be parsable and
enclosed in quotes ("").
<context>
Task Type: Extractive question answering

Prompt: Generate exactly one question that
can be answered by selecting 1 to 10 words
from the paragraph below. The question should
be parsable and enclosed in quotes ("").
<context>
Task Type: Natural language inference

Prompt: Generate exactly one high-level
statement or a hypothesis for the following
paragraph. The hypothesis about the paragraph
can be true, false, or neither. Make sure the
output is less than 10 words. The hypothesis
should be parsable and enclosed in quotes
("").
<context>

Table 6: Prompts used generated tasks with Mistral-
Instruct-v0.2, Zephyr-β, and GPT-4. We replace
<context> with the unannotated text.

model is asked to indicate whether the fact 1150

is supported, refuted, or neutral with respect 1151

to the evidence. 1152

B Generating Tasks with Open-Source 1153

Models 1154

We use Mistral-Instruct-v0.2 and Zephyr-β, two 1155

popular openly available models, to generate in- 1156

struction tuning data. Then, we adapt pretrained 1157

Mistral-7B and Mistral-7B-P3 on the generated 1158

tasks. 1159

B.1 Generating Synthetic Datasets 1160

Here we describe the process of creating synthetic 1161

datasets with Mistral-Instruct-v0.2 and Zephyr-β. 1162

We prompt these models to generate questions or 1163
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Supervision
Source

Yes-No QA Extractive QA NLI

Model PubMedQA PrivacyQA NYT Amazon Reddit ContractNLI Vitamin C Average ∆

Mistral-7B

None 25.6 2.1 44.1 2.1 24.1 1.6 17.5 2.5 12.0 2.6 31.2 0.6 38.9 0.6 27.6 -
Mistral-Instruct-v0.2 29.4 0.8 42.0 3.2 22.3 1.7 17.2 1.9 13.6 2.1 55.3 1.4 52.2 1.5 33.1 +5.5
Zephyr-β 32.2 1.6 59.4 2.3 20.4 1.5 18.2 1.9 15.0 2.1 33.3 2.9 51.9 3.0 32.9 +5.3

Bonito 48.2 0.6 52.3 3.8 76.9 1.8 74.5 1.2 69.5 2.4 67.8 3.3 73.7 0.1 66.1 +38.5

Mistral-7BP3

None 45.1 1.3 49.9 2.6 73.8 0.8 61.0 2.3 61.0 2.8 33.3 0.7 46.0 0.6 52.9 -
Mistral-Instruct-v0.2 34.1 1.1 51.8 3.3 24.1 1.7 18.8 2.2 15.3 2.2 53.9 1.8 53.5 1.0 35.9 -17.0
Zephyr-β 38.8 1.7 55.3 3.5 22.2 1.6 20.0 2.0 16.6 2.0 36.5 5.7 51.6 3.2 34.4 -18.5

Bonito 48.1 0.3 59.6 2.3 79.4 1.0 74.2 1.3 70.4 1.9 73.4 0.4 73.4 0.1 68.3 +8.2

Table 7: Results for zero-shot task adaptation with tasks generated from Mistral-Instruct-v0.2 and Zephyr-β. We
report the F1 and the standard error averaged across five prompt templates for all the datasets.

hypotheses for the target unannotated text. Table1164

6 shows the prompts that we used to generate the1165

tasks. Creating these prompts required a tremen-1166

dous amount of prompt engineering. We first gener-1167

ate the question or the hypothesis and then generate1168

the answer as these models often ignore multiple1169

instructions in the prompt. We then parse the gen-1170

erated question and the hypothesis and re-prompt1171

the model to generate a response. For question1172

answering tasks, we prepend the question as the1173

prompt followed by the unannotated text to gener-1174

ate the output. For the NLI datasets, we use five1175

prompt templates from the ANLI dataset in Bach1176

et al. (2022) and plug in the hypothesis and the1177

unannotated text as the input to the model to gener-1178

ate the answer. We use the same input and output1179

to adapt the pretrained and instruction tuned mod-1180

els. For all the generations, we use a top-P of 0.95,1181

temperature of 0.5, and maximum token length of1182

256.1183

B.2 Results1184

Table 7 shows results for zero-shot task adapta-1185

tion with openly available models. We see that1186

both Mistral-7B-Instruct-v0.2 and Zephyr-7B-β im-1187

prove performance over the pretrained Mistral-7B1188

but we find that they severely hurt average perfor-1189

mance compared to Mistral-7BP3.1190

We suspect that the drop in performance is due1191

to issues related to the generated tasks. For ex-1192

tractive question answering, we find that Mistral-1193

7b-Instruct-v0.2 and Zephyr-β often generate ques-1194

tions with multiple sub-questions that cannot be1195

easily answered by extracting words from the con-1196

text. Furthermore, the responses are "chatty,"1197

which might not be appropriate for extractive ques-1198

tion answering. We also observe that many of the1199

generated questions are often positive, i.e., they1200

usually have "yes" or "true" as the answer. For1201

example, PubMedQA generated by Zephyr-β has1202

Model Sup. src. PrivacyQA Reddit ContractNLI

Mistral-7BP3

None 49.9 2.6 61.0 2.8 33.3 0.7

GPT-4 57.2 4.8 52.4 3.0 43.1 0.7

Bonito 56.7 4.3 72.3 1.1 71.8 0.5

Table 8: Results for zero-shot task adaptation with task
generated from GPT-4. We report the F1 and the stan-
dard error averaged across five prompts templates for
all the datasets.

about 68% of the questions starting with "yes" or 1203

"true" as the answer, and about 5% have an an- 1204

swer that starts with "no" or "false." We observe a 1205

similar trend with the hypotheses generated for nat- 1206

ural language inference datasets. For instance, the 1207

Contract NLI dataset generated by Zephyr-β shows 1208

that about 64% have "yes," "true," or "correct" as 1209

the answer, whereas only 1% have "no," "false," or 1210

"incorrect" as the answer for the hypothesis. 1211

C Generating Tasks with GPT-4 1212

Here we use GPT-4 to generate tasks to adapt 1213

Mistral-7B-P3. We detail the process of generating 1214

synthetic instructing tuning datasets with GPT-4. 1215

C.1 Generating Synthetic Datasets 1216

We prompt GPT-4 to generate tasks for Privacy Pol- 1217

icy QA, SQuADShifts Reddit, and Contract NLI. 1218

For simplicity, we use the same prompts from Ap- 1219

pendix B.1 to generate questions and hypotheses 1220

(see Table 6). For Privacy Policy QA, we add a sim- 1221

ple instruction prefix to answer the question with 1222

yes or no along with the question and the context 1223

to generate the answer. For extractive question an- 1224

swering, we add the prefix "Extract the exact words 1225

from the paragraph for the question. If the question 1226

is not answerable, say N/A." before the question 1227

and the context and produce the answer. We use 1228

a simpler prefix "Answer the following question." 1229

when training the downstream model on SQuAD- 1230
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Yes-No QA Extractive QA NLI

Model PubMedQA PrivacyQA NYT Amazon Reddit ContractNLI Vitamin C Average

FLAN-T5-XXL (11B) 50.0 0.4 62.5 2.2 84.2 0.2 72.3 1.9 70.1 3.1 45.4 3.5 62.5 2.7 63.9
FLAN-T5-XL (3B) 52.5 0.2 59.3 1.6 82.1 1.3 68.1 5.4 67.3 3.1 37.0 0.6 54.7 0.4 60.2

Mistral-7B-Instruct-v0.2 + Bonito 41.7 0.4 56.2 3.5 80.1 1.0 72.8 1.1 71.8 1.4 70.9 1.8 72.6 0.1 66.6
Mistral-7BP3 + Bonito 46.1 0.5 56.7 4.3 80.7 0.7 73.9 0.6 72.3 1.1 71.8 0.5 73.9 0.1 67.9

Table 9: Results comparing zero-shot task adaptation of instruction tuned models with FLAN-T5 models. We report
the F1 and the standard error averaged across five prompt templates for all the datasets.

Shifts Reddit. Finally, for ContractNLI, we use the1231

same prompts from Appendix B.1 to generate an-1232

swers. For all the generations, we use gpt-4-06131233

with a maximum token length of 256, top-P of 0.95,1234

and temperature of 0.5.1235

C.2 Results1236

Table 8 shows that tasks generated by GPT-4 im-1237

prove performance over Mistral-7BP3 on Privacy1238

Policy QA and ContractNLI but slightly reduce per-1239

formance on SQuADShifts Reddit. While GPT-4 is1240

a much better task generator than the open-source1241

models, we find that GPT-4 also suffers from a sim-1242

ilar issue. For example, ContractNLI often has a1243

positive hypothesis and PrivacyQA has a question1244

with the answer yes. While GPT-4 follows the in-1245

struction to generate exactly one question for the1246

paragraph, we find that it produces slightly longer1247

answers to the question. The SQuAD metric pe-1248

nalizes if there unwanted tokens in the answers.1249

Finally, the cost of generating tasks with GPT-41250

makes it prohibitively expensive to generate tasks1251

for larger datasets like PubMedQA and Vitamin C.1252

D Bonito vs. FLAN1253

We evaluate the zero-shot performance of FLAN-1254

T5-XXL (11B) and FLAN-T5-XL (3B) mod-1255

els (Longpre et al., 2023) on the target datasets used1256

in our experiments. Table 9 shows that Mistral-7B-1257

Instruct-v0.2 and MistralP3 with Bonito-generated1258

tasks improves over FLAN-T5-XXL (11B) by 2.71259

F1 points and 4.0 F1 points. Our results also show1260

that Mistral-7B-Instruct-v0.2 and MistralP3 with1261

Bonito outperforms FLAN-T5-XL (3B) by 6.4 F11262

points and 7.7 F1 points.1263

E Training Details1264

Here we provide training details for models used1265

in the paper.1266

E.1 Training Bonito 1267

We train Mistral-7B on the conditional task gen- 1268

eration with attributes (CTGA) dataset. From the 1269

training set, we uniformly sample 10,000 examples 1270

as the validation set to monitor the loss. The rest 1271

of the dataset is used for training Bonito. We train 1272

the model using Q-LoRA (Dettmers et al., 2023) 1273

by optimizing the cross entropy loss over the out- 1274

put tokens. The model is trained for 100,000 steps. 1275

The training takes about 4 days on four GPUs to 1276

complete. We include all the hyperparameters in 1277

Appendix E.5. 1278

The same training recipe can be used to train 1279

other existing language models such as Falcon (Al- 1280

mazrouei et al., 2023), Pythia (Biderman et al., 1281

2023), and RedPajama (Together, 2023). While 1282

models such as Llama2 (Touvron et al., 2023) can 1283

be trained on CTGA, their license prohibits the use 1284

of the output to enhance any other large language 1285

model. 1286

E.2 Instruction Tuned Models 1287

Here we describe the procedure to train Mistral- 1288

7BP3 and Llama 2 7BP3. We use the processed T0 1289

dataset from Muennighoff et al. (2022). Since the 1290

dataset is extremely large, we uniformly sample 1291

1.6 million input-output examples and train the 1292

language model on them. Following Dettmers et al. 1293

(2023), we train the model for 10,000 steps with 1294

Q-LoRA and optimize the cross entropy loss over 1295

the output tokens. The training takes about 10 1296

hours on four GPUs to complete. For the rest of 1297

the hyperparameters, see Appendix E.5. 1298

E.3 Training Task-Specialized Models 1299

To train the task-specialized Mistral-7B-Instruct- 1300

v0.2special and Mistral-7Bspecial, we create a task- 1301

specific dataset by filtering out task types from the 1302

CTGA dataset. We selected datasets containing 1303

templates that correspond to three task types: yes- 1304

no question answering, extractive question answer- 1305

ing, and natural language inference. The datasets 1306
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Hyperparameters Values

Q-LoRA rank (r) 64
Q-LoRA scaling factor (α) 4
Q-LoRA dropout 0
Optimizer Paged AdamW
Learning rate scheduler linear
Max. learning rate 1e− 04
Min. learning rate 0
Weight decay 0
Dropout 0
Max. gradient norm 0.3
Effective batch size 16
Max. input length 2048
Max. output length 2048

Table 10: The hyperparameters used to train all the
models in our experiments.

have a total of 130,703 examples for yes-no ques-1307

tion answering, 378,167 examples for extractive1308

question answering, and 100,250 examples for nat-1309

ural language inference.1310

To train the task-specialized Bonito special, we1311

convert the same task templates into meta tem-1312

plates. Then, we use the meta templates to generate1313

the dataset to train the model.1314

For fairness, we use the same hyperpa-1315

rameters to train task-specialized Bonito and1316

the task-specialized Mistral-7B-Instruct-v0.2special1317

and Mistral-7Bspecial models. Since the datasets1318

have significantly fewer examples than CTGA, we1319

train these models for at most 10,000 steps. If the1320

training mixture has less than 160,000 examples,1321

we train the Bonito model for 1 epoch. The training1322

on four GPUs takes about 4 to 10 hours. For the1323

rest of the hyperparameters, see Appendix E.5.1324

E.4 Software and Hardware Details1325

Our codebase is built using the transformers (Wolf1326

et al., 2019) library in PyTorch (Paszke et al.,1327

2019). We train all the models in a distributed1328

multi-GPU environment using DeepSpeed (Rasley1329

et al., 2020). We use the distributed data parallel1330

in DeepSpeed to increase the effective batch size1331

during training. For training and evaluation, we use1332

the following GPUs depending on their availability1333

on our compute cluster: NVIDIA GeForce RTX1334

3090, NVIDIA RTX A5500, NVIDIA RTX A6000,1335

NVIDIA RTX A5000, and NVIDIA A40.1336

Task type # Examples

Summarization 284,589
Sentiment 233,530
Multiple-choice question answering 229,066
Extractive question answering 222,769
Topic classification 209,980
Natural language inference 100,250
Question generation 92,847
Text generation 86,835
Question answering without choices 75,159
Paraphrase identification 47,848
Sentence completion 30,246
Yes-no question answering 25,895
Word sense disambiguation 5,428
Paraphrase generation 2,550
Textual entailment 2,490
Coreference resolution 554

Total 1,650,036

Table 11: Task distribution in the conditional task gen-
eration with attributes dataset.

E.5 Hyperparameters 1337

Throughout our fine-tuning experiments, unless 1338

otherwise mentioned, we use the hyperparameters 1339

from Dettmers et al. (2023). Table 10 shows the 1340

hyperparameters in our experiments. We use gradi- 1341

ent accumulation to achieve the effective batch size 1342

of 16. We also use gradient checkpointing which 1343

allows us to train large models like Llama 2 7B and 1344

Mistral-7B. 1345

F Use of AI Assistants 1346

Our work used AI Assistants such as ChatGPT and 1347

Grammarly for spell-checking and fixing minor 1348

grammatical mistakes. We also use GitHub Co- 1349

Pilot in VSCode to write our codebase. 1350

G Conditional Task Generation with 1351

Attributes: Datasets and Tasks 1352

Table 11 shows the task distribution of the condi- 1353

tional task generation with attributes dataset. Table 1354

12 lists all the datasets along with the task types 1355

in the dataset. The dataset includes 16 task types 1356

across 39 datasets. The task types are summariza- 1357

tion, sentiment analysis, multiple-choice question 1358

answering, extractive question answering, topic 1359

classification, natural language inference, question 1360

generation, text generation, question answering 1361

without choices, paraphrase identification, sentence 1362

completion, yes-no question answering, word sense 1363
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disambiguation, paraphrase generation, textual en-1364

tailment, and coreference resolution. The differ-1365

ence between extractive question answering and1366

question answering without choices is that in ex-1367

tractive question answering the target answer is1368

present in the context whereas in question answer-1369

ing without choices, that always is not the case.1370

H Prompts for Evaluation1371

H.1 PubmedQA1372

Dataset from Jin et al. (2019):1373

• Input1374

Given a passage: {{ context.contexts | join("
") }}

Answer the question: {{question}}

Summarize the above answer as YES, NO, or
MAYBE?

Target1375

{{final_decision}}

Answer Choices1376

yes ||| no ||| maybe

• Input1377

I'm a doctor and I want to answer the question
"{{question}}" using The following passage:

{{ context.contexts | join(" ") }}

Summarize the above answer as YES, NO, or
MAYBE?

Target1378

{{final_decision}}

Answer Choices1379

yes ||| no ||| maybe

• Input1380

What is the answer to the question
"{{question}}" based on The following
passage:

{{ context.contexts | join(" ") }}

Summarize the above answer as YES, NO, or
MAYBE?

Target 1381

{{final_decision}}

Answer Choices 1382

yes ||| no ||| maybe

• Input 1383

Please answer the question "{{question}}"
using The following passage:

{{ context.contexts | join(" ") }}

Summarize the above answer as YES, NO, or
MAYBE?

Target 1384

{{final_decision}}

Answer Choices 1385

yes ||| no ||| maybe

• Input 1386

Given the following passage, answer the
question: "{{question}}"

Passage: {{ context.contexts |
join(" ") }}

Summarize the above answer as YES, NO, or
MAYBE?

Target 1387

{{final_decision}}

Answer Choices 1388
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yes ||| no ||| maybe

H.2 Privacy Policy QA1389

Dataset from Ravichander et al. (2019).1390

• Input1391

Given the context, is this related to the
question?
Context: {{text}}
Question: {{question}}

Target1392

{{answer}}

Answer Choices1393

Relevant|||Irrelevant

• Input1394

Is this question
"{{question}}"
related to this context
"{{text}}"?

Target1395

{% if answer == "Relevant" %} Yes {% else %}
No {% endif %}

Answer Choices1396

Yes|||No

• Input1397

Can this
"{{text}}"
help answer this question
"{{question}}"?

Target1398

{% if answer == "Relevant" %} Yes {% else %}
No {% endif %}

Answer Choices1399

Yes|||No

• Input 1400

As a lawyer, can you answer the question
given the context?
Question: {{question}}
Context:{{text}}

Target 1401

{% if answer == "Relevant" %} Yes {% else %}
No {% endif %}

Answer Choices 1402

Yes|||No

• Input 1403

Question:{{question}}
Context:{{text}}
Is the question related to the context?

Target 1404

{% if answer == "Relevant" %} Yes {% else %}
No {% endif %}

Answer Choices 1405

Yes|||No

H.3 SQuADShifts 1406

Dataset from Miller et al. (2020). 1407

H.3.1 NYT 1408

• Input 1409

After reading the following paragraph, please
answer this question: {{question}}

{{context}}

Target 1410

{{answers['text'] | most_frequent | choice}}

• Input 1411
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I'm working on the final exam for my class
and am trying to figure out the answer to the
question "{{question}}" I found the following
info on New York Times and I think it has the
answer. Can you tell me the answer?

{{context}}

Target1412

{{answers['text'] | most_frequent | choice}}

• Input1413

I've always wondered: {{question}}

I searched New York Times and this is what I
found. What's the answer?

{{context}}

Target1414

{{answers['text'] | most_frequent | choice}}

• Input1415

{{context}}

With the help of the passage, please answer
the following question:
{{question}}

Target1416

{{answers["text"]|choice}}

• Input1417

{{["Question", "Problem"] | choice}}
{{range(1, 12) | choice}}: {{question}}

Hint: {{context}}

Target1418

{{answers["text"] | most_frequent | choice}}

H.3.2 Amazon 1419

• Input 1420

After reading the following paragraph, please
answer this question: {{question}}

{{context}}

Target 1421

{{answers['text'] | most_frequent | choice}}

• Input 1422

I'm working on the final exam for my class
and am trying to figure out the answer to the
question "{{question}}" I found the following
info on Amazon and I think it has the answer.
Can you tell me the answer?

{{context}}

Target 1423

{{answers['text'] | most_frequent | choice}}

• Input 1424

I've always wondered: {{question}}

I searched Amazon and this is what I found.
What's the answer?

{{context}}

Target 1425

{{answers['text'] | most_frequent | choice}}

• Input 1426

{{context}}

With the help of the passage, please answer
the following question:
{{question}}

Target 1427
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{{answers["text"]|choice}}

• Input1428

{{["Question", "Problem"] | choice}}
{{range(1, 12) | choice}}: {{question}}

Hint: {{context}}

Target1429

{{answers["text"] | most_frequent | choice}}

H.3.3 Reddit1430

• Input1431

After reading the following paragraph, please
answer this question: {{question}}

{{context}}

Target1432

{{answers['text'] | most_frequent | choice}}

• Input1433

I'm working on the final exam for my class
and am trying to figure out the answer to the
question "{{question}}" I found the following
info on Reddit and I think it has the answer.
Can you tell me the answer?

{{context}}

Target1434

{{answers['text'] | most_frequent | choice}}

• Input1435

I've always wondered: {{question}}

I searched Reddit and this is what I found.
What's the answer?

{{context}}

Target 1436

{{answers['text'] | most_frequent | choice}}

• Input 1437

{{context}}

With the help of the passage, please answer
the following question:
{{question}}

Target 1438

{{answers["text"]|choice}}

• Input 1439

{{["Question", "Problem"] | choice}}
{{range(1, 12) | choice}}: {{question}}

Hint: {{context}}

Target 1440

{{answers["text"] | most_frequent | choice}}

H.4 ContractNLI 1441

Dataset from Koreeda and Manning (2021). 1442

• Input 1443

Suppose {{premise}} Can we infer that
"{{hypothesis}}"? yes, no or maybe?

Target 1444

{{answer_choices[label]}}

Answer Choices 1445

No ||| Yes ||| Maybe

• Input 1446
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{{premise}}

Question: Does this imply that
"{{hypothesis}}"? yes, no or maybe?

Target1447

{{answer_choices[label]}}

Answer Choices1448

No ||| Yes ||| Maybe

• Input1449

Take the following as truth: {{premise}} Then
the following statement: "{{hypothesis}}" is
{{"true"}}, {{"false"}}, or
{{"inconclusive"}}?

Target1450

{{answer_choices[label]}}

Answer Choices1451

False ||| True ||| Inconclusive

• Input1452

{{premise}} Based on that information, is the
claim: "{{hypothesis}}" {{"true"}},
{{"false"}}, or {{"inconclusive"}}?

Target1453

{{ answer_choices[label]}}

Answer Choices1454

False ||| True ||| Inconclusive

• Input1455

{{premise}} Based on the previous passage, is
it true that "{{hypothesis}}"? Yes, no, or
maybe?

Target1456

{{ answer_choices[label] }}

Answer Choices 1457

No ||| Yes ||| Maybe

H.5 Vitamin C 1458

Dataset from Schuster et al. (2021). 1459

• Input 1460

Suppose {{evidence}} Can we infer that
"{{claim}}"? yes, no or maybe?

Target 1461

{% if label == "REFUTES" %} No {% elif label
== "SUPPORTS" %} Yes {% else %} Maybe {%
endif %}

Answer Choices 1462

No ||| Yes ||| Maybe

• Input 1463

{{evidence}}

Question: Does this imply that "{{claim}}"?
yes, no or maybe?

Target 1464

{% if label == "REFUTES" %} No {% elif label
== "SUPPORTS" %} Yes {% else %} Maybe {%
endif %}

Answer Choices 1465

No ||| Yes ||| Maybe

• Input 1466

Take the following as truth: {{evidence}}
Then the following statement: "{{claim}}" is
{{"true"}}, {{"false"}}, or
{{"inconclusive"}}?

Target 1467
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{% if label == "REFUTES" %} False {% elif
label == "SUPPORTS" %} True {% else %}
Inconclusive {% endif %}

Answer Choices1468

False ||| True ||| Inconclusive

• Input1469

{{evidence}}
Based on that information, is the claim:
"{{claim}}" {{"true"}}, {{"false"}}, or
{{"inconclusive"}}?

Target1470

{% if label == "REFUTES" %} False {% elif
label == "SUPPORTS" %} True {% else %}
Inconclusive {% endif %}

Answer Choices1471

False ||| True ||| Inconclusive

• Input1472

{{evidence}} Based on the previous passage, is
it true that "{{claim}}"? Yes, no, or maybe?

Target1473

{% if label == "REFUTES" %} No {% elif label
== "SUPPORTS" %} Yes {% else %} Maybe {%
endif %}

Answer Choices1474

No ||| Yes ||| Maybe

I Qualitatitve Examples1475

Table 14 shows Bonito-generated tasks for the Pub-1476

MedQA, SQuADShifts Amazon, and ContractNLI.1477
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Dataset name Task types

adversarial_qa/dbert Extractive question answering
Question generation

adversarial_qa/dbidaf Extractive question answering
Question generation

adversarial_qa/droberta Extractive question answering
Question generation

ag_news Topic classification

amazon_polarity Sentiment

anli Natural language inference

app_reviews Multiple-choice question answering
Question answering without choices
Text generation

cnn_dailymail/3.0.0 Summarization
Text generation

cosmos_qa Multiple-choice question answering
Question answering without choices
Question generation

dbpedia_14 Topic classification

dream Multiple-choice question answering
Text generation

duorc/ParaphraseRC Extractive question answering
Question generation
Summarization
Text generation

duorc/SelfRC Extractive question answering
Question generation
Summarization
Text generation

gigaword Summarization
Text generation

glue/mrpc Paraphrase generation
Paraphrase identification

hellaswag Sentence completion
Topic classification

imdb Sentiment

multi_newspaws/labeled_final Paraphrase generation
Paraphrase identification

qasc Multiple-choice question answering

Table 12: Dataset names and the prompted task types in the dataset [1/2].
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Dataset name Task types

quail Multiple-choice question answering
Question answering without choices

quartz Multiple-choice question answering

quoref Extractive question answering
Summarization

race/all Multiple-choice question answering
Question answering without choices
Question generation
Yes-no question answering

ropes Extractive question answering

rotten_tomatoes Sentiment

samsum Summarization
Text generation

social_i_qa Multiple-choice question answering
Question answering without choices
Question generation
Yes-no question answering

squad Extractive question answering
Question generation

super_glue/boolq Yes-no question answering

super_glue/cb Natural language inference

super_glue/copa Sentence completion

super_glue/record Extractive question answering
Multiple-choice question answering

super_glue/rte Textual entailment

super_glue/wic Word sense disambiguation

super_glue/wsc.fixed Coreference resolution

wiki_hop/original Multiple-choice question answering
Question answering without choices

xsum Summarization

yelp_review_full Sentiment

Table 13: Dataset names and the prompted task types in the dataset [2/2].
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Dataset: PubMedQA
Task type: Yes-no Question Answering
Input: Palmitate, a saturated fatty acid (FA), is known to induce toxicity and cell death in
various types of cells. Resveratrol (RSV) is able to prevent pathogenesis and/or decelerate the
progression of a variety of diseases. Several in vitro and in vivo studies have also shown
a protective effect of RSV on fat accumulation induced by FAs. Additionally, endoplasmic
reticulum (ER) stress has recently been linked to cellular adipogenic responses. To address
the hypothesis that the RSV effect on excessive fat accumulation promoted by elevated saturated
FAs could be partially mediated by a reduction of ER stress, we studied the RSV action on
experimentally induced ER stress using palmitate in several cancer cell lines. We show that,
unexpectedly, RSV promotes an amplification of palmitate toxicity and cell death and that
this mechanism is likely due to a perturbation of palmitate accumulation in the triglyceride
form and to a less important membrane fluidity variation. Additionally, RSV decreases radical
oxygen species (ROS) generation in palmitate-treated cells but leads to enhanced X-box binding
protein-1 (XBP1) splicing and C/EBP homologous protein (CHOP) expression. These molecular
effects are induced simultaneously to caspase-3 cleavage, suggesting that RSV promotes palmitate
lipoapoptosis primarily through an ER stress-dependent mechanism. Moreover, the lipotoxicity
reversion induced by eicosapentaenoic acid (EPA) or by a liver X receptor (LXR) agonist
reinforces the hypothesis that RSV-mediated inhibition of palmitate channeling into triglyceride
pools could be a key factor in the aggravation of palmitate-induced cytotoxicity.Our results
suggest that RSV exerts its cytotoxic role in cancer cells exposed to a saturated FA context
primarily by triglyceride accumulation inhibition, probably leading to an intracellular
palmitate accumulation that triggers a lipid-mediated cell death. Additionally, this cell
death is promoted by ER stress through a CHOP-mediated apoptotic process and may represent a
potential anticancer strategy.
Question: does resveratrol induce cell death in cancer cells
Answer:
Output: Yes

Dataset: SquadShifts Amazon
Task type: Extractive question answering
Input: Here is a review left by a customer on a product. Would you be able to answer the
question asked by the customer about the product?
Review: The storage bag I got is different from the picture. It’s a mesh see-through material,
where in the picture it doesn’t look like it would be see-through. It still does what it’s
supposed to, so no complaints. I love the velcro loop at the top that I can use to hang it on
the bar under the shelf in my closet.
Question: How did the customer hang the storage bag?
Output: on the bar under the shelf

Dataset: Contract NLI
Task type: Natural language infernce
Input: 11. The Recipient shall not advertise or otherwise make public the fact that it has a
confidential relationship with UNHCR, nor shall the Recipient, in any manner whatsoever use the
name, emblem, or official seal of the United Nations or UNHCR, or any abbreviation of the name
of the United Nations or UNHCR in connection with its business or otherwise.
Based on the previous passage, is it true that "The Recipient can advertise the fact that it has
a confidential relationship with UNHCR."? Yes, no, or maybe?
Output: No

Table 14: Example generations from Bonito for PubMedQA, SQuADShifts Amazon, and ContractNLI.
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