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Abstract
Due to the demand for efficient fine-tuning of001
large language models, Low-Rank Adaptation002
(LoRA) has been widely adopted as one of the003
most effective parameter-efficient fine-tuning004
methods. Nevertheless, while LoRA improves005
efficiency, there remains room for improvement006
in accuracy. Herein, we adopt a novel perspec-007
tive to assess the characteristics of LoRA ranks.008
The results reveal that different ranks within009
the LoRA modules not only exhibit varying010
levels of importance but also evolve dynami-011
cally throughout the fine-tuning process, which012
may limit the performance of LoRA. Based on013
these findings, we propose BeamLoRA, which014
conceptualizes each LoRA module as a beam015
where each rank naturally corresponds to a po-016
tential sub-solution, and the fine-tuning process017
becomes a search for the optimal sub-solution018
combination. BeamLoRA dynamically elimi-019
nates underperforming sub-solutions while ex-020
panding the parameter space for promising021
ones, enhancing performance with a fixed rank.022
Extensive experiments across three base mod-023
els and 12 datasets spanning math reasoning,024
code generation, and commonsense reasoning025
demonstrate that BeamLoRA consistently en-026
hances the performance of LoRA, surpassing027
the other baseline methods.028

1 Introduction029

In recent years, large language models have shown030

tremendous potential in various applications (Tou-031

vron et al., 2023a,b; Jiang et al., 2023; OpenAI,032

2023). To further enhance model performance on033

specific downstream tasks, fine-tuning is usually034

the most effective approach. However, as the scale035

of models keeps increasing, fine-tuning all model036

parameters becomes unsustainable. To address037

this issue, parameter-efficient fine-tuning (PEFT)038

emerges as a practical solution (Houlsby et al.,039

2019; Li and Liang, 2021; Liu et al., 2022; Hu040

et al., 2022). By updating only lightweight mod-041

ules, these methods nearly achieve the results of042

full parameter fine-tuning while reducing both fine- 043

tuning time and memory usage. 044

Among these PEFT methods, Low-Rank Adap- 045

tation (LoRA) stands out for its effectiveness and 046

practicality (Hu et al., 2022). The method strate- 047

gically inserts trainable low-rank modules into 048

frozen linear layers, approximating weight updates 049

while preserving the original model architecture 050

and inference efficiency. Recent advancements 051

aim to enhance LoRA through various approaches: 052

DoRA (Liu et al., 2024) decouples the fine-tuning 053

process into directional and magnitude adjustments, 054

whereas AdaLoRA (Zhang et al., 2023b) and In- 055

creLoRA (Zhang et al., 2023a) dynamically op- 056

timize rank allocation across different modules. 057

However, when revisiting the fundamental aspects 058

of LoRA, we find these methods generally treat 059

rank dimensions as homogeneous units, neglecting 060

the potential hierarchical importance of individual 061

rank components within each LoRA module. 062

In this paper, we adopt a novel perspective by 063

studying the intrinsic characteristics of LoRA ranks 064

from both spatial and temporal dimensions. From 065

the spatial dimension, we find significant differ- 066

ences in the importance of ranks within a LoRA 067

module, and pruning the less important ranks has a 068

minimal impact on performance. From the tempo- 069

ral dimension, these important differences do not 070

show up at the beginning of fine-tuning, but gradu- 071

ally emerge and stabilize as the fine-tuning process 072

progresses. Despite the significant differences in 073

importance among ranks, existing works typically 074

allocate the same parameter budget to each rank 075

(i.e., a row and a column in a module), which leads 076

to constrained optimization space for important 077

ranks and wasted resources on less important ones. 078

Based on the spatial and temporal findings, we 079

propose BeamLoRA, which is inspired by beam 080

search (Lowerre and Reddy, 1976) and treats each 081

LoRA module as a beam, where each rank acts as 082

a sub-solution, and the fine-tuning process is for- 083
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malized as searching for the optimal combination084

of sub-solutions. Specifically, the main process085

of BeamLoRA includes assessment, pruning, and086

expansion. To assess the importance of each sub-087

solution, we insert a trainable score vector into the088

low-rank subspace and integrate the assessment089

process into fine-tuning. Based on their impor-090

tance, we prune unimportant sub-solutions to free091

up space and expand the important ones, thereby092

allowing them to be better optimized. Furthermore,093

to better determine the pruning or expansion thresh-094

old, we introduce a dynamic Top-P method that095

achieves adaptability in both temporal and spatial096

dimensions. Through these mechanisms, Beam-097

LoRA can effectively allocate parameter capacity098

to the most promising solution paths.099

We validate our approach using three different100

base models across 12 datasets covering math rea-101

soning, code generation, and commonsense reason-102

ing. Results indicate that BeamLoRA consistently103

outperforms multiple LoRA-enhanced baselines.104

Notably, on the most challenging math reasoning105

and code generation tasks, BeamLoRA achieves a106

1.57% accuracy gain while using only 2.4% of the107

trainable parameters compared to full fine-tuning.108

Further analysis reveals that the success of Beam-109

LoRA is attributed to its increased important rank110

space within the LoRA module.111

In summary, our contributions are as follows:112

• We adopt a novel perspective by studying113

the characteristics of LoRA ranks from both114

spatial and temporal dimensions, and high-115

light that ranks with various importance are116

assigned an equally sized parameter space.117

• We introduce BeamLoRA and view a LoRA118

module as a beam. It continuously assesses119

the importance of each rank, compresses the120

less important ones, and frees up resources for121

the more significant ones.122

• Through extensive experiments across three123

base models of different sources and scales,124

along with 12 diverse datasets, we demon-125

strate that BeamLoRA consistently outper-126

forms other baselines.127

2 Preliminary128

2.1 Low-Rank Adaptation (LoRA)129

Considering that the updates for fine-tuning large130

models occur within a low-rank subspace (Agha-131

janyan et al., 2021), LoRA inserts low-rank mod- 132

ules into the linear layers of the base model to ap- 133

proximate these transformations. Specifically, for a 134

weight matrix W0 ∈ Rd×k, LoRA decomposes the 135

update ∆W into a low-rank matrices product BA, 136

where B ∈ Rd×r, A ∈ Rr×k, and r ≪ min(d, k). 137

The forward pass of LoRA is formulated as 138

y = W0x+∆Wx = W0x+BAx, (1) 139

where x ∈ Rd represents the input and y ∈ Rd is 140

the output. During fine-tuning, W0 remains frozen, 141

while only B and A matrices are trainable. 142

The Independence of Ranks. Given a LoRA 143

module that includes two matrices B and A, in 144

which B is represented as [b1,b2, ...,br], where 145

bi denotes the i-th column of matrix B, and A = 146

[a1,a2, ...,ar], where ai denotes the i-th row. In 147

this way, the update ∆W is equivalent to 148

∆W =BA =
[
b1 b2 ... br

] 
a1
a2
...
ar

 ,

=b1a1 + ...+ brar =
∑
r

biai =
∑
r

∆wi,

(2) 149

where ∆wi ∈ Rd×k represents the update matrix 150

of i-th rank. Thus, the LoRA fine-tuning process 151

can be viewed as independently updating each ∆wi 152

represented by each rank. 153

2.2 Analysis of LoRA Ranks 154

During the fine-tuning process, an intuitive assump- 155

tion is that each rank within a LoRA module con- 156

tributes similarly. This intuition may stem from the 157

standard LoRA initialization procedure, where ma- 158

trix A is initialized randomly, and matrix B starts 159

with zero values. Since all ∆wi matrices begin as 160

zero matrices and are updated simultaneously, their 161

contributions might remain comparable throughout 162

the fine-tuning process. 163

To examine the validity of this assumption, we 164

fine-tune LoRA on LLaMA2-7B (Touvron et al., 165

2023b) and Mistral-7B-v0.1 (Jiang et al., 2023) 166

with the MetaMathQA dataset (Yu et al., 2024) and 167

conduct an analysis from both spatial and temporal 168

dimensions. Given that LoRA updates represent 169

adjustments to pre-trained weights, we use the mag- 170

nitude of each ∆w to quantify the importance of 171

different ranks1. 172

1The magnitude (importance) of the matrix is roughly mea-
sured by the commonly used Frobenius norm.
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(a) LLaMA2-7B
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(b) Mistral-7B-v0.1

Figure 1: Differences in importance among ranks within
a LoRA module (spatial). The blue line represents the
deciles of importance for ranks. The red line represents
accuracy changes when pruning ranks of varying im-
portance. We take ffn.up_proj in the 30th layer as an
example, with similar phenomena in other modules.
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(a) ffn.up_proj
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(b) attn.v_proj

Figure 2: The visualization of importance difference
among different ranks in LoRA on LLaMA2-7B as fine-
tuning steps increase (temporal). We take ffn.up_proj
and attn.v_proj in the 30th layer as examples, with
similar trends observed in all other modules.

Spatial Dimension. Figure 1 describes the results173

of sorting the importance of ranks after fine-tuning.174

The blue line represents the levels of importance175

across different deciles after sorted by importance176

in a LoRA module. It can be observed that the177

deciles of the importance of ranks are hierarchical,178

indicating that the importance of different ranks179

within a LoRA module is not uniform after fine-180

tuning. Furthermore, by pruning the ranks in each181

LoRA module based on its own importance from182

the least to the most significant gradually (the red183

line), the accuracy shows limited change when184

pruning the less important ranks. On the con-185

trary, when important ranks are pruned, the evalua-186

tion results drop sharply to zero. This phenomenon187

further demonstrates the significant differences in188

importance among the different ranks.189

Temporal Dimension. To further understand the190

reasons behind this importance differentiation, we191

return to the initial assumption: since the ∆w cor-192

responding to each rank is initialized to zero, they193

all start with equal importance during fine-tuning.194

Therefore, a natural idea is to investigate how the 195

importance of different ranks evolves during fine- 196

tuning. Figure 2 shows the changes in importance 197

of two LoRA modules, where the differences in 198

importance among ranks increase with the num- 199

ber of fine-tuning steps. In other words, the less 200

important ranks are progressively filtered out. Fur- 201

thermore, the differences in importance tend to 202

stabilize as the number of fine-tuning steps con- 203

tinues to increase further. These phenomena are 204

prevalent across various LoRA modules. 205

In summary, there are significant differences in 206

the importance of ranks in LoRA, and these dif- 207

ferences appear and gradually increase as the fine- 208

tuning process progresses. However, in most ex- 209

isting LoRA-based methods, less important ranks 210

still occupy the same parameter budget as impor- 211

tant ones. Here, a question is about to arise: Could 212

we free up space from less important ranks for more 213

important ones to achieve better optimization? 214

3 BeamLoRA 215

To answer the above question, we propose Beam- 216

LoRA, which continuously assesses the importance 217

of different ranks during fine-tuning, periodically 218

pruning the less important ones to free up resources 219

for the more important ranks. The overall workflow 220

of the method is illustrated in Figure 3. 221

For a LoRA module with rank r, we treat it as 222

a beam with width r and the optimization process 223

is naturally regarded as a search for the solution 224

set ∆W = {∆w1,∆w2, ...,∆wr} tailored to the 225

fine-tuning dataset, where i-th rank in the LoRA 226

module is considered a sub-solution ∆wi. For- 227

mally, the optimization process seeks to minimize 228

the loss function L over dataset D: 229

∆W∗ = argmin L(W0 +∆W; D), (3) 230

where the optimal solution ∆W∗ represents the 231

well-trained LoRA module. 232

3.1 Importance Assessment 233

In the pilot experiments of Section 2.2, we use 234

the Frobenius norm to measure the importance of 235

each rank offline. However, this approach involves 236

considerable computational overhead during fine- 237

tuning2. To make the assessment more efficient 238

and accurate, we introduce a learnable score vector 239

2Typically, a large model contains hundreds of LoRA mod-
ules. For each module, it requires computing r matrices of
size d× k, and then calculating the norm for each matrix.
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Figure 3: Illustration of BeamLoRA. Throughout the fine-tuning process, BeamLoRA continually assesses the
importance of each rank. Every ∆t steps, unimportant ranks are pruned while those identified as important are
expanded, optimizing the module’s performance.

s ∈ Rr, which is inserted between the matrices B240

and A, to scale the output of each rank through241

element-wise broadcasting multiplication. In that242

case, the modified forward pass of LoRA can be243

formulated as follows:244

y = W0x+B(s⊙A)x =
∑
r

si∆wix. (4)245

This is equivalent to scaling the corresponding rank246

matrices ∆wi. This means that during fine-tuning,247

if a rank is considered important, the corresponding248

score si for that rank is amplified.249

At the start of the fine-tuning process, LoRA ini-250

tializes each rank to zero, indicating that their ini-251

tial importance is equal. Consequently, we initial-252

ize all elements in s with identical values. During253

the fine-tuning process, s is consistently normal-254

ized using the softmax function, like the logits of255

tokens in text generation,256

si =
esi∑r
j=1 e

sj
, (5)257

where si is the i-th element in score vector s. The258

continuous normalization ensures a stable value259

range and facilitates meaningful comparisons of260

importance differences between elements.261

3.2 Pruning and Expansion262

With the importance of each rank, the space occu-263

pied by the less important ranks can be freed up,264

which allows us to expand the parameter space for 265

the remaining important ones. Specifically, we be- 266

gin by selecting the K least important ranks based 267

on their importance s to form the rank index set Ip 268

for pruning: 269

Ip = {i |si ∈ MinK(s)}. (6) 270

During the pruning stage, for the indices of the 271

unimportant ranks included in Ip, we set their pa- 272

rameters to zero: 273

bi,ai =

{
0 i ∈ Ip,
bi,ai otherwise,

(7) 274

where i is the index of i-th rank. It means that if i 275

is in Ip, we set both ai and bi of i-th rank to zero 276

in preparation for subsequent expansion. 277

Next, more space is allocated for important ranks 278

for better optimization. Similarly, we select the K 279

most important ranks based on s to form the rank 280

index set Ie for expansion: 281

Ie = {i |si ∈ TopK(s)}. (8) 282

For each pruned rank, we copy the parameter val- 283

ues from the corresponding important rank: 284

bIp ,aIp ← bIe ,aIe . (9) 285

Meanwhile, to ensure the stability of the optimiza- 286

tion for the expanded ranks, the optimizer states 287

are also copied: 288

MIp ,VIp ←MIe ,VIe , (10) 289
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where M and V are the first-order and second-290

order moment in Adam optimizer.291

However, directly copying parameters and opti-292

mizer states from the original ranks creates a chal-293

lenge: the lack of symmetry breaking between the294

expanded and original ranks means the optimiza-295

tion process is essentially trying to synchronously296

optimize two identical objects (Chen et al., 2016).297

This makes it difficult to effectively leverage the298

additional capacity provided by the expanded pa-299

rameter space. To address this issue, we propose300

using historical parameters and their corresponding301

optimizer states to break the symmetry, Eq. 9 and302

Eq. 10 change to:303

bIp ,aIp ← b′
Ie ,a

′
Ie , (11)304

305
MIp ,VIp ←M′

Ie ,V
′
Ie , (12)306

where b′
Ie and a′Ie represent the historical parame-307

ters of the important ranks, M′
Ie and V′

Ie represent308

the optimizer states3. After expansion, we take the309

average of the corresponding expanded sIp and sIe310

to ensure fair competition between the expanded311

ranks and the original ones.312

3.3 Dynamic Top-P Threshold313

In the previous statement, we fix the number of314

ranks for each pruning or extension operation to315

be K. This might overlook the actual distribution316

of parameter importance, potentially leading to the317

elimination of relatively important parameters due318

to quantitative constraints. Similar to the sampling319

process of text generation, we introduce Top-P strat-320

egy (Holtzman et al., 2020; Huang et al., 2024) to321

dynamically determine the operable rank number.322

Specifically, given the score vector s and a thresh-323

old p, we sort si in descending order, then identify324

the subset of operable ranks and its size as K:325

K = |{i |
i∑

j=1

sj ≥ p}|, (13)326

where i is the index of i-th rank. A larger p results327

in fewer ranks being operated, while a smaller one328

leads to more ranks being affected.329

Even so, a fixed threshold p still poses issues,330

as the learning rate decreases and the model con-331

verges, the number of ranks that need to be operated332

should decrease. Therefore, we design a Dynamic333

Top-P Threshold. To gradually reduce the number334

3In practice, we use the parameters from half steps between
the last pruning and the current pruning step.

of ranks being operated, the p value should progres- 335

sively increase with each operation, starting from 336

pinit and moving towards 1 (indicating no ranks 337

are operated). We tie this process to the learning 338

rate scheduler used during fine-tuning to align it 339

with the model’s learning progression. For exam- 340

ple, given the commonly used cosine scheduler, We 341

obtain the value of threshold p at step t by: 342

p = pinit +
1

2
(1− pinit)

(
1− cos

(
πt

T

))
, (14) 343

where T is the total fine-tuning steps. In imple- 344

mentation, we perform pruning and expansion op- 345

erations every ∆t steps, which allows the LoRA 346

module to adapt after expansion. 347

3.4 Computational Efficiency 348

Regarding fine-tuning efficiency, BeamLoRA is 349

similar to LoRA (more details in Appendix B.2), 350

with a minimal addition of parameters in the form 351

of a score vector s. In terms of inference efficiency, 352

s can be merged in the matrix A: A′ = s ⊙ A, 353

resulting in a structure identical to standard LoRA. 354

Furthermore, the design philosophy of BeamLoRA 355

ensures consistent ranks in various modules, al- 356

lowing smooth integration with existing LoRA in- 357

ference frameworks, which distinguishes it from 358

previous works that employ varying ranks across 359

different modules (Zhang et al., 2023a,b). 360

Note that the inspiration for BeamLoRA comes 361

from the classic Beam Search algorithm (Lowerre 362

and Reddy, 1976), where we consider each LoRA 363

module as a beam. Although BeamLoRA employs 364

similar operations, it pursues distinct objectives. 365

Beam Search aims to produce a single sentence to 366

achieve the final goal, resulting in only one solution. 367

In contrast, our approach continuously filters sub- 368

solutions to obtain an optimal collection of sub- 369

solutions to accomplish the objective. 370

4 Experiments 371

4.1 Experimental Settings 372

Models and Datasets. To thoroughly evaluate our 373

method, our experiments encompass three differ- 374

ent base models, including LLaMA2-7B, Mistral- 375

7B-v0.1, and LLaMA2-13B. We conduct exper- 376

iments across three different domains, including 377

math reasoning, code generation, and common- 378

sense reasoning, utilizing a total of 12 datasets. 379

For math reasoning, we fine-tune the models on 380

the MetaMathQA dataset (Yu et al., 2024) and 381
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Math Reasoning Code Generation

Model Method #Params GSM8K MATH HumanEval MBPP Avg.

LLaMA2-7B

Full-FT† 6738M 66.50 19.80 38.01 46.03 42.59

LoRA 160M 66.31 19.09 39.23 43.47 42.03
DoRA 161M 65.53 19.25 38.41 42.95 41.54
PiSSA 160M 64.87 17.67 35.77 39.33 39.41

MiLoRA 160M 66.19 18.45 36.79 44.62 41.51
ReLoRA 160M 62.55 18.08 35.98 45.59 40.55

AdaLoRA 160M 68.04 17.02 35.16 46.56 41.70
IncreLoRA 160M 65.58 16.93 34.35 42.77 39.91
BeamLoRA 160M 67.05 19.39 43.90 46.30 44.16

Mistral-7B

Full-FT† 7242M 77.70 28.20 53.86 61.73 55.37

LoRA 168M 77.56 28.04 54.27 60.85 55.18
DoRA 169M 77.86 28.14 53.46 62.08 55.39

MiLoRA 168M 77.36 26.71 50.00 62.88 54.24
AdaLoRA 168M 77.91 27.53 46.95 60.14 53.13

BeamLoRA 168M 78.11 28.28 54.07 62.70 55.79

Table 1: Math reasoning and code generation results for LLaMA2-7B and Mistral-7B with r = 64 for all methods.
On Mistral-7B, we compare the baseline methods that perform well on LLaMA. The math reasoning results for
Full-FT† are derived from MetaMathQA paper (Yu et al., 2024).

evaluate them using the GSM8K (Cobbe et al.,382

2021) and MATH (Hendrycks et al., 2021) datasets.383

For code generation, we fine-tune on the Code-384

Feedback105K dataset (Zheng et al., 2025; Meng385

et al., 2024) and then evaluate using the Hu-386

manEval (Chen et al., 2021) and MBPP (Austin387

et al., 2021) datasets. For commonsense rea-388

soning, we fine-tune on the Commonsense170K389

dataset (Hu et al., 2023b) and evaluate on the390

BoolQ (Clark et al., 2019), PIQA (Bisk et al., 2019),391

SIQA (Sap et al., 2019), HellaSwag (Zellers et al.,392

2019), WinoGrande (Sakaguchi et al., 2019), ARC-393

e, ARC-c (Clark et al., 2018), and OBQA (Mi-394

haylov et al., 2018) datasets.395

Baselines. We compare BeamLoRA with eight396

baseline methods to validate the effectiveness of397

our proposed approach: Full-FT, LoRA (Hu et al.,398

2022), DoRA (Liu et al., 2024), ReLoRA (Lialin399

et al., 2024), PiSSA (Meng et al., 2024),400

MiLoRA (Wang et al., 2024), AdaLoRA (Zhang401

et al., 2023b), and IncreLoRA (Zhang et al., 2023a).402

More details are presented in Appendix A.403

4.2 Math Reasoning and Code Generation404

Table 1 presents the experiments on math reason-405

ing and code generation, demonstrating that Beam-406

LoRA outperforms all other baseline methods in407

terms of overall performance. Notably, BeamLoRA408

not only surpasses the original LoRA across all409

tasks but also achieves an average performance 410

improvement of 1.57% compared to standard full 411

parameter fine-tuning on LLaMA2-7B. This result 412

is obtained while maintaining the same number of 413

fine-tuning epochs and full data settings as the stan- 414

dard full parameter fine-tuning, highlighting the 415

practicality of the BeamLoRA method. 416

Furthermore, we extend our experiments on 417

Mistral-7B by comparing BeamLoRA with the 418

baseline methods that perform well in LLaMA 419

experiments. The results show that BeamLoRA 420

continues to outperform all baseline methods, sur- 421

passing Full-FT by 0.42%. More notably, Beam- 422

LoRA shows improvement over Full-FT across all 423

task metrics. This demonstrates that within a lim- 424

ited parameter budget, BeamLoRA can effectively 425

achieve better optimization by expanding the pa- 426

rameter space of important ranks. 427

4.3 Commonsense Reasoning 428

Table 2 presents evaluation results across 8 com- 429

monsense reasoning datasets. BeamLoRA achieves 430

the best overall performance on LLaMA2-7B, with 431

an average accuracy improvement of 3.2% over 432

original LoRA and 1.1% over the strong baseline 433

DoRA. Similar to math and coding tasks, Beam- 434

LoRA’s performance does not rely heavily on op- 435

timal results from just two or three datasets, as 436

observed in other baselines. Instead, it consistently 437
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Model Method ARC-c SIQA WinoGrande BoolQ ARC-e PIQA OBQA HellaSwag Avg.

LLaMA2-7B

LoRA† 64.7 79.5 82.6 69.8 79.8 79.9 81.0 83.6 77.6
DoRA† 68.2 76.0 82.6 71.8 83.7 83.7 82.4 89.1 79.7
PiSSA‡ 60.2 78.4 78.0 67.6 75.8 78.1 75.6 76.6 73.8

MiLoRA‡ 68.8 80.1 82.0 67.6 82.8 83.8 80.6 88.2 79.2
ReLoRA 59.3 76.9 77.2 63.9 75.4 76.4 63.2 62.2 69.3

AdaLoRA 69.5 66.4 78.6 62.1 84.1 83.2 79.2 42.1 70.7
IncreLoRA 65.5 61.3 81.4 63.6 81.3 70.7 73.8 66.9 70.6
BeamLoRA 71.0 78.9 82.7 71.6 83.7 82.8 84.8 90.5 80.8

LLaMA2-13B

LoRA 75.8 80.9 86.1 75.0 87.2 86.2 85.4 92.6 83.7
DoRA 74.6 81.2 86.3 74.4 86.8 84.3 84.2 93.4 83.2

MiLoRA 73.0 80.3 86.7 73.6 87.1 81.1 85.6 92.0 82.4
AdaLoRA 75.8 73.1 84.5 67.7 88.3 83.3 83.4 90.7 80.9

BeamLoRA 75.5 81.3 86.1 74.7 88.0 85.6 86.2 94.3 84.0

Table 2: Commonsense reasoning results for LLaMA2-7B and LLaMA2-13B. We set r = 32 for all methods. All
results with † are taken from (Liu et al., 2024) and those marked with ‡ are taken from (Wang et al., 2024).

GSM8K MATH Avg.

LoRA 66.31 19.09 42.70
BeamLoRA 67.05 19.39 43.22

w/o Expansion 65.88 18.94 42.41
w/o Assessment 64.82 19.08 41.95
w/o Dynamic P. 65.81 18.74 42.28

Table 3: Results of ablation experiments. We evaluate
the impact of pruning and the significance of expansion,
importance assessment, and dynamic Top-P threshold
in BeamLoRA.

performs among the top three results across most438

datasets, demonstrating the generalization capabil-439

ity of BeamLoRA. Additionally, we find that In-440

creLoRA and AdaLoRA are less effective in com-441

monsense reasoning tasks, likely due to frequent442

rank changes across modules, which cause insta-443

bility in fine-tuning. This issue is more evident in444

scenarios requiring extensive task evaluation.445

For larger base models LLaMA2-13B, the per-446

formance gaps between different methods become447

smaller. In this setting, BeamLoRA still achieves a448

0.4% performance improvement over LoRA, while449

other methods show inferior performance com-450

pared to LoRA. This demonstrates that BeamLoRA451

can effectively enhance LoRA’s performance with452

larger base models.453

4.4 Ablation Study454

The ablation results are shown in Table 3. Without455

expansion refers to only pruning the unimportant456

ranks, the performance experiences a slight decline457

compared to the original LoRA, and is markedly458

inferior to the complete BeamLoRA. This under-459
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Figure 4: Comparison of BeamLoRA and LoRA on
importance of ranks within a module by pruning ranks.
The solid lines represent the accuracy changes after
pruning, while the dashed lines indicate the accuracy
change trends caused by pruning.

scores the significance of expanding the impor- 460

tant ranks. Without assessment refers to randomly 461

pruning and expanding ranks, leading to a substan- 462

tial performance drop. This suggests that impor- 463

tant ranks may have been pruned, highlighting the 464

necessity of rank assessment. Without dynamic 465

Top-P refers to using a static operation threshold 466

throughout fine-tuning, which also results in a per- 467

formance decline. This indicates that higher thresh- 468

olds should be applied during the later stages of 469

fine-tuning, resulting in fewer ranks being oper- 470

ated. This approach allows the model to better 471

adapt pruning and expansion as it converges, em- 472

phasizing the importance of dynamic thresholds. 473

4.5 Analysis 474

Why is BeamLoRA effective? To further under- 475

stand how BeamLoRA affects the ranks within 476

LoRA modules, building upon our observations in 477

Figure 1, we analyze the differences in rank impor- 478
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Figure 5: Comparison of BeamLoRA and LoRA on
accuracy under various rank settings on LLaMA2-7B.

tance between BeamLoRA and LoRA. As shown479

in Figure 4, when pruning ranks based on their480

decile importance within each module, we observe481

that BeamLoRA’s accuracy decreases more rapidly482

compared to LoRA. This indicates that in Beam-483

LoRA, the importance of different ranks within484

each module is more evenly distributed. Com-485

pared to LoRA, the number of important ranks486

increases in the BeamLoRA module, with each487

rank contributing more uniformly to the overall per-488

formance. This more balanced utilization of ranks489

explains why BeamLoRA consistently outperforms490

LoRA across various experimental settings.491

How does BeamLoRA perform under different492

rank settings? As shown in Figure 5. We see that493

BeamLoRA improves the performance of LoRA494

across each rank setting, demonstrating the effec-495

tiveness of BeamLoRA’s approach to compress496

unimportant ranks and expand important ones. In497

scenarios with very small ranks (e.g., r = 4), the498

performance improvement brought by BeamLoRA499

is relatively limited compared to larger rank set-500

tings. This is because, with small rank settings501

and difficult tasks (e.g., Math Reasoning), LoRA502

is denser, leaving fewer unimportant ranks to com-503

press and expand, thus providing a smaller opera-504

tional space for BeamLoRA.505

5 Related Works506

5.1 LoRA and its variants507

As one of the parameter-efficient fine-tuning meth-508

ods, LoRA (Hu et al., 2022) has been widely509

adopted. However, it still has room for improve-510

ment in terms of accuracy. Current enhancements511

follow two main pathways: optimizing initializa-512

tion and refining the fine-tuning process. For ini-513

tialization, methods like PiSSA (Meng et al., 2024)514

and MiLoRA (Wang et al., 2024) use Singular515

Value Decomposition on base model weights, with 516

PiSSA focusing on principal singular values and 517

MiLoRA on minor ones for initializing LoRA be- 518

fore fine-tuning. For fine-tuning, DoRA (Liu et al., 519

2024) splits LoRA’s fine-tuning into magnitude 520

and direction components. ReLoRA (Lialin et al., 521

2024) continuously merges the fine-tuned LoRA 522

modules into the base model. AdaLoRA (Zhang 523

et al., 2023b) and IncreLoRA (Zhang et al., 2023a) 524

optimize rank allocation across modules. Unlike 525

these approaches, BeamLoRA revisits the founda- 526

tional aspects of LoRA and recognizes the vary- 527

ing importance of ranks within a module. It com- 528

presses less important ranks to free up space for 529

expanding the important ones, thereby allowing 530

them to be better optimized. 531

5.2 Model Pruning and Expansion 532

Model pruning is typically used to remove redun- 533

dant parameters in models, thereby improving ef- 534

ficiency (Kurtic et al., 2022; Ma et al., 2023). Un- 535

like previous works, our primary goal for prun- 536

ing is to free up space for expanding important 537

parameters. Model Width expansion is first intro- 538

duced by Net2Net (Chen et al., 2016) and applied 539

to CNNs. bert2BERT (Chen et al., 2022) extends 540

this method to the pre-training of language mod- 541

els, and the recent work Scaling Smart (Samragh 542

et al., 2024) applies width expansion to large scale 543

base models. Unlike these approaches, we focus on 544

parameter-efficient fine-tuning and propose com- 545

pressing unimportant parameters within a limited 546

space to expand important ones for better perfor- 547

mance. Additionally, due to the shorter nature of 548

the fine-tuning process than pre-training, we pro- 549

pose to use historical states to break symmetry in 550

expansion, thereby ensuring fast convergence. 551

6 Conclusion 552

This paper introduces a PEFT method called Beam- 553

LoRA. We adopt a novel perspective to study the 554

characteristics of ranks within a LoRA module and 555

discover that there are differences in the impor- 556

tance of ranks, which change with the number of 557

fine-tuning steps. Based on this, we propose using 558

a dynamic threshold to prune less important ranks, 559

free up space to better optimize the more impor- 560

tant ones. Extensive experiments demonstrate that 561

BeamLoRA effectively enhances the performance 562

of LoRA across different base models, tasks, and 563

settings, outperforming other baseline methods. 564
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Limitations565

BeamLoRA introduces a method that compresses566

less important ranks while expanding important567

ones during fine-tuning. Although this approach568

achieves good performance in parameter-efficient569

fine-tuning, existing implementation requires the570

addition of a trainable assessment vector s over571

ranks. In the context of full-parameter training, a572

full-rank matrix does not have the low-rank struc-573

ture like the B-A decomposition in LoRA, making574

it impossible to add the vector s. How to extend575

this method to full-parameter training scenarios576

remains an area for future research exploration.577
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A Experimental Setup 841

A.1 Baselines 842

We select several baselines to verify the effec- 843

tiveness of our method. Full-FT fine-tunes all 844

model parameters, delivers strong performance 845

but requires substantial computational resources. 846

LoRA (Hu et al., 2022) is one of the most effi- 847

cient PEFT methods, offering computational effi- 848

ciency, though its accuracy often differs from full 849

parameter fine-tuning. DoRA (Liu et al., 2024) 850

decomposes LoRA’s fine-tuning into magnitude 851

and direction components. ReLoRA (Lialin et al., 852

2024) continuously merges the obtained LoRA pa- 853

rameters into the base model during fine-tuning. 854

PiSSA (Meng et al., 2024) and MiLoRA (Wang 855

et al., 2024) perform Singular Value Decomposi- 856

tion (SVD) on the base model; PiSSA fine-tunes 857

the significant components of the decomposition, 858

while MiLoRA fine-tunes the minor components. 859

AdaLoRA (Zhang et al., 2023b) begins fine-tuning 860

with a rank setting higher than the target and prunes 861

redundant ranks during the process to achieve op- 862

timal rank allocation across different modules. In 863

contrast, IncreLoRA (Zhang et al., 2023a) starts 864

with a rank setting lower than the target and pro- 865

gressively increases the rank during fine-tuning to 866

achieve optimal rank allocation across modules. 867

A.2 Implementation Details 868

In the math and code tasks, we follow Yu et al. 869

(2024) and set the Full-FT learning rate for 870

LLaMA2-7B to 2e-5 and for Mistral-7B to 5e-6, 871

with a batch size of 128. The models are fine- 872

tuned for 3 epochs on the dataset. For the ReLoRA 873

method, we use the same settings as Full-FT. For 874

other PEFT methods, we add the LoRA module to 875

all linear layers. Following Wang et al. (2024) we 876

set their learning rate to 3e-4, a batch size of 32, 877

and fine-tuning for 3 epochs. 878

In the commonsense reasoning tasks, to facilitate 879

comparison, we follow the approach of Hu et al. 880

(2023a) and Liu et al. (2024) by adding LoRA to 881

q_proj, k_proj, v_proj, up_proj, and down_proj 882

modules. We use the optimal learning rate from 883

{2e-4,3e-4} for different methods on LLaMA2-7B, 884

with a batch size of 16 and fine-tuning for 3 epochs. 885

For the larger LLaMA2-13B, following Liu et al. 886

(2024), we reduce the learning rate to the optimal 887

{1e-4,2e-4,3e-4} for different methods, while keep- 888

ing other settings unchanged. These settings are 889

applied to all PEFT methods. All our experiments 890
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Figure 6: Effect of step ∆t. We set pinit to 0.95 and
take the average performance across the code tasks on
LLaMA2-7B with r = 64.
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Figure 7: Effect of pinit. We set the step ∆t to 1200 and
take the average performance across the code tasks on
LLaMA2-7B with r = 64.

are conducted on four H800 GPUs.891

The implementation of BeamLoRA mainly in-892

cludes assessment, pruning-expansion, and dy-893

namic Top-P threshold. The most crucial pruning-894

expansion is uniformly set in the first two epochs895

to facilitate. BeamLoRA introduces two hyperpa-896

rameters: the initial value of the dynamic threshold897

pinit and the operation interval step ∆t. We analyze898

their impact in Section B.1. The detailed settings899

can be found in Table 4.900

B Additional Experiment Results901

B.1 Analysis of Hyperparameters902

Effect of step ∆t. The hyperparameter ∆t deter-903

mines the number of adaptation steps the model904

takes after each pruning-expansion operation. As905

shown in Figure 6, when ∆t is too small (e.g.,906

200), the model cannot quickly adapt to the prun-907

ing and expansion due to the excessive number of908

operations, resulting in suboptimal performance.909

As ∆t increases, performance gradually improves,910

reaching its peak at n = 1200 with five pruning-911

expansion operations. When ∆t continues to in-912

crease, the number of operations becomes too few,913

diminishing the benefits of the pruning-expansion914
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Time (hours)
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Figure 8: Fine-tuning time for different methods on
LLaMA2-7B with r = 64.
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Figure 9: Fine-tuning memory usage for different meth-
ods on LLaMA2-7B with r = 64.

operation. In our implementation, we determine 915

the number of BeamLoRA operations based on the 916

total number of fine-tuning steps. Specifically, for 917

the MetaMathQA dataset, we select from {2500, 918

3000, 3500}; for the CodeFeedback dataset, we 919

select from {800, 1000, 1200}; and for the Com- 920

monsense dataset, we select from {2400, 2800, 921

3200} for ∆t. 922

Effect of pinit. The hyperparameter pinit determines 923

the number of affected ranks in each pruning- 924

expansion operation. According to Eq. 14, a 925

smaller pinit results in more ranks being operated. 926

As shown in Figure 7, we see that when a larger 927

number of ranks is operated (e.g., p = 0.93), the 928

performance, while still better than LoRA, is not 929

optimal. As pinit increases, the number of operated 930

ranks decreases, reaching optimal performance at 931

p = 0.95. However, if pinit continues to increase, 932

the number of operated ranks further decreases, re- 933

ducing the advantages of the pruning-expansion 934

process, and performance gradually declines to lev- 935

els comparable to LoRA. 936

B.2 Fine-tuning Efficiency 937

The efficiency of fine-tuning primarily involves two 938

aspects: fine-tuning time and memory usage. We 939

present the fine-tuning time for different methods 940

on the MetaMathQA dataset in Figure 8. We see 941

that BeamLoRA and MiLoRA require a similar 942

time as LoRA. However, DoRA and AdaLoRA 943

require 1.73 times and 1.62 times the fine-tuning 944

time of LoRA, respectively, thereby losing some of 945

the time-saving advantages that LoRA offers. 946

In terms of memory usage, as shown in Figure 9, 947
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Math Reasoning Code Generation Commonsense Reasoning

Base Model LLaMA2-7B Mistral-7B LLaMA2-7B Mistral-7B LLaMA2-7B LLaMA2-13B
Rank r 64 64 64 64 32 32
pinit 0.95 0.95 0.95 0.95 0.96 0.96

Step ∆t 3000 2500 1200 800 3200 2400

Table 4: Detailed settings of hyperparameters in BeamLoRA. In order to thoroughly evaluate the method’s
performance, we utilize two standard configurations in our experiments: r = 64 and r = 32. The pinit is based on
the rank size. ∆t is determined based on the total number of fine-tuning steps across different datasets to control the
number of operations.

it can be observed that BeamLoRA and MiLoRA948

also have similar memory usage on each GPU as949

LoRA. AdaLoRA requires slightly more memory950

compared to these three, while DoRA requires 1.35951

times the memory of LoRA. Overall, in terms of952

fine-tuning time and memory usage, BeamLoRA953

is similar to LoRA and significantly lower than954

DoRA and AdaLoRA, rendering it practical.955
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