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Abstract

Recent progress in natural language process-
ing has been adapted to the symbolic music
modality. Language models, such as Trans-
formers, have been used with symbolic music
for a variety of tasks among which music gener-
ation, modeling or transcription, with state-of-
the-art performances. These models are begin-
ning to be used in production products. To en-
code and decode music for the backbone model,
they need to rely on tokenizers, whose role is
to serialize music into sequences of distinct
elements called tokens. MidiTok is an open-
source library allowing to tokenize symbolic
music with great flexibility and extended fea-
tures. It features the most popular music to-
kenizations, under a unified API. It is made
to be easily used and extensible for everyone.
https://github.com/Natooz/MidiTok

1 Introduction

Recent progress in natural language processing
(NLP), such as Transformers (Vaswani et al., 2017),
has been used with symbolic music for several tasks
such as generation (Huang et al., 2019; Huang and
Yang, 2020; von Rütte et al., 2023), understanding
(Zeng et al., 2021), or transcription (Hawthorne
et al., 2021; Gardner et al., 2022), with state-of-the-
art performances. Most generative deep learning
models for symbolic music are nowadays based
on LMs. Using LMs for symbolic music requires,
as for natural language, to tokenize the music, i.e.
serialize it into sequences of distinct tokens. These
tokens will represent note attributes such as pitch
or duration, and time events.

The tokenization of music, i.e. the conversion
of notes into sequences of tokens, is however not
a straightforward process. Unlike text, polyphonic

MidiTok was initially presented at the ISMIR 2021 late
breaking demos (Fradet et al., 2021). This document is an
updated and comprehensive report.

music comes with simultaneous notes, each of them
having several properties, and the problem becomes
even more complex if we consider several tracks
or instruments. Many recent research papers intro-
duced different ways to tokenize symbolic music,
but few authors share they source code in an easy
way to reproduce, or to just use their methods. Fur-
thermore, music files, such as MIDIs, need to be
properly preprocessed. This step consist in down-
sampling its values, such as the onset and offset
times of notes, their velocities, duration, or tempo
values among others.

With the motivation to offer a friendly and conve-
nient way to tokenize MIDI files, we created Midi-
Tok. It implements the most popular tokenizations,
under a unified API. It offers a great flexibility and
extended features, so one can easily train and use
LMs for symbolic music, and compare the different
tokenizations. MidiTok was first introduced in late
2021 (Fradet et al., 2021), and in the meantime re-
ceived multiple updates until it became established
in the community. Today, it is the "go-to" solution
for researchers and engineers to use LMs with sym-
bolic music. MidiTok has been built all along the
making of this thesis, and has been used for most
of the results reported in it. MidiTok is a major
living contribution of this thesis, that we believe
will continue to evolve.

In the next section, we describe the overall work-
flow of MidiTok, then the tokenizations and fea-
tures it implements, and finally some user insights.

2 Tokenizing music

In this section, we introduce the data contained in
MIDI files, and the previous works which tokenized
symbolic music.

2.1 The data in MIDI files

When thinking about tokenizing symbolic music,
we first need to think about what information
present in the MIDI files should be considered.
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A MIDI file contains several categories of con-
tents. The most important are: tracks of instru-
ments, tempo changes, time signature changes, key
signature changes and lyrics. Tracks themselves
contain notes - more precisely their pitch, velocity,
onset and offset times - and effects such as sustain
pedal, pitch bend and control changes. You can
find the complete MIDI specifications on the MIDI
Manufacturers Association website1.

All of these information come as the form of
events that occur a certain moments in time. The
base time unit of MIDIs is the tick, which resolu-
tion is called the time division and expressed in
ticks per quarter note (or ticks per beat when the
time signature is ∗

4 ). The time division is usually a
multiple of 12 and a high value. Common values
are 384 and 480. Hence, these events happen each
at certain tick, and we will have to express them
as tokens, along with time tokens that accurately
represent them at their occurrence time.

Another important aspect is the precision to
which represent this information. Values such as
Program (the id of an instrument), pitch, veloc-
ity range from 0 to 127. They can be considered
as "semi-continuous", as 128 is an arguably large
number of possible values. But using all these
ranges of possible values with a language model is
usually not optimal, as the later is a discrete model
and so could struggle to efficiently capture the dif-
ferences between two consecutive values, e.g. a
velocity of 100 from a velocity of 101. It is then
usually recommended to "discretize" these values,
by downsampling the number of possible values.
The set of velocities could for example be down-
sampled to 16 values, equally spaced between 0
to 127. The same downsampling logic should be
applied to the time of all the events: instead of
aligning the time with a resolution of e.g. 384 ticks
per beat, we quantize the times of the events to
a resolution of e.g. 8 ticks per beat, which must
be sufficiently precise to keep the overall dynamic
of the music. An time downsampling example is
depicted in Figure 1. Downsampling these values
require a careful preprocessing, before representing
them as tokens.

Finally, this information can be represented by
different manners. In the MIDI protocol, the mo-
ments when the notes are played and when their
associated key is released come respectively as the
form of NoteOn and NoteOff messages / events.

1https://www.midi.org/specifications

We can then choose to directly tokenize these
events, or to explicitly represent the durations of
the notes by deducing their values from the differ-
ence of time between these messages. The time
itself can be represented by using TimeShift to-
kens indicating time movements, or placing Bar
and Position tokens indicating respectively the
beginning of the new bar and the current position
within the current bar. The way to represent several
tracks of different instruments is also left to several
"design" choices. This liberty led researchers to
introduce different symbolic music tokenizations,
each with their benefits, and us to implement them
under a unified API in a flexible and user-friendly
library that we called MidiTok.

2.2 Previous works

Early works using discrete models for symbolic
music, such as DeepBach (Hadjeres et al., 2017),
FolkRNN (Sturm et al., 2015) or BachBot (Liang
et al., 2017), rely on specific tokenizations specif-
ically designed for the data being used, for in-
stance for the four voices of Bach chorales. Non-
autoregressive models such as MuseGAN (Dong
et al., 2018) often represent music as pianoroll ma-
trices. Since then, researchers introduced more uni-
versal tokenizations for any kind of music. These
strategies represent note attributes and time in a
general way that can be used with any music. The
most commonly used are Midi-Like (Oore et al.,
2018) and REMI (Huang and Yang, 2020). The for-
mer tokenizes music by representing tokens as the
same types of events from the MIDI protocol, while
the latter represents time with Bar and Position
tokens and note durations with explicit Duration
tokens. Additionally, REMI includes tokens with
additional information such as chords and tempo.

More recently, researchers have focused on im-
proving the efficiency of models with new tokeniza-
tions techniques: Compound Word (Hsiao et al.,
2021), Octuple (Zeng et al., 2021) and PopMAG
(Ren et al., 2020) merge embedding vectors before
passing them to the model; 2) LakhNES (Donahue
et al., 2019) and (Payne, 2019), SymphonyNet (Liu
et al., 2022) and (Fradet et al., 2023) use tokens
combining several values, such as pitch and vocab-
ulary.

3 MidiTok workflow

We introduce in this section the base functioning
of MidiTok.

https://www.midi.org/specifications


Figure 1: Two pianoroll visualizations of a track of piano: top) original MIDI track, as performed by a human;
bottom) the same track preprocessed, with onset and offset times aligned to the 8th of beat.

First, any tokenizer has to be created from
a TokenizerConfig objects. This configuration
holds the parameters defining what type of infor-
mation will be tokenized, and with which precision.
A user can choose wether to tokenize tempos, time
signature, rests... or not. He can also decide the res-
olution of values such velocity, time, or the pitch
range to tokenize. From this configuration, the
tokenizer will create its vocabulary of tokens. A
tokenizer can be saved as a json file, and loaded
back as identical without having to provide a con-
figuration.

We consider three categories of tokens:
1) Global MIDI tokens, which represent attributes
and events affecting the music globally, such as the
tempo or time signature; 2) Track tokens, repre-
senting values of distinct tracks such as the notes,
chords or effects; 3) Time tokens, which serve to
structure and place the previous categories of to-
kens in time. The categorization of tokens into
these three types is important as it will affect the
way the tokenizer represents the time.

When tokenizing MIDI tracks, we distinct two
modes: a "one token stream" mode which converts
all the tracks under a unique sequence of tokens,
and a "one stream per track" mode which converts
each track independently. In the former mode, the
time tokens are created for all the global and track
tokens at once, while in the later they are created
for each sequence of track token independently.

The tokenization workflow of a MIDI is as fol-
low:

1. Preprocesses the MIDI object:
- If in "one token stream" mode, merges

tracks of the same program / instrument;
- Removes notes with pitches outside the tok-

enizer’s range, downsample note velocities,
onset and offset times;

- Downsamples tempo values and times;
- Downsamples time signature times;
- Removes duplicated notes, tempo and time

signature changes, and empty tracks;
2. Gathers global MIDI events (tempo...);
3. Gathers track events (notes, chords);
4. If "one token stream", concatenates all global

and track events and sort them by time of oc-
currence. Else, concatenates the global events
to each sequence of track events;

5. Deduces the time events for all the sequences
of events (only one if "one token stream");

6. Returns the tokens, as a combination of list of
strings and list of integers (token ids).

The first and last step are performed the same
way for all tokenizers, while other steps can be per-
formed differently depending on the tokenization.
The preprocessing step is essential as it formats the
information of a MIDI to fit to the parameters of
the tokenizer. The onset and offset times of the
track and global events are aligned to the time reso-
lution of the tokenizer, as well as their values. This
assures us to retrieve the exact same preprocessed
MIDI when detokenizing a the tokens.

4 Music tokenizations

MidiTok implements the most commonly used mu-
sic tokenizations:

• MIDILike (Oore et al., 2018): represents MIDI
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Figure 2: A sheet music and several token representa-
tions.

messages as tokens. Notes are represented with
NoteOn and NoteOff tokens, indicating their on-
set and offset times, and time is represented with
TimeShift tokens;

• REMI (Huang and Yang, 2020): standing for
Revamped MIDI, it represents note duration
with explicit Duration tokens in place of the
NoteOff offset tokens, and time as a combina-
tion of Bar and Position tokens indicating re-
spectively the beginning of a new bar and the
position of the time within the current bar;

• REMI+ (von Rütte et al., 2023): is an exten-
sion of REMI, allowing to also represent note
instruments and time signature;

• Structured (Hadjeres and Crestel, 2021): sim-
ilar to MIDILike, except that it represents note
durations explicitly as REMI and always use the
same scheme of token type succession: Pitch,
Velocity, Duration and TimeShift;

• TSD (Fradet et al., 2023): standing for TimeShift
& Duration, it is identical to MIDILike but with
explicit Duration tokens;

• Compound Word (Hsiao et al., 2021): is simi-
lar to REMI, but merges several categories of
token embeddings in order to reduce the se-
quence length for the model. For instance, the
Pitch, Velocity and Duration embeddings of
a note are first concatenated and projected to get
a merged embedding, and several output layers

are used to predict these several attributes all
at once. We qualify such tokenization as multi-
vocabulary, as in essence it is based on several
distinct vocabularies;

• Octuple (Zeng et al., 2021): also a multi-
vocabulary tokenization, it works by merged
the embeddings of the attributes of each note,
along with the Bar_n and Position_p embed-
dings representing its position in time, resulting
in a token sequence as long as the number of
notes tokenized;

• MuMIDI (Ren et al., 2020): a multi-vocabulary
tokenization similar to Compound Word, but also
representing note programs (instruments) along
with a built-in positional encoding mechanism
based on the number of elapsed bar and position;

• MMM (Ens and Pasquier, 2020): a tokenization
for multitrack music inpainting.

Table 1 shows a comparative analysis of these to-
kenizations, and Figure 2 shows different tokeniza-
tions applied on an example music sheet melody.
In these original works, the authors praise the bene-
fits of using what we call additional tokens, which
represent information other than the notes and time.
Also, multi-vocabulary tokenizations were intro-
duced with the main goal to reduce the length of the
sequence of embeddings processed by the model,
which can be a bottleneck with Transformer mod-
els for which the complexity grows quadratically
with. We built MidiTok to offer users the flexibility
to choose the types of additional tokens they want
to use, and also the possibility to use Byte Pair
Encoding for non-multi-vocabulary tokenization
to drastically reduce their token sequence lengths.
We introduce these features, and more, in the next
section.

5 Features

5.1 Additional tokens
MidiTok allows to choose a set of additional tokens
to use. These tokens add more musical information,
that can be useful in some cases to model:

• Chord: track token tokens describing the chord
formed by the following notes. This type of
token can help to explicitly model the harmony
formed by chords;

• Programs: track token informing of the program,
or instrument, of the following notes. This to-
ken is natively used in some tokenizations, and



Time Note duration

Tokenization TimeShift Bar + Pos. Duration NoteOff Multitrack One stream Multi-voc Chord Rest Tempo Time Sig. Pedal Pit. Bend

MIDI-Like (Oore et al., 2018)
√

- -
√

† † - ‡ ‡ ‡ ‡ ‡ ‡
REMI (Huang and Yang, 2020) -

√ √
- † † - ‡ ‡ ‡ ‡ ‡ ‡

Structured (Hadjeres and Crestel, 2021)
√

-
√

- † † - - - - - - -
TSD (Fradet et al., 2023)

√
-

√
- † † - ‡ ‡ ‡ ‡ ‡ ‡

CP Word (Hsiao et al., 2021) -
√ √

- † †
√

‡ ‡ ‡ ‡ - -
Octuple (Zeng et al., 2021) -

√ √
-

√ √ √
- - ‡ ‡ - -

MuMIDI (Ren et al., 2020) -
√ √

-
√ √ √

‡ - ‡ - - -
MMM (Ens and Pasquier, 2020)

√ √
-

√ √ √
- ‡ - ‡ ‡ - -

Table 1: Comparative table of the tokenizations implemented by MidiTok. †: is true when the tokenizer is configured
to represent Program tokens; ‡: Is optional. REMI+ (von Rütte et al., 2023) is implemented under REMI. In
MidiTok, MMM is implemented using Duration tokens.

allows for others to tokenize multiple tracks all
at once in a multitrack way;

• Sustain pedal: track token representing the sus-
tain pedal events;

• Pitch bend: track token representing the pitch
bend events;

• Tempo: global token informing of the current
tempo, indicating the execution speed;

• Time signature: global token informing of the
time signature. The value of the time signature
directly impact the number of beats present in
the bars, and the duration of the beats;

• Rest: time token acting as time-shifts, occurring
only when no notes are being played. This token
emphasize silent moments.

Huang et al reports that using Tempo and Chord
tokens for a generative Transformer yielded gen-
erated results of better quality, that were preferred
from human evaluators (Huang and Yang, 2020).

5.2 Byte Pair Encoding

Byte Pair Encoding (BPE) (Gage, 1994) is a data
compression technique. It converts the most recur-
rent successive bytes in a corpus into newly created
ones. BPE is nowadays largely used in the NLP
field to build the vocabulary, by automatically creat-
ing words and sub-words units from the recurrence
of their occurrences within a training corpus (Sen-
nrich et al., 2016). In practice BPE is learned until
the vocabulary reaches a target size.

MidiTok allows to use BPE for symbolic music
in a simple yet powerful way, to create new tokens
that can represent whole notes are successions of
notes. Similarly to text, the vocabulary is learned
from a corpus of MIDI files. Here however, we use
the tokenizer’s base vocabulary, that is the set of the
basic token representing the information introduced
in Section 2, as "bytes". MidiTok rely on Hugging

Voc. size tokens/beat (↓) Tok. time (↓) Detok. time (↓)

Strategy TSD REMI TSD REMI TSD REMI TSD REMI

No BPE 149 162 18.5 19.1 0.174 0.151 0.031 0.039
BPE 1k 1k 1k 9.3 (-49.5%) 10.4 (-45.3%) 0.187 0.163 0.053 0.063
BPE 5k 5k 5k 7.0 (-62.2%) 8.5 (-55.2%) 0.181 0.165 0.053 0.064
BPE 10k 10k 10k 6.3 (-66.0%) 7.7 (-59.7%) 0.183 0.164 0.052 0.065
BPE 20k 20k 20k 5.8 (-68.9%) 6.9 (-63.9%) 0.184 0.163 0.052 0.063
CP Word 188 8.6 (-54.8%) 0.169 0.034
Octuple 241 5.2 (-72.6%) 0.118 0.035

Table 2: Vocabulary size, average tokens per beat ratio,
and average tokenization and decoding times in second
on the Maestro dataset (Hawthorne et al., 2019). CP
Word and Octuple are grouped with REMI as they repre-
sent time similarly with Bar and Position tokens.

Face’s tokenizers library 2 for the BPE training
and encoding. The library is implemented in Rust
and allow very fast computations. To use it for
symbolic music, MidiTok associate each base token
to a unique byte that the library can recognize.

BPE allows to drastically reduce the sequence
length, while taking benefit of the embedding
spaces of models such as Transformers, get better
results and a faster inference speed (Fradet et al.,
2023). Table 2 shows the sequence length reduc-
tion offered by BPE. It also shows how BPE in-
creases tokenization and detokenization times. This
time increase is however mitigated by the inference
speed gains offered by BPE, as the sequence length
is drastically reduced.

The method allows to avoid the drawbacks of
multi-vocabulary methods, that are to require to
implement multiple input and output modules and
use a combination of losses that can lead to unstable
learning, slower training, and code adaptations of
models and training methods.

5.3 Hugging Face Hub integration

The Hugging Face Hub3 is a model and dataset
sharing platform which is widely used in the AI
community. It allows to freely upload, share
and download models and datasets, directly in

2https://github.com/huggingface/tokenizers
3https://huggingface.co/

https://github.com/huggingface/tokenizers
https://huggingface.co/


the code in a very convenient way. Its inter-
actions rely on an open-source Python package
named huggingface_hub4. As it works seam-
lessly in the Hugging Face ecosystem, especially
the transformers5(Wolf et al., 2020) or Diffusers
libraries6, it stood out and became one of the pre-
ferred way to openly share and download models.

Now when downloading a Transformer model,
one will need to also download its associated tok-
enizer to be able to “dialog” with it. Likewise, if
one wants to share a models, he will need to share
its tokenizer too for people to be able to use it.
MidiTok allows to push and download tokenizers
in similar way to what is done in the Hugging Face
Transformers library.

Internally, MidiTok relies on the
huggingface_hub.ModelHubMixin compo-
nent. It implements the same methods commonly
used in the Hugging Face ecosystem:
save_pretrained, load_pretrained and
push_to_hub. Relying on this component allows
to easily interact with the hub with as less code and
logic as possible, and so a minimal maintenance
cost. MidiTok only deals with the two "bridges"
between these methods and how tokenizers are
saved and loaded.

We still note that at the moment or writing, there
are few symbolic models shared on the internet
globally, including the Hugging Face hub. Before
releasing the interoperability between MidiTok and
the hub, users needed to manually download and
upload their tokenizers. This is inconvenient as
these operations are usually performed within some
code pipelines, which are often executed on remote
servers. We hence hope that these feature will
encourage people to share their models and use
those from the community.

5.4 Data augmentation

Data augmentation is a technique to artificially
increases the size of a dataset by applying vari-
ous transformations on to the existing data. These
transformations consist in altering one or several
attributes of the original data. In the context of
images, they can include operations such as rota-
tion, scaling, cropping or color adjustments. This is
more tricky in the case of natural language, where
the meaning of the sentences can easily diverge

4https://github.com/huggingface/huggingface_
hub

5https://github.com/huggingface/transformers
6https://github.com/huggingface/diffusers

following how the text is modified, but some tech-
niques such as paraphrase generation or back trans-
lation can fill this purpose.

The purpose of data augmentation is to introduce
variability and diversity into the training data with-
out collecting additional real-world data. Data aug-
mentation can be important and increase a model’s
learning and generalization, as it exposes it to a
wider range of variations and patterns present in
the data. In turn it can increases its robustness and
decrease overfitting.

MidiTok allows to perform data augmentation,
on the MIDI level and token level. Transformations
can be made by increasing the values of the veloc-
ities and durations of notes, or by shifting their
pitches by octaves. Data augmentation is highly
recommended to train a model, in order to help
a model to learn the global and local harmony of
music. In large datasets such as the Lakh (Raf-
fel, 2016) or Meta (Ens and Pasquier, 2021) MIDI
datasets, MIDI files can have various ranges of ve-
locity, duration values, and pitch. By augmenting
the data, thus creating more diversified data sam-
ples, a model can effectively learn to focus on the
melody, harmony and music features rather than
putting too much attention on specific recurrent
token successions.

5.5 PyTorch data loading

PyTorch is a very popular DL framework, that is
widely used in most research and production works.
When training a model, the data must be adequately
loaded and processed before being fed. For natural
language, text data is usually loaded and tokenized
on the fly by the CPU, then moved to the GPU on
which the model is running. This task is performed
by a Dataset, a DataLoader and a data collator.
For symbolic music however, we cannot find a
"commonly" used data loading process as the field
is not as developed as NLP.

MidiTok offers universal Dataset classes to
load symbolic music, and data collator to be used
with. DatasetTok will load in memory (RAM)
tokens, either by loading json tokens files or to-
kenizing MIDI files, and split the overall token
sequences into the user’s desired minimum and
maximum length. The sequence splitting is per-
formed as when tokenizing a MIDI, the token se-
quence are usually relatively long (in order of thou-
sands), whereas model are usually fed sequences
up to a limited number of tokens, often in the

https://github.com/huggingface/huggingface_hub
https://github.com/huggingface/huggingface_hub
https://github.com/huggingface/transformers
https://github.com/huggingface/diffusers


range of 100 to 1000. However, loading all to-
kens in the memory can be intractable with very
large datasets or limited memory. That is why
the DatasetJsonIO will load token json files on
the fly during the training. This dataset class re-
quires to tokenize a MIDI dataset first, and cannot
split the sequences loaded. Hence, if a user want
to split the sequences, it must do it before with
a split_dataset_to_subsequences method that
MidiTok also provides.

The MidiTok data collator allows to pad se-
quences, add Beginning Of Sequence and End Of
Sequence tokens and shift label sequences. Padding
can be done on the left side, which can be handy
when generating autoregressively from a model,
and required with some libraries such as Trans-
formers (Wolf et al., 2020).

5.6 Other useful methods

Finally, MidiTok feature other useful MIDI manipu-
lation and data extraction methods that can be used
for other purposes: chord extraction, overlapping
notes fix, track merging by program or category of
programs, bar count or note deduplication.

6 Usage insights

Since its first version in late 2021, MidiTok gain
traction as a simple yet flexible way to tokenize
music. It is being used by researchers of the Music
Information Retrieval (MIR) community for their
works, independent developers, students, and now
industrial actors.

As for september 2023, MidiTok gathered more
than 450 stars and 50 forks on GitHub. The GitHub
repository page counts an average of 100 daily vis-
its, and the package is downloaded on average 900
times per week. Figure 3 shows the daily down-
loads of MidiTok on PyPi, for the february 2023 -
august 2023 period. It counts a total of 75k down-
loads since its first release at the time of writing.
We cannot reliably estimate the number of monthly
or yearly projects using MidiTok, but can mention
that each year a number research papers published
at the well recognized ISMIR proceedings are us-
ing MidiTok as backbone tokenizer.

Finally, MidiTok is used as backbone in Qosmo’s
Neutone plugin7, to be used in DAWs. Neutone
allows to use DL models interactively in any DAW
as a VST plugin. This last point may be the most
important for the future of MidiTok. As of 2023,

7https://neutone.space

2023-02-15 2023-03-12 2023-04-06 2023-05-01 2023-05-26 2023-06-20 2023-07-15 2023-08-09
0

100
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300
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Figure 3: Daily downloads of MidiTok on PyPi.

the offer of AI assisted music creation tool has
been relatively poor, and most musicians do not use
them. We recently witnessed the apparition of text-
to-music models such as AudioGen (Kreuk et al.,
2023) or DiffSound (Yang et al., 2023), capable to
generate audio from a text prompt description, but
these models are not widely used to generate com-
plete music. While they can produce coherent and
high quality results, they face challenges to be used
by musicians: their controllability and interactivity
are limited, users are not used to create descriptive
enough prompts to get the desired results. Neutone
tackles the challenge of interactivity by embedding
models right in the production tools of musicians,
which we believe is a big step towards a larger
adoption of DL models in the creation process of
musicians.

7 Related works

Other similar projects for symbolic music prepro-
cessing (for deep learning models) have been devel-
oped. MusPy (Dong et al., 2020) offers diverse fea-
tures such as downloading and converting datasets
in various formats, analysis and visualization. Note-
Seq8 is also built for music analysis. Both offers
methods to tokenize music, but only as MIDILike
and with limited features.

MidiTok is built with a different vision: to focus
solely on tokenization by offering the best features
for it, and let the user use other tools better suited
for other tasks such as analysis or evaluation.

8 Conclusion

Following the growing usage of deep learning mod-
els and generative AI, MidiTok stands as an fully-
implemented and open source library for symbolic
music tokenization. It can easily be used with any
other libraries such as Transformers (Wolf et al.,
2020), and is built with powerful and flexible fea-
tures. It gained traction in the MIR community,
and we hope to keep benefiting from its feedback
and contributions to further improve the library.

8https://github.com/magenta/note-seq

https://neutone.space
https://github.com/magenta/note-seq


Ethics Statement
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