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Abstract

Solving complex reasoning tasks is a key real-001
world application of agents. Thanks to the pre-002
training of Large Language Models (LLMs)003
on code data, recent approaches like CodeAct004
successfully use code as LLM agents’ action,005
achieving good results. However, CodeAct006
greedily generates the next action’s code block007
by relying on fragmented thoughts, resulting008
in inconsistency and accumulative hallucina-009
tion. Moreover, CodeAct lacks action-related010
ground-truth (GT), making its supervision sig-011
nals and termination conditions questionable in012
multi-turn interactions. To address these issues,013
we propose Tree-of-Code (ToC), a self-growing014
framework that generates nodes through self-015
supervision, incorporating prompt and model016
exploration in a GT-free setting. Each node em-017
ploys CodeProgram, an end-to-end code gen-018
eration paradigm that aligns executable code019
logic with global reasoning. This approach020
uses task-level execution success as both node021
validity and stop-growing flags, bypassing pro-022
cess supervision to enable online applications.023
Experiments on two datasets with ten popular024
zero-shot LLMs show that ToC boosts accuracy025
by nearly 20% over CodeAct with fewer than026
1/4 turns. To further investigate the trade-off027
between efficacy and efficiency, ablation stud-028
ies on different ToC tree sizes and exploration029
mechanisms validate ToC’s superiority.030

1 Introduction031

Large language models (LLMs) significantly im-032

prove agents’ ability to leverage external tools.033

(Chen et al., 2023b; Hong et al., 2023; Paul, 2024).034

Effectively and efficiently handling complex real-035

world problems (Blount and Clarke, 1994), espe-036

cially those requiring multiple tools and calls (Li037

et al., 2023b; Wang et al., 2024), has become a key038

focus across industry and academia. Currently, the039

widely used paradigm, ReAct, (Yao et al., 2022),040

combines reasoning with action strategies, allow-041

ing for actions to be performed incrementally and 042

adjusted based on environmental feedback. 043

The application of code generation techniques 044

to complex task planning and execution has gar- 045

nered significant attention (Holt et al., 2024; Wen 046

et al., 2024a; Xu et al., 2024b), particularly with 047

the emergence of CodeAct (Wang et al., 2024) ap- 048

proaches. CodeAct moves the interaction unit from 049

ReAct’s individual tool calls to generating code 050

blocks with local reasoning while leveraging code 051

logic and libraries. Rather than JSON (Qin et al., 052

2023) or text (Park et al., 2023), it treats code as 053

action, utilizing LLM’s pre-trained coding skills 054

for efficient handling of complex tasks. 055

However, CodeAct treats each turn as an individ- 056

ual action rather than addressing the entire program, 057

following a step-by-step generation process. While 058

this approach may seem explorative, it has four 059

critical limitations: (I). CodeAct assumes that the 060

ground truth (GT) is known and uses GT match- 061

ing as a termination criterion, which is unrealistic 062

and unfeasible. (II). Fragmented thinking is inef- 063

ficient. For simple problems, stalled thinking is 064

not only unnecessary but also disrupts the logical 065

chains in the code (Wang et al., 2023; Guo et al., 066

2024). Moreover, as the number of turns increases, 067

repeatedly integrating prior thoughts causes con- 068

text overload, heightening model hallucinations (Ji 069

et al., 2023), increasing computational cost. (III). 070

CodeAct lacks exploration of diverse reasoning 071

paths. While it supports multi-turn interactions, 072

it follows a single reasoning process. In contrast, 073

solving complex problems often has multiple so- 074

lutions (Mialon et al., 2023), where different ap- 075

proaches can branch from different points, making 076

it difficult to set a standard answer for each turn. 077

(IV). Generated trajectory data is hard to reuse. 078

When using these trajectories for supervised fine- 079

tuning (SFT), they cannot be directly combined 080

into a single program response (Wang et al., 2024). 081

Reinforcement learning is also challenging due to 082
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the lack of process supervision (Zelikman et al.,083

2024), leading to fundamental issues.084

Since defining and obtaining supervision signals085

for intermediate states is challenging, we propose086

using task-level feedback directly, treating task087

completion as a single step. We introduce CodePro-088

gram, an end-to-end code reasoning and generation089

paradigm, as a ‘turn,’ where the only environmen-090

tal supervision is execution success. To incorporate091

reflection and exploration, we design an outcome-092

driven refinement framework, Tree-of-Code (ToC),093

that enables multi-turn interactions with diverse094

solutions exploring the model and prompt pools095

as tree branches, where task-level CodePrograms096

serve as the nodes. The final output is determined097

by voting on the collected nodes, selected based on098

their successful execution. It’s important to note099

that, in this paper, a ‘turn’ refers to a single action100

of code generation. For our CodeProgram, a turn101

involves completing the entire program, rather than102

just a single task step (as in CodeAct).103

Although ToC’s name and structure are similar to104

’Tree-of-Thoughts’ (ToT) (Yao et al., 2024), their105

meanings fundamentally differ. Our concept might106

be closer to a Code ‘"Random Forest" (Rigatti,107

2017). While ToT enhances ’Chain-of-Thought’108

(CoT) (Wei et al., 2022) by exploring different109

thoughts within the same solution, ToC explores110

multiple distinct program solutions. In other words,111

each node in ToC represents a complete solution,112

and the tree as a whole captures different iterative113

optimizations (depth) across a variety of complete114

solutions (breadth). The core contributions of this115

paper are summarized as follows:116

1. We propose a self-growing Tree-of-Code117

(ToC) structure that automatically reflects and118

explores diverse, complete solution nodes119

without labeled data, facilitating complex120

tasks in multi-tool online scenarios.121

2. Each node in ToC, called a CodeProgram,122

is generated end-to-end. We are the first to123

define process-level supervision at the task-124

outcome level using execution success.125

3. Extensive experiments and ablation studies on126

two multi-tool, complex task datasets with ten127

models, demonstrate that ToC significantly128

enhances problem-solving accuracy and effi-129

ciency in real-world, zero-shot scenarios.130

Tool Agent
1 st turn 2 nd turn

Try Different Actions Step-by-Step

...

... n-1 th turn

A Conceptual Task for Illustration:  Draw a circular smiley face with two black round
eyes and a black wide and slightly arched curved line as the mouth on a green background.

🟰 ❓ 🟰 ❓ 🟰 ❓ 🟰 ❓

n th turn

Program Agent

...

Diverse Completed Programs 

Explore and Filter Completed Programs

 Successfully Executed  Final
Program

one process

done correctly :  wrong :  correct :

/ :  an action :  a completed task Program Filter:  Next Action: 

: successfully  executed 
but uncorrectlly execution failed:

Action: 

Figure 1: Illustration of our design motivation.

2 Design Motivation 131

In industry, complex tasks requiring multiple tools 132

and function calls, are typically driven by open- 133

ended user queries. This creates two key chal- 134

lenges: (1) For zero-shot queries, it is unrealistic to 135

pre-obtain task-level ground-truth (GT), which is 136

required for SFT (Chung et al., 2024) or reinforced 137

fine-tuning (ReFT) (Luong et al., 2024). More- 138

over, without GT, the termination criteria become 139

unclear. (2) Multi-turn interactions lack a stan- 140

dard trajectory, making it difficult to define the pro- 141

cess supervised signals (Luo et al., 2024). Current 142

methods often rely on ’LLM-as-judge’ to evalu- 143

ate whether the user’s needs are met at each step 144

(Chen et al., 2024; Li et al., 2024a). However, it 145

would require an API call after every step to check 146

progress, ultimately increasing both time and token 147

costs. Besides, the evaluation without objective sig- 148

nals demands strong analytical and reasoning skills 149

from LLMs. Existing methods deliberately avoid 150

these challenges by assuming GT is known (Wang 151

et al., 2024), matching task-level GT with action- 152

related outcomes at each step, like the tool agent 153

in Figure 1: the interaction turn stops only if they 154

match, or continues until the step limit is reached. 155

Since intermediate states are absent, if possible, 156

why not treat each complete end-to-end execution 157

as an atomic state? By iteratively exploring feasi- 158

ble solutions through parallel executions, we first 159

collect a batch of solutions, and then determine the 160

optimal one, as shown by the program agent in Fig- 161

ure 1. This idea inspires our node outcome-driven 162

reflection system specifically designed for multi- 163

tool interaction in real-world environments. Our 164
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Thought 2 :
I apologize for the confusion. It seems there 

is an issue with this tool. Let me try a 

different approach.   ......

CodeProgram
import math

......

def haversine_distance(lat1, lon1, lat2, lon2):

R = 6371  # Earth's radius in kilometers ...... 

geocoding_result = llm_errhandler(Geocoding, 

address="San Francisco")

if geocoding_result['status'] == 'success':

    ......

(a) CodeAct

Thought 1 : 
I can use the NearbyRestaurants API.

Code Action 1 :
NearbyRestaurants({'latitude': 37.7749, 

'longitude': -122.4194, 'distance': 1000}

Execution 1 :
TypeError: tool_gen.<locals>.tool_function() 

takes 0 positional arguments but 1 was given

Code Action 2 :
Geocoding(address='San Francisco')

Execution 2 :
'latitude': 37.7749, 'longitude': 122.4194

……

Query

(b) Tree-of-Code (ToC)

Task Query

Valid Collections

collect all Executed-Successfully nodes

Ans

majority vote from Valid Collections

Accepted

Awaited

Discarded

Reflect and Expand Nodes

Valid: 

Invalid: 

Node Execution Success

Node Execution Failure

Thoughts
Based on the previous implementations, we have 

successfully find nearby restaurants‘ location.....

1. Add more informative output, including......

2. Round the distance to three decimal places.....

3. Add error handling for the case......

Execution n:
['Restaurant B','Restaurant D']

Execution
Coordinates for San Francisco: (37.7749, 122.4194)

Found 2 restaurants within 1km of San Francisco:

1. Restaurant B (0.000 km away)

2. Restaurant D (0.000 km away)

Layer 1 -

Layer 2 -

Layer3 -

Ans

Node InCorrect 

Continue Next Action 

Node Correct 

Stop and Output answer 

Vote and Output answer 

Figure 2: An Overview of CodeAct and ToC. (a) CodeAct regards code as action with step-by-step reasoning. (b)
ToC applies execution-based reflection in the tree structure, where each node (CodeProgram) generates end-to-end
code with global planning as its thoughts. At each layer, nodes are executed in parallel; if executed successfully,
they are collected for voting. Note that the process supervision relies solely on the node’s execution success or
failure, rather than on the specific content executed (whether correct or incorrect), which would require pre-known
labels. The query is "Find nearby restaurants within 1km of San Francisco" from API-Bank level-3 dataset.

key contribution is a self-growing framework en-165

abling LLM agents to autonomously interact with166

code through zero-shot learning without GT su-167

pervision, whose implementation details will be168

subsequently presented.169

3 Tree-of-Code Method170

Following the design motivation, we need to col-171

lect all valid solutions and identify the one closest172

to the GT. By treating each tree node as a com-173

plete task-level solution and exploring different174

nodes for breadth while deepening through itera-175

tive refinement, we propose ToC (Tree-of-Code),176

an execution-based, self-growing, and self-filtering177

tree for handling real-world complex tasks.178

3.1 Overview of Tree-of-Code179

We represent the ToC framework as T = (N, S),180

where N denotes a set of nodes (N ), and S rep-181

resents the stems (unidirectional arrows in Figure182

2) , modeling the reflection reasoning process of183

LLMs when expanding the nodes. The overview184

of ToC and how it works is illustrated in Figure 2.185

Let L denote the max depth, l the layer index, M186

the expanded layer’s max-width, m the node index,187

l ∈ {1, . . . , L}, m ∈ {1, . . . ,M}. We use T for188

the thoughts of the N , C for code, and E for its189

execution result. The next-layer N is denoted as: 190

N(l+1)-m = Sl→(l+1)(f,

l∑
j=0

(Tj-m+Cj-m+Ej-m)) 191

where f represents the basic information of the 192

task, such as the user’s query, and all tool descrip- 193

tions. The sum
∑l

j=0 indicates that each reflection 194

reasoning process for generating the next node re- 195

lies on the thoughts, code, and execution results 196

from all ancestor nodes in the history. The node 197

index is fixed for simplicity in the formula. 198

3.2 Tree Node Generation 199

Unlike tool agents like CodeAct, which treat each 200

intermediate action and environmental feedback as 201

a step, each node in our ToC represents a complete 202

task, effectively increasing the granularity of task 203

handling at each layer. 204

In other words, a single tree node (one turn) is 205

equivalent to multiple turns of CodeAct, with both 206

being directly comparable and serving the same 207

purpose (final response), significantly improving 208

efficiency. We refer to this end-to-end code rea- 209

soning and generation paradigm as CodeProgram. 210

Figure 4 illustrates how it works. 211

Specifically, the end-to-end code in CodePro- 212

gram serves as a bridge, aligning with natural lan- 213

guage reasoning and execution outcomes in the 214

environment. Besides, by decoupling the reasoning 215
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Layer 1

1. We've added more detailed printing of the available 
flights and hotels to better understand the data.
2. We removed the "luxury" preference from the hotel 
booking function as it might not be a valid parameter.

def main():
    ......
    # Step 2: Book the highest-rated hotel
    hotels = book_hotel(LOC[2])  # Removed "luxury" 
preference as it might not be valid
    ......    
    # Step 3: Calculate the total budget
    ……
    rounded_budget = round(total_budget)  # Round to nearest 
integer
    
    return rounded_budget

result = llm_errhandler(main)
if result["status"] == "success":
    print(f"Final result: {result['result']}")
else:
    print(f"Error occurred: {result['error']}")

Best hotel: {'location': '"C"', 'preferences': ['wifi', 
'pool'], 'price_per_night': 110, 'rating': 5}
Total budget for the trip: $1370

You are at LOC[4]. Plan a luxury trip to LOC[2] on 2023-10-05, 
staying in the highest-rated hotel for 7 nights. Always choose 
the cheaper flight. Give me the total budget for the trip.

4. max: Finds the maximum value among the given arguments. 
5. min: Finds the minimum value among the given arguments.
6. sum: Sums the given float arguments. 

1. find_flights: Finds flights based on source, destination and date. 
2. book_hotel: Books a hotel based on location and preferences.
3. budget_calculator: Calculates the total budget for a trip.

1. The result is wrapped in the llm_errhandler for error 
handling.
2. The main issue in the previous attempts was that we 
were using "LOC[4]" and "LOC[2]" as literal strings, 
which are not valid locations for the find_flights function.

def main():
    # Step 1: Find flights
    flights = find_flights(LOC[4], LOC[2], "2023-10-05")
    ......

    # Step 2: Book the highest-rated hotel
    hotels = book_hotel(LOC[2], "luxury")  
    ......

     # Step 3: Calculate the total budget
     ......
     return total_budget

result = llm_errhandler(main)
if result["status"] == "success":
    print(f"Final result: {result['result']}")
else:
    print(f"Error occurred: {result['error']}")
  

Cheapest flight: {'from_location': '"E"', 
'to_location': '"C“’, 'date': '2023-10-05', 'price': 
600} ERR: Error occurred: max() arg is an 
empty sequence

1. Find flights from LOC[4] to LOC[2] on 2023-10-05.
2. Book the highest-rated hotel in LOC[2] for 7 nights.
3. Calculate the total budget for the trip.

def main():
    # Step 1: Find flights
    flights = find_flights("LOC[4]", "LOC[2]", "2023-10-05")
    # Choose the cheaper flight
    cheaper_flight = min(flights, key=lambda flight: flight["price"])
    print(f"Selected flight: {cheaper_flight}")
    
    # Step 2: Book the highest-rated hotel
    hotels = book_hotel(“LOC[2]”, "luxury")    
    # Choose the highest-rated hotel
    best_hotel = max(hotels, key=lambda x: x['rating'])
    print("Best hotel:", best_hotel)
   
    # Step 3: Calculate the total budget
    total_budget = budget_calculator(cheapest_flight['price'], 
best_hotel['price_per_night'], 7)
    print(f"Total budget for the trip: ${total_budget:.2f}")
    
    return total_budget

main()

ERR: “LOC[4]” and “LOC[2]” are invalid. We can 
not find the required flights. 
“book_hotel” function can not find “LOC[2]” .

Layer 2 Layer 3

Figure 3: Illustrative example of a branch of ToC. We demonstrated the process of a node expanding into deeper
levels. Based on the user query, tool descriptions, and previous execution outcomes, ToC first thinks about how to
do it and then writes the end-to-end code. The example is selected from M3ToolEval dataset.

process from code execution, we achieve flexibility216

while ensuring consistency.217

3.2.1 Code as Reasoning218

On the one hand, CodeProgram leverages the219

concept of "code-as-reasoning" to generate code,220

where the process of writing code itself mirrors the221

reasoning process.222

On the other hand, global reasoning is essential223

for guiding CodeProgram’s complete code genera-224

tion in a single end-to-end flow. This approach en-225

ables the seamless integration of various reasoning226

techniques for large language models (LLMs), such227

as prompt engineering (Chen et al., 2023a), Chain-228

of-Thoughts (CoT) (Wei et al., 2022), Tree-of-229

Thoughts (ToT) (Yao et al., 2024), in-context learn-230

ing (Kojima et al., 2022), self-reflection (Zhang231

et al., 2024), and System2 reasoning (Frankish,232

2010; OpenAI, 2024b). Additionally, longer chains233

of thought have consistently been shown to enhance234

task performance (Zelikman et al., 2024).235

Building on this foundation of global reason-236

ing, we write the root prompt based on previous237

work (Wang et al., 2024) to guide the generation of238

step-by-step CoT thoughts and the corresponding239

complete code. LLMs are prompted to first analyze240

and break down the problem, generate reasoning-241

based thoughts for solving it, and then produce242

the complete code that reflects and executes that243

reasoning. The thoughts and codes are enclosed us-244

ing the "<thought>-</thought>" and "<execute>-245

</execute>" tags, respectively. The root prompt is246

shown in Appendix A.247

CodeProgram

Methods: CoT, ToT, In-
context learning, Self-
Reflection, System2...

Supervision signals

Rewards

OutComes: Successful /
Failed ? Error Types &

Messages？

Thoughts
SFT

ReFT

Training Label

Reasoning   Execution Code

Data Pair: (Thoughts + Code, Label)

Figure 4: Illustration of the CodeProgram in ToC.

3.2.2 Two Helper Tools 248

CodeProgram struggles with environmental explo- 249

ration when LLMs must rely on tool outputs to 250

determine the next steps. For instance, in web 251

browsing tasks, the next action can only be decided 252

after viewing the page content, and a final summary 253

answer can only be provided after considering all 254

tool outputs. Thus, to maintain end-to-end flow, we 255

introduce two functions: a general res_handler, 256

which defines a prompt to generate results that meet 257

the prompt requirements for final summarization, 258

and a specific next_action for web tasks, which 259

decides the next action from a given set of possible 260

browsing actions based on the page content, visited 261

URLs, and task query. Their tool descriptions and 262

functions are shown in Appendix B. 263

They help better understand the semantic rela- 264

tionships between tools, ensuring a smooth, cohe- 265

sive sequence of tool calls during code generation. 266

In the Appendix B.3, we also provide an example 267

demonstrating how these helper tools work. 268
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3.2.3 Execution Outcome as Process Label269

The code solution is task-level, and its execution270

outcome is a self-provided annotation that can be271

directly used as labels. Note that we focus solely272

on task execution success, using a simple true/false273

label to filter feasible solutions and approximate274

more effective ones. This label is weak but avail-275

able, simple, and useful—unlike pre-known GT or276

correctness judgments.277

Benefiting from our end-to-end paradigm (a278

direct, complete task-level response to a single279

query), we can select "successfully executed" sam-280

ples for SFT and use various rich comments (such281

as specific results or error messages) as rewards for282

ReFT by repeating the CodeProgram in different283

settings (i.e., multi-nodes). In this context, the code284

acts as a verifier. This verification-then-refinement285

concept also inspires the development of a multi-286

layer Tree-of-Code (ToC).287

Thanks to task-level granularity, the code’s exe-288

cution outcomes align with both the task query and289

the thought-code output, enabling the generation290

of valuable data for potential future training.291

3.3 Tree Expansion292

We initialize from a root node and recursively ex-293

pand the tree. The expansion process follows: (1)294

The breadth-first search (BFS) strategy is applied,295

with each parent node branching into M = 3 child296

nodes. (2) Whether the node continues to grow de-297

pends solely on the evaluation of its own execution298

state (success or failure). For each Nl,299 {
stop and collect, if El ̸= None or error,
grow N(l+1), otherwise.

300

(3) Expansion continues until all child nodes stop301

or the maximum depth (L) of 3 is reached.302

Execution-based Reflection. We can not guaran-303

tee that one node solution will be correct on the304

first attempt. Treating task-level execution errors as305

continuation signals, we propose execution-based306

reflection, which enables LLMs to self-reflect, iden-307

tify errors, refine thoughts, and improve code. As308

long as execution fails, self-reflection continues309

iteratively, generating next-layer new nodes. The310

prompt for reflection is shown in Appendix A.2.1.311

This also allows the branch to grow into deeper312

layers, where each node in the trajectory provides313

process supervision signals based on its outcome.314

Note that the definition of ’turn’ is equivalent to315

that of ’layer’; both terms carry the same meaning.316

Tool Available
find_flights, book_hotel, budget_calculator, max, min, sum

Task Query
You are at LOC[4]. Plan a luxury trip to LOC[2] on 2023-10-05, staying in the highest-rated 

hotel for 7 nights. Always choose the cheaper flight. Give me the total budget for the trip.

Execution Res
No hotels found in C.

Reflection
Add error handling.

 Varying LLMs and Prompts

$ 1370

Reflection
Directly Estimate data.

$ 1900

Reflection
Correct Value Err.

 Exploration: Varying LLMs and Prompts

1370

Reasoning
First Thought

Execution Res
TypeError: Loc[C] is not a Dict.

......
...... ......

Output

$ 1370

Execution Res
KeyError: ‘cost’ 

res[‘result’][‘cost’]

Execution Res
ValueError: max() arg 
is an empty sequence

Execution Res
Try another destination or 

remove the 'luxury'.

Reflection
Find more ditails. 

 Exploration: Varying LLMs and Prompts

Reflection & Reasoning
Correct Type Err.

Figure 5: A detailed example illustrating ToC’s
execution-based reflection and expansion.

Since these supervision signals are inherently em- 317

bedded within the CodeProgram node, the growth 318

process is self-driven. Therefore, the whole tree is 319

end-to-end generated. 320

Figure 3 shows an example of a branch of ToC 321

while Figure 5 demonstrates execution-based reflec- 322

tion and tree expansion. Additionally, our flexible 323

tree-structured framework allows for the integra- 324

tion of any reflection method for tree expansion. 325

Exploration strategy. Generating code in a single 326

pass presents two main limitations on diversity: 327

• 1) Limited strategy: It easily leads to cognitive 328

narrowing, where the fundamental reasoning 329

mechanism remains unchanged. 330

• 2) Limited robustness: If an error occurs, the 331

only option for the user is to re-run the whole 332

process, without any proactive adjustments, 333

which leads to inefficiencies. 334

Research (Renze and Guven, 2024) has shown 335

that performance benefits from diverse perspectives 336

of error identification, which encourages models to 337

generate multiple solutions (ie. nodes in ToC). 338

To enhance the diversity of ToC, we introduce 339

randomness into the expansion process by varying 340
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LLMs and prompts, inspired by the random for-341

est (Rigatti, 2017). At the system level, different342

LLMs from our list, introduced in Section 4.1, are343

explored randomly with a consistent temperature344

setting of 0.1. At the instruction level, prompts345

are randomly selected from a diverse pool, created346

through self-evolution and human crafting.347

The random exploration mechanisms operate at348

each node individually, while the prompt pool is349

created just once for the entire system.350

Specifically, we used ten LLMs to generate ten351

diverse prompts through prompt evolution from the352

root prompt (see Appendix A). The evolution pro-353

cess ensures the core content remains consistent354

while promoting orthogonal or divergent expres-355

sions. Six distinct prompts were manually selected356

and the following modifications were then applied:357

(1) adding detailed usage examples (beyond just358

printing "Hello world") to three prompts; (2) adjust-359

ing the format with line breaks and indentation; (3)360

randomly rearranging components, including the361

reflection part, usage examples, role instructions,362

tool descriptions, and chat history.363

3.4 Final Result Generator364

Once valid outputs from successfully executed365

nodes are collected, the same LLM makes the final366

decision by performing a majority vote and summa-367

rization to determine the most likely answer. Ties368

are rare in our observations, so we always choose369

the most frequent answer without special handling.370

4 Experiment and Analysis371

4.1 Setup372

Datasets. Following CodeAct, our evaluation is373

based on M3ToolEval1 (M3) (Wang et al., 2024)374

and the test set of API-Bank2 (Li et al., 2023b). M3375

consists of 82 tasks utilizing 100 tools in code/J-376

SON/txt action space respectively across 5 types377

of scenarios, including DNA sequencer, message378

decoder, trade calculator, travel itinerary planning,379

and web browsing. API-Bank contains 314 tool-380

use dialogues and 73 API tools, including level-1,381

2, 3. Unlike CodeAct, which evaluates only on382

level-1, we focus directly on the 50 most challeng-383

ing level-3 tasks, on which nearly all non-GPT4384

models score 0%, according to the original paper.385

1https://github.com/xingyaoww/code-act/tree/
main/scripts/eval/m3tooleval

2https://huggingface.co/datasets/
liminghao1630/API-Bank/tree/main

Considering API-Bank only supports JSON format, 386

we make following modifications to adapt it for 387

code interaction: (1) functionalize all API tools, 388

(2) add output examples to each function descrip- 389

tion (Figure 6). We include all tool signatures in 390

the prompt context and let LLMs inherently search 391

and select tools, instead of using ToolSearch API, 392

deemed the least essential in (Li et al., 2023b). (3) 393

determine correctness by matching the response 394

to the expected final output through conditional 395

keywords, not by API call matching. 396

Example of the Function Signature in API-Bank level-3
UserMoviePreferences():
    description: "API for retrieving user preferences for
movie recommendations. Here is an example of the output: 
result = {'api_name': 'UserMoviePreferences', 'input':
{'user_name': 'John'}, 'output': {'preferences': ['Action',
'Comedy', 'Drama']}, 'exception': None}"
    input_parameters:{
        'user_name': {'type': 'str', 'description': 'Name of
the user.'},
    }
    output_parameters:{
        'preferences': {'type': 'list', 'description': 'List
of movie preferences.'},
    }

Figure 6: Example of the function signature in level-3.

Models. We include the following ten models 397

in our model pool for evaluation: the GPT family 398

from OpenAI (Achiam et al., 2023; Bubeck et al., 399

2023; OpenAI, 2024a), including gpt-3.5-turbo- 400

1106, gpt-4o-mini-2024-07-18, gpt-4o-2024-08-06, 401

and gpt-4-1106-preview checkpoints, excels in gen- 402

eration capabilities. From the Anthropic’s Claude 403

family (Anthropic, 2023, 2024), we select claude- 404

instant-1, claude-2, claude-3-haiku-20240307, and 405

claude-3-5-sonnet-20240620 known for their code 406

generation and problem-solving capabilities. Be- 407

sides, we incorporate open-sourced deepseek-chat 408

from DeepSeek (Guo et al., 2024) and qwen2.5- 409

72b-instruct from Alibaba (Bai et al., 2023). 410

Baselines. ReAct (Yao et al., 2022) combines 411

reasoning and action in a dynamic, step-by-step 412

interaction, providing a flexible approach to task- 413

solving. We use JSON as the action space. Code- 414

Act (Wang et al., 2024) utilizes a block of code as 415

the LLM agent’s action, enabling more efficient 416

multi-turn interactions. 417

Metrics. The evaluation includes accuracy and 418

averaged turns. Accuracy represents the percent- 419

age of complex tasks that are correctly solved. 420

Each LLM-generated code is considered one turn. 421

For the parallel generation, the number of threads 422

counts as turns in terms of resource usage, but 423

when considering time, multiple parallel genera- 424

tions count as one turn. We use the latter approach. 425

We also record the average number of output words 426
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Mechanism M3ToolEval API-Bank level-3
Avg Turns Correct Output Words Avg Turns Correct Output Words

ReAct 8.2 38.1 % 1.86 k 9.5 8.2 % 1.66 k
CodeAct 7.0 49.4 % 1.91 k 8.9 19.2 % 1.82 k
Tree-of-Code (3-3) 1.7 ↓ 67.1 % ↑ 0.44 k ↓ 2.1 ↓ 38.0 % ↑ 0.39 k ↓

Table 1: Performance comparison of the baselines and our ToC in terms of averaged turns, output words, and
accuracy on two datasets. Note: all numerical results presented in this paper are rounded.

for the API cost evaluation.427

4.2 ToC vs. CodeAct and ReAct428

We primarily compare the ToC framework, which429

is comprised of CodeProgram nodes, with the430

CodeAct and ReAct framework, which are com-431

prised of steps, using the M3 and the level-3432

datasets. For ToC, we randomly sample the LLM433

and prompt from the LLM list and prompt pool,434

respectively, at each node exploration. For Code-435

Act and ReAct, we report the average results across436

all LLMs used in this paper. Table 1 shows ToC437

achieves consistent superior performance (nearly438

20% higher) with significantly fewer interaction439

steps and averaged output words (nearly 1/4), high-440

lighting its efficiency in handling complex tool-use441

scenarios. Specifically, Figure 7 shows the com-442

parison of ReAct, CodeAct, and ToC on the five443

tasks in the M3, where ToC achieves near-perfect444

accuracy on all tasks except the web browsing task.445

Figure 7: Comparison across five tasks in the M3.

4.2.1 Our one-turn vs. The multi-turn446

Furthermore, we explore the performance of one-447

layer ToC (1-x) with the fixed model. As a node448

in ToC, CodeProgram enables the complete solu-449

tion in a single turn by leveraging code’s ability450

to handle long logic chains. Table 2 shows that,451

with a significant advantage in the number of turns452

(one vs. multi-turn: averaged 7.0/8.9), our perfor-453

mance on some models even surpasses multi-turn454

CodeAct and ReAct, particularly with the Claude455

series. Compared to CodeProgram, ie. ToC (1-1),456

the single layer, three nodes ToC (1-3) with ran-457

dom prompts significantly boosts performance. Its458

average accuracy already surpasses CodeAct, high-459

lighting the effectiveness of prompt randomness.460

We highlight the best-performing models in bold. 461

Experimental results show that the top models dif- 462

fer between the CodeAct and ToC, and even within 463

CodeAct, performance varies by dataset. For M3, 464

gpt-4 performs best, while for API-Bank level-3, 465

gpt-4o excels, likely because API-Bank level-3 em- 466

phasizes tool usage over scenario understanding, 467

with simpler problem expressions. For ToC, claude- 468

3-5-sonnet stands out due to its strong prompt- 469

following ability, which is key for aligning rea- 470

soning with code and tool selection. 471

4.3 Analysis and Ablation Studies 472

Varying tree sizes. We test the performance of 473

the top model, claude-3-5-sonnet, on different tree 474

sizes to evaluate the trade-off between efficacy 475

and efficiency. Table 3 shows impressive results: 476

with proper prompts and no additional training, the 477

model achieves 84.1% accuracy (3-3) on the M3, 478

10.9% higher than 73.2% (1-1). 479

It seems the "nodes per Layer" contribute more 480

than Layers, likely because our tree structure is 481

designed to enhance exploration. Increasing the 482

number of nodes certainly introduces more diverse 483

prompts and model variations, whereas adding 484

more layers (ie. more turns) mainly accumulates 485

histories without significantly improving decision- 486

making, especially with models that have limited 487

contextual understanding. 488

Prompt exploration. Ablation results in Table 4 489

confirm the effectiveness of prompt exploration. By 490

comparing the random model with the fixed model 491

(claude-3-5-sonnet), prompt exploration proves to 492

be more critical in scenarios with lower diversity. 493

5 Related Work 494

LLM Code Generation for Complex Tasks. Re- 495

cent works integrating LLMs with code have 496

largely focused on task completion in program- 497

ming domains like software development (Qian 498

et al., 2024; Wang et al., 2023), programming as- 499

sistance (Islam et al., 2024; Wen et al., 2024b), and 500

scientific problems (Chen et al., 2022; Gao et al., 501

2023; Hong et al., 2024). These studies primar- 502
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Model
M3ToolEval API-Bank level-3

ReAct CodeAct ToC (1-1) ToC (1-3) ReAct CodeAct ToC (1-1) ToC (1-3)

claude-instant-1 28.0% (8.7) 18.0% (8.9) 30.5% (1) 35.3% (1) 0.0% (10.0) 2.0% (10.0) 6.0% (1) 18.0% (1)

claude-2 40.2% (8.2) 54.9% (7.2) 57.3% (1) 59.8% (1) 0.0% (10.0) 20.0% (8.9) 8.0% (1) 18.0% (1)

claude-3-haiku 24.4% (9.0) 9.8% (9.4) 29.3% (1) 31.7% (1) 10.0% (9.4) 0.0% (10.0) 6.0% (1) 8.0% (1)

claude-3-5-sonnet 48.8% (7.7) 73.2% (5.7) 73.2% (1) 82.9% (1) 14.0% (9.3) 32.0% (7.8) 48.0% (1) 52.0% (1)

gpt-3.5-turbo-1106 18.3% (8.9) 25.6% (8.6) 12.2% (1) 17.1% (1) 14.0% (9.2) 2.0% (9.9) 4.0% (1) 8.0% (1)

gpt-4-1106-preview 54.9% (7.5) 75.6% (5.4) 72.0% (1) 73.2% (1) 18.0% (8.2) 30.0% (8.2) 34.0% (1) 38.0% (1)

gpt-4o-mini-2024-07-18 32.9% (8.4) 47.6% (7.0) 31.7% (1) 42.7% (1) 10.0% (9.6) 16.0% (9.5) 14.0% (1) 20.0% (1)

gpt-4o-2024-08-06 35.4% (8.5) 56.1% (6.7) 51.2% (1) 62.2% (1) 14.0% (9.4) 36.0% (7.8) 28.0% (1) 32.0% (1)

qwen2.5-72b-instruct 50.0% (7.9) 70.7% (5.6) 51.2% (1) 59.8% (1) 2.0% (9.9) 30.0% (8.2) 24.0% (1) 32.0% (1)

deepseek-chat 47.6% (7.6) 62.2% (5.9) 40.2% (1) 52.4% (1) 0.0% (9.8) 24.0% (8.6) 22.0% (1) 26.0% (1)

Avg. 38.05% (8.24) 49.37% (7.04) 43.53% (1) 50.98% (1) 8.2% (9.48) 19.2% (8.89) 19.4% (1) 24.4% (1)

Table 2: Ablation study of the model exploration. With different fixed models, the detailed performance comparison
of ReAct, CodeAct, ablated ToC (1-1) (ie. the CodeProgram node), and ToC (1-3) on the M3ToolEval and API-Bank
level-3 datasets is shown. The correctness is reported, with the average number of turns in parentheses.

Layer / Node Per Layer 1 2 3
1 73.2% (1) 75.6% (1) 82.9% (1)
2 73.2% (1.4) 76.8% (1.4) 84.1% (1.5)
3 74.4% (1.8) 79.3% (1.7) 84.1% (1.6)

Table 3: The performance of varying tree sizes.

Mechanism M3ToolEval

Avg Turns Correct

Random Model (∆ = 3.7%)
ToC 1.7 67.1%
ToC w/o prompt exploration 1.9 63.4% ↓

Fixed Model (the best) (∆ = 8.5%)
ToC w/o model exploration 1.6 84.1%
ToC w/o model+prompt exploration 1.8 75.6% ↓↓

Table 4: Ablation study of the prompt exploration.

ily address pure code generation, where correct503

task completion only relates to accurate reason-504

ing logic within the code. For example, Chain of505

Codes (Li et al., 2023a) broadens LLM capabili-506

ties by enabling "thinking in code." In contrast, our507

work addresses real-world, zero-shot online com-508

plex tasks that involve multiple tool calls. Only509

CodeAct (Wang et al., 2024) treats code as a scal-510

able language to call multiple tools, but their ap-511

proach is limited by an almost one-turn, one-tool,512

step-by-step mechanism. This results in stalled513

thinking and accumulated histories, relying heavily514

on ground-truth supervision for each step, which is515

incompatible with zero-shot, online settings. In our516

framework, every node represents a complete so-517

lution that can be directly evaluated via execution518

supervision without requiring additional labels.519

Tree-based Code Generation. A recent work,520

CodeTree (Li et al., 2024b), uses a tree structure 521

to explore the search space of code generation 522

tasks. Unlike our approach, CodeTree focuses on 523

multi-agent searching rather than an end-to-end, 524

self-growing tree. Additionally, it was released 525

three months after our initial submission. While 526

self-repair trees (Olausson et al., 2023) begin with 527

a specification root node and grow into initial pro- 528

grams through feedback and repairs, they face bot- 529

tlenecks due to the model’s limited ability. In 530

contrast, our approach extends the tree structure 531

with prompt and model exploration. Some con- 532

temporaneous works utilizing tree-based search, 533

such as MCTS (Xu et al., 2024a; Yu et al., 2024), 534

require multiple rollouts and significant computa- 535

tional resources, making them unsuitable for online, 536

real-time applications. Unlike these methods, our 537

self-growing tree generates multiple valid solutions 538

and directly selects the one closest to the ground 539

truth through a voting mechanism. Additionally, 540

these studies typically focus on tasks with easier- 541

to-obtain process supervision, whereas our work 542

addresses real-world, complex multi-tool datasets. 543

6 Conclusion 544

This paper introduced the Tree-of-Code (ToC) 545

method, which enables self-growing, end-to-end 546

thought-code generation based on successful exe- 547

cution, addressing complex multi-tool online tasks. 548

With efficient model integration and prompt explo- 549

ration, ToC outperformed baselines on two com- 550

plex task datasets, improving both efficiency and 551

task-solving performance. 552
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Limitations553

Limited reasoning scope for Program554

We emphasize that our method operates at the555

granularity of code "program" rather than "action".556

However, it is limited in fully open-ended scenarios557

requiring step-by-step exploration, such as a robot558

navigating an unfamiliar environment, or in han-559

dling tasks with extremely long sequences beyond560

the capabilities of current reasoning methods, like561

generating an entire paper. In such cases, it cannot562

provide a complete final solution. Even though, in563

practical industrial applications where a predefined564

toolset is available, CodeProgram’s end-to-end exe-565

cution remains more efficient for online, zero-shot566

scenarios, for fewer turns, and for fewer LLM calls.567

For larger and more complex system programs568

in the future, our method may serve as a "subpro-569

gram" within the overall solution, similar to a single570

agent’s role in multi-agent systems.571

Opportunities for Reflection Refinement572

While our framework provides a solid foundation573

inspired by human problem-solving, it uses a basic574

reflection mechanism, relying on execution feed-575

back alone. Whether tracking full execution history576

or selectively summarizing with LLMs offers better577

performance remains an open question. Future re-578

search could explore enhanced search strategies or579

adaptive pruning methods to handle more complex580

real-world tasks.581

Vast Potential in Prompt Pool Design582

We enhanced the diversity of strategies and the583

robustness of results in our Tree-of-Code by de-584

signing a prompt pool composed of multiple585

prompts. The introduction of multiple reasoning586

paths guided by diverse prompts represents a sig-587

nificant innovation. However, our current approach588

relies primarily on simple prompt evolution and589

manual adjustments. Future work should focus on590

more in-depth and systematic research into con-591

structing prompt pools.592
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A Prompt808

A.1 Root Prompt809

You a r e a h e l p f u l a s s i s t a n t a s s i g n e d wi th t h e t a s k o f problem − s o l v i n g .810
To a c h i e v e t h i s , you w i l l be u s i n g an i n t e r a c t i v e c od ing e n v i r o n m e n t e q u i p p e d wi th a v a r i e t y o f t o o l811

f u n c t i o n s t o a s s i s t you t h r o u g h o u t t h e p r o c e s s . \ n \ n812
At each t u r n , you s h o u l d f i r s t p r o v i d e your s t e p −by− s t e p t h i n k i n g f o r s o l v i n g t h e t a s k , f o r example : <813

t h o u g h t > I need t o p r i n t " h e l l o wor ld ! " < / t h o u g h t > .814
A f t e r t h a t , you can I n t e r a c t w i th a Python programming e n v i r o n m e n t and r e c e i v e t h e c o r r e s p o n d i n g o u t p u t .815
Your code s h o u l d be e n c l o s e d u s i n g "< e x e c u t e >" tag , f o r example : < e x e c u t e > p r i n t ( " H e l l o World ! " ) </816

e x e c u t e > . \ n \ n817
You can use t h e f o l l o w i n g f u n c t i o n s : \ n{ t o o l s e t _ d e s c s } \ n .818
Ensure t h e code matches t h e f n _ s i g n a t u r e and i n p u t − o u t p u t f o r m a t s f o r p r o p e r e x e c u t i o n . \ n819
Here ' s t h e c h a t h i s t o r y f o r your r e f e r e n c e : \ n{ c h a t _ h i s t o r y } \ n \ n820
H i s t o r y End : \ n821
User ' s Query : \ n{ que ry } \ nYour Thought And Code : \ n822

A.2 Additional Prompt823

A.2.1 Reflection Prompt824

Based on t h e p r o v i d e d c h a t h i s t o r y , r e f l e c t on t h e code and i t s e x e c u t i o n . I d e n t i f y p o t e n t i a l i s s u e s o r825
a r e a s f o r o p t i m i z a t i o n and p r o v i d e s p e c i f i c s u g g e s t i o n s t o r e f i n e and improve t h e code . C o n s i d e r826
edge c a s e s , e f f i c i e n c y , and c l a r i t y i n your r e f l e c t i o n s .827

A.2.2 The Prompt for Prompt Evolution828

In o r d e r t o g u i d e t h e d i v e r s i t y o f r e s u l t s and enhance t h e p e r f o r m a n c e t h r o u g h ensemble methods , we need829
t o i n c r e a s e t h e d i v e r s i t y o f prompts . We d i v e r s i f y t h e c u r r e n t prompt w h i l e m a i n t a i n i n g c o n s i s t e n c y830
i n c o r e c o n t e n t , a iming f o r o r t h o g o n a l e x p r e s s i o n s o r prompts t h a t l e a d t o d i f f e r e n t d i r e c t i o n s and831
d i v e r g e n t t h i n k i n g .832

A.2.3 The Prompt Sample from Prompt Pool for API-Bank833

Note :834
The o u t p u t s p roduced by t h e t o o l w i l l be f o r m a t t e d l i k e a JSON d i c t i o n a r y .835
For example , ' r e s u l t = { { ' api_name ' : ' QueryMeeting ' , ' i n p u t ' : { { ' user_name ' : ' John ' } } , ' o u t p u t ' : { { '836

meet ings ' : [ { { ' mee t i ng_ id ' : 1 , ' meeting_name ' : ' Meet ing wi th t h e c l i e n t ' , ' mee t ing_ t ime ' :837
'2021 −01 −01 1 0 : 0 0 : 0 0 ' , ' m e e t i n g _ l o c a t i o n ' : ' Room 1 ' , ' m e e t i n g _ a t t e n d e e s ' : [ ' John ' , ' Mary ' , ' P e t e r838
' ] } } , { { ' mee t i ng_ id ' : 2 , ' meeting_name ' : ' Meet ing a b o u t t h e new p r o j e c t ' , ' mee t ing_ t ime ' :839
'2021 −01 −02 1 0 : 0 0 : 0 0 ' , ' m e e t i n g _ l o c a t i o n ' : ' Room 2 ' , ' m e e t i n g _ a t t e n d e e s ' : [ ' John ' , ' Mary ' , ' P e t e r840
' ] } } ] } } , ' e x c e p t i o n ' : None } } '841

Ensure t h a t t h e code s t r i c t l y a d h e r e s t o t h e f u n c t i o n d e s c r i p t i o n s and t h e i n p u t − o u t p u t f o r m a t p r o v i d e d .842
N a v i g a t e t h r o u g h t h e ' o u t p u t ' key c o r r e c t l y t o r e t r i e v e r e s u l t s .843
I f you e n c o u n t e r any u n f a m i l i a r f o r m a t s , f i r s t p r i n t t h e s t r u c t u r e t o e n s u r e p r o p e r h a n d l i n g i n t h e844

f u t u r e .845
C o n s i s t e n t l y f o c u s on t h e use r ' s r e q u e s t and a t t e m p t t o p roduce t h e c o m p l e t e s o l u t i o n w i t h o u t n e e d i n g846

m u l t i p l e s t e p s .847

B Helper tools848

B.1 ResHandler849

B.1.1 ResHandler Tool Description850

r e s _ h a n d l e r ( ) :851
name=" r e s _ h a n d l e r " ,852
d e s c r i p t i o n = ' D e f in e a prompt t o g e n e r a t e r e s u l t s t h a t meet t h e prompt r e q u i r e m e n t s . Note t h a t you853

need t o d e f i n e t h e r e q u i r e m e n t s f o r t h e g e n e r a t e d r e s u l t s i n t h e prompt . i n p u t : prompt ( s t r ) :854
The i n p u t prompt f o r t h e l a r g e l a n g u a g e model , d e f i n i n g t h e t a s k r e q u i r e m e n t s f o r t h e g e n e r a t e d855
r e s u l t s . Common t a s k s i n c l u d e summar i za t i on , s t y l i s t i c w r i t i n g , t r a n s l a t i o n , q u e s t i o n answer ing ,856

e t c . o u t p u t : c o m p l e t i o n ( s t r ) : The i n f e r e n c e r e s u l t g e n e r a t e d by t h e l a r g e model , t y p i c a l l y a857
summary , w r i t i n g o u t p u t , t r a n s l a t i o n r e s u l t , o r answer t h a t meets t h e r e q u i r e m e n t s . ' ,858

f u n c t i o n = r e s _ h a n d l e r ,859
f n _ s i g n a t u r e = ' r e s _ h a n d l e r ( prompt : s t r ) −> s t r ' )860
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B.1.2 ResHandler Tool Function 861

from some_model_API i m p o r t l l m _ p l a y g r o u n d 862
863

d e f r e s _ h a n d l e r ( prompt ) : 864
r e s u l t _ s t r = " " 865
r e s u l t = l l m _ p l a y g r o u n d ( prompt [ : 2 0 0 0 0 ] , s t r e a m = F a l s e ) 866
f o r i t em i n r e s u l t : 867

r e s u l t _ s t r += i t em 868
r e t u r n r e s u l t _ s t r 869

B.2 NextAction for Web Task 870

B.2.1 NextAction Tool Description 871

from t y p i n g i m p o r t Tuple 872
n e x t _ a c t i o n ( ) : 873

name=" n e x t _ a c t i o n " , 874
d e s c r i p t i o n = ' Examine t h e r e s u l t s o f t h e view f u n c t i o n t o d e t e r m i n e i f i t can answer t h e use r ' s 875

o r i g i n a l q u e s t i o n , and d e c i d e what t o do n e x t . R e t u rn t h e n e x t a c t i o n and t h e viewed whole page 876
c o n t e n t . The n e x t p o s s i b l e a c t i o n s i n c l u d e c l i c k _ u r l (URL) , g o _ t o _ p r e v i o u s _ p a g e ( ) and end ( ) , which 877

r e p r e s e n t c l i c k i n g a l i n k , and g o _ t o _ p r e v i o u s _ p a g e ( ) means you s h o u l d go t o p r e v i o u s page t o 878
f i n d answer , and end ( ) means you have found t h e answer page , r e s p e c t i v e l y . I f n e x t a c t i o n i s end 879
( ) , i t means t h a t r e l e v a n t i n f o r m a t i o n t o u s e r que ry i s found , you s h o u l d summarize s t r i n g 880
r e s u l t based on r e s _ h a n d l e r . c l i c k _ u r l (URL) , g o _ t o _ p r e v i o u s _ p a g e ( ) can be d i r e c t l y c a l l e d , and 881
URL s h o u l d be C l i c k a b l e u r l . Note t h a t que ry s h o u l d be use r ' s o r i g i n a l q u e s t i o n and can n o t be 882
r e w r i t t e n . ' , 883

f u n c t i o n = n e x t _ a c t i o n , 884
f n _ s i g n a t u r e =" n e x t _ a c t i o n ( que ry : s t r , c u r r e n t _ p a g e _ c o n t e n t : s t r , v i s i t e d _ u r l s : L i s t [ s t r ] ) −> Tuple [ 885

s t r , s t r ] " ) 886

B.2.2 NextAction Tool Description 887

from some_model_API i m p o r t l l m _ p l a y g r o u n d 888
889

d e f n e x t _ a c t i o n ( que ry = " " , c u r r e n t _ p a g e _ c o n t e n t = " " , v i s i t e d _ u r l s = [ ] ) : 890
v i s i t e d _ u r l s = [ x . r e p l a c e ( ' \ ' ' , ' ' ) . r e p l a c e ( ' \ " ' , ' ' ) f o r x i n v i s i t e d _ u r l s ] 891
v i s i t e d _ u r l s = l i s t ( s e t ( v i s i t e d _ u r l s ) ) 892
w h o l e _ p a g e _ c o n t e n t = c u r r e n t _ p a g e _ c o n t e n t 893
w h i l e True : 894

s c r o l l _ d o w n _ p a g e = s c r o l l _ d o w n ( ) 895
i f s c r o l l _ d o w n _ p a g e == " [ Reached t h e bot tom of t h e page . ] \ n " : 896

b r e a k 897
e l s e : 898

w h o l e _ p a g e _ c o n t e n t += s c r o l l _ d o w n _ p a g e 899
d e f e x t r a c t _ c l i c k a b l e _ p a t h s ( t e x t : s t r ) −> l i s t [ s t r ] : 900

i m p o r t r e 901
p a t t e r n = r " C l i c k a b l e ' ( [ ^ ' ] * ) ' " 902
matches = r e . f i n d a l l ( p a t t e r n , t e x t ) 903
r e t u r n matches 904

a l l _ u r l s = e x t r a c t _ c l i c k a b l e _ p a t h s ( w h o l e _ p a g e _ c o n t e n t ) 905
906

n o t _ v i s i t e d = [ ] 907
h i g h l i g h t _ u r l s = [ ] 908

909
f o r v i n a l l _ u r l s : 910

i f v i n v i s i t e d _ u r l s : 911
h i g h l i g h t _ u r l s . append ( v ) 912

e l s e : 913
n o t _ v i s i t e d . append ( v ) 914

915
i f l e n ( h i g h l i g h t _ u r l s ) == 0 : 916

j s o n _ s t r _ f o r m a t = "< t h o u g h t > your t h o u g h t o f your d e c i s i o n < / t h o u g h t > \ n< a c t i o n > c l i c k _ u r l ( 917
s p e c i f i c _ u r l ) o r end ( ) o r n o t _ f o u n d ( ) </ a c t i o n >" 918

prompt = f "You a r e v iewing page c o n t e n t s , t h e c o n t e n t i s : \ n{ w h o l e _ p a g e _ c o n t e n t } \ n You s h o u l d 919
make d e c i s i o n on t h e n e x t s t e p . g i v e n u s e r que ry { que ry } , you have t h e f o l l o w i n g o p t i o n s , 920
p l e a s e f o l l o w t h e o u t p u t f o r m a t . \ n1 . end ( ) : i t means c u r r e n t u s e r que ry can be answered by 921
c u r r e n t page c o n t e n t . \ n2 . c l i c k _ u r l (URL) : i t means c u r r e n t u s e r que ry s h o u l d be checked by 922
c l i c k i n g one o f t h e u r l s shown on t h e c u r r e n t page c o n t e n t f o r more d e t a i l s . s p e c i f y t h e 923
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d e t a i l e d u r l i n t o URL f i e l d . \ n P l e a s e v i s i t any C l i c k a b l e u r l s a s many as p o s s i b l e t h a t has924
n o t been v i s i t e d . \ n3 . n o t _ f o u n d ( ) : i t means t h a t c u r r e n t page does n o t c o n t a i n answer f o r925
c u r r e n t que ry and a l l C l i c k a b l e URLS have been c l i c k e d . \ nYour o u t p u t f o r m a t : {926
j s o n _ s t r _ f o r m a t } \ n \ nYour Outpu t : \ n "927

e l s e :928
v i s i t e d _ u r l _ s t r = ' , ' . j o i n ( [ ' \ ' ' + x + ' \ ' ' f o r x i n h i g h l i g h t _ u r l s ] )929
j s o n _ s t r _ f o r m a t = "< t h o u g h t > your t h o u g h t o f your d e c i s i o n < / t h o u g h t > \ n< a c t i o n > c l i c k _ u r l (930

s p e c i f i c _ u r l ) o r end ( ) o r n o t _ f o u n d ( ) </ a c t i o n >"931
prompt = f "You a r e v iewing page c o n t e n t s , t h e c o n t e n t i s : \ n{ w h o l e _ p a g e _ c o n t e n t } \ n You s h o u l d932

make d e c i s i o n on t h e n e x t s t e p . g i v e n u s e r que ry { que ry } , you have t h e f o l l o w i n g o p t i o n s ,933
p l e a s e f o l l o w t h e o u t p u t f o r m a t . \ n1 . end ( ) : i t means c u r r e n t u s e r que ry can be answered by934
c u r r e n t page c o n t e n t . \ n2 . c l i c k _ u r l (URL) : i t means c u r r e n t u s e r que ry s h o u l d be checked by935
c l i c k i n g one of t h e u r l s shown on t h e c u r r e n t page c o n t e n t f o r more d e t a i l s . s p e c i f y t h e936
d e t a i l e d u r l i n t o URL f i e l d . \ n3 . n o t _ f o u n d ( ) : i t means t h a t c u r r e n t page does n o t c o n t a i n937
answer f o r c u r r e n t que ry and a l l C l i c k a b l e URLS have been c l i c k e d . \ nRemember t h a t you have938
v i s i t e d t h e u r l l i s t [ { v i s i t e d _ u r l _ s t r } ] . You a r e n o t a l l o w e d t o v i s i t t h e u r l s you have939
v i s i t e d . P l e a s e v i s i t any C l i c k a b l e u r l s a s many as p o s s i b l e t h a t has n o t been v i s i t e d . \940
nYour o u t p u t f o r m a t : { j s o n _ s t r _ f o r m a t } \ n \ nYour Outpu t : \ n "941

r e s u l t _ s t r = " "942
r e s u l t = l l m _ p l a y g r o u n d ( prompt [ : 2 0 0 0 0 ] )943
f o r i t em i n r e s u l t :944

r e s u l t _ s t r += i t em945
946

i f n o t " C l i c k a b l e " i n w h o l e _ p a g e _ c o n t e n t and n o t " end ( ) " i n r e s u l t _ s t r :947
r e t u r n ( " g o _ t o _ p r e v i o u s _ p a g e ( ) " , w h o l e _ p a g e _ c o n t e n t )948

949
i f n o t " end ( ) " i n r e s u l t _ s t r and l e n ( n o t _ v i s i t e d ) == 0 :950

r e t u r n ( " g o _ t o _ p r e v i o u s _ p a g e ( ) " , w h o l e _ p a g e _ c o n t e n t )951
952

i f " c l i c k _ u r l " i n r e s u l t _ s t r :953
i m p o r t r e954
p a t t e r n = r " c l i c k _ u r l \ ( ' . * ' \ ) "955
match = r e . s e a r c h ( p a t t e r n , r e s u l t _ s t r )956
i f match :957

r e t u r n ( match . group ( ) , w h o l e _ p a g e _ c o n t e n t )958
e l s e :959

p a t t e r n = r " c l i c k _ u r l \ ( . * \ ) "960
match = r e . s e a r c h ( p a t t e r n , r e s u l t _ s t r )961
i f match :962

r e t u r n ( match . group ( ) , w h o l e _ p a g e _ c o n t e n t )963
e l i f " end ( ) " i n r e s u l t _ s t r :964

r e t u r n ( " end ( ) " , w h o l e _ p a g e _ c o n t e n t )965
e l i f " n o t _ f o u n d ( ) " i n r e s u l t _ s t r :966

r e t u r n ( " g o _ t o _ p r e v i o u s _ p a g e ( ) " , w h o l e _ p a g e _ c o n t e n t )967
r e t u r n ( " end ( ) " , w h o l e _ p a g e _ c o n t e n t )968

B.3 An example to show the performance of two helpers tools969

For web-based queries, ResHandler and NextAction, these two helper tools are essential to ensure that our970

method can directly generate the final result without requiring intermediate feedback.971

To further clarify their effectiveness, we provide a qualitative and specific example demonstrating how972

they function in practice.973

Below is the full code output for the query: "Find the email of Henry Santiago. Answer in the format974

of ’xxx@xxx.xxx’." from typing import List, Tuple975

d e f f i n d _ e m a i l ( que ry : s t r , c u r r e n t _ p a g e _ c o n t e n t : s t r , v i s i t e d _ u r l s : L i s t [ s t r ] , max_depth : i n t = 30) −>976
s t r :977

i f max_depth <= 0 :978
r a i s e E x c e p t i o n ( " Max s e a r c h d e p t h reached , e m a i l n o t found . " )979

980
# Check i f t h e e m a i l i s d i r e c t l y a v a i l a b l e i n t h e c u r r e n t page c o n t e n t981
i f " Henry S a n t i a g o " i n c u r r e n t _ p a g e _ c o n t e n t and "@" i n c u r r e n t _ p a g e _ c o n t e n t :982

e m a i l = r e s _ h a n d l e r ( f " E x t r a c t t h e e m a i l o f Henry S a n t i a g o from t h e f o l l o w i n g t e x t : {983
c u r r e n t _ p a g e _ c o n t e n t } " )984

i f e m a i l :985
r e t u r n e m a i l . s t r i p ( )986

987
# I d e n t i f y c l i c k a b l e URLs and n a v i g a t e t o them988
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n e x t _ s t e p _ a c t i o n , r e f e r e n c e _ p a g e _ c o n t e n t = n e x t _ a c t i o n ( query , c u r r e n t _ p a g e _ c o n t e n t , v i s i t e d _ u r l s ) 989
990

i f n e x t _ s t e p _ a c t i o n == " end ( ) " : 991
e m a i l = r e s _ h a n d l e r ( f " E x t r a c t t h e e m a i l o f Henry S a n t i a g o from t h e f o l l o w i n g t e x t : { 992

r e f e r e n c e _ p a g e _ c o n t e n t } " ) 993
i f e m a i l : 994

r e t u r n e m a i l . s t r i p ( ) 995
e l s e : 996

r a i s e E x c e p t i o n ( " Email n o t found i n t h e r e f e r e n c e page c o n t e n t . " ) 997
998

e l i f n e x t _ s t e p _ a c t i o n . s t a r t s w i t h ( " c l i c k _ u r l " ) : 999
u r l = n e x t _ s t e p _ a c t i o n . s p l i t ( ' ( ' ) [ 1 ] . s p l i t ( ' ) ' ) [ 0 ] . s t r i p ( ) . s t r i p ( ' " ' ) 1000
i f u r l n o t i n v i s i t e d _ u r l s : 1001

v i s i t e d _ u r l s . append ( u r l ) 1002
new_page_con ten t = c l i c k _ u r l ( u r l ) 1003
r e t u r n f i n d _ e m a i l ( query , new_page_con ten t , v i s i t e d _ u r l s , max_depth − 1) 1004

1005
e l i f n e x t _ s t e p _ a c t i o n == " g o _ t o _ p r e v i o u s _ p a g e ( ) " : 1006

new_page_con ten t = g o _ t o _ p r e v i o u s _ p a g e ( ) 1007
r e t u r n f i n d _ e m a i l ( query , new_page_con ten t , v i s i t e d _ u r l s , max_depth − 1) 1008

1009
e l s e : 1010

r a i s e E x c e p t i o n ( " Unknown n e x t s t e p a c t i o n e n c o u n t e r e d . " ) 1011
1012

# Main f u n c t i o n t o s t a r t t h e s e a r c h 1013
d e f main ( ) : 1014

query = " Find t h e e m a i l o f Henry S a n t i a g o " 1015
i n i t i a l _ p a g e _ c o n t e n t = view ( ) 1016
v i s i t e d _ u r l s = [ ] 1017
t r y : 1018

e m a i l = f i n d _ e m a i l ( query , i n i t i a l _ p a g e _ c o n t e n t , v i s i t e d _ u r l s ) 1019
p r i n t ( e m a i l ) 1020

e x c e p t E x c e p t i o n as e : 1021
p r i n t ( f " E r r o r : { e } " ) 1022

1023
i f __name__ == " __main__ " : 1024

main ( ) 1025

Functionality of the Helper Tools 1026

For res_handler: 1027

Example usage: 1028

e m a i l = r e s _ h a n d l e r ( " E x t r a c t t h e e m a i l o f Henry S a n t i a g o from t h e f o l l o w i n g t e x t : { 1029
c u r r e n t _ p a g e _ c o n t e n t } " ) 1030

We provide the content that the final result depends on (i.e., the return value of other functions in the 1031

code) as input to this function. It then passes the information to an LLM to generate the final answer. 1032

For next_action: 1033

Example usage: 1034

# I d e n t i f y c l i c k a b l e URLs and n a v i g a t e t o them 1035
n e x t _ s t e p _ a c t i o n , r e f e r e n c e _ p a g e _ c o n t e n t = n e x t _ a c t i o n ( query , c u r r e n t _ p a g e _ c o n t e n t , v i s i t e d _ u r l s ) 1036

This function determines the next action based on: the current page content, the original query, and the 1037

list of visited URLs. 1038
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C Visualization of the Table 21039

Figure 8: Performance of 10 LLMs on ReAct, CodeAct, CodeProgram, and 1-3 ToC for the M3 dataset is visualized,
with average and standard deviation reported.
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