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Abstract
Tables can be represented either as text or as
images. Previous works on table question an-
swering (TQA) typically rely on only one rep-
resentation, neglecting the potential benefits
of combining both. In this work, we explore
integrating textual and visual table representa-
tions using multi-modal large language mod-
els (MLLMs) for TQA. Specifically, we pro-
pose RITT, a retrieval-assisted framework that
first identifies the most relevant part of a table
for a given question, then dynamically selects
the optimal table representations based on the
question type. Experiments demonstrate that
our framework significantly outperforms the
baseline MLLMs by an average of 13 Exact
Match and surpasses two text-only state-of-the-
art TQA methods on four TQA benchmarks,
highlighting the benefits of leveraging both tex-
tual and visual table representations.

1 Introduction

Previous approaches in table question answering
(TQA) represent tables as either textual sequences
(Herzig et al., 2020; Jiang et al., 2022; Zhang et al.,
2023a) or as images (Zheng et al., 2024; Deng et al.,
2024a), and process them by large language mod-
els (LLMs) or multi-modal large language models
(MLLMs) accordingly. However, in real-life sce-
narios, tables often exist in both forms (e.g., HTML
tables), or one form can be easily converted to the
other via optical character recognition (OCR) or
HTML rendering. This leads to increased interest
in approaches that leverage both visual and textual
table representations (Deng et al., 2024b; Liu et al.,
2025; Zhou et al., 2025).

Current approaches using both representations
either fine-tune an existing MLLM using prefer-
ence data collected by prompting MLLMs with dif-
ferent table representations of a TQA problem (Liu
et al., 2025), or leverage instance-level features
(e.g., table size) to determine the best representa-
tion for an MLLM to process (Zhou et al., 2025).

Name | Type | Abilities 
   Bulbasaur | Grass | Overgrow
   Charmander | Fire | Blaze
   Squirtle | Water | Rain Dish 

MLLM

LLM

image-only

text-only

image+text

Figure 1: Three current approaches for representing and
processing tables. Our framework RITT uses both table
images and texts.

The former requires careful data collection and
training (Feng et al., 2024), while the latter strug-
gles to effectively handle large tables due to the
inherent limitations of current MLLMs (Li et al.,
2023; Zhou et al., 2025).

This work builds upon the latter approach, fo-
cusing on designing a training-free framework that
can be easily applied across different datasets. We
adopt the core idea proposed in FRES (Zhou et al.,
2025) to select the most suitable table representa-
tion of a TQA problem based on its question type.
Questions are classified as either retrieval ques-
tions, which only require locating information to
be solved, or reasoning questions, which require
both retrieval and reasoning.

However, unlike FRES, we introduce a novel a
sub-table retriever that selects the most relevant
part of a table to reduce input size. The module pro-
duces relevant table texts and images, which can
be combined with the original full table and passed
to an MLLM for reasoning. To determine the op-
timal representation combinations for an MLLM,
we extend the analysis from Zhou et al. (2025) to
explore combinatorial scenarios, such as pairing
retrieved table images with original textual rep-
resentations and vice versa. Our results indicate



that combining textual and visual representations
yields the best performance for reasoning questions,
while textual representation alone is sufficient for
retrieval questions.

Based on these findings, we propose RITT, a
training-free Retrieval-assisted framework lever-
aging Image and Text representations of Tables.
It comprises four modules: a sub-table retriever,
a question classifier, a table reformatter, and an
MLLM reasoner. Experimental results show that
RITT outperforms baseline MLLMs by an average
of 13 exact match (EM) points, and surpasses two
state-of-the-art text-only TQA systems, demonstrat-
ing the clear benefits of leveraging both table rep-
resentations. Lastly, we provide an ablation study
highlighting the contribution of each component.

2 Related Work

Sub-table Retrieval. Both LLMs and MLLMs
have been shown to struggle with large tables (Lin
et al., 2023; Wang et al., 2024a). To address this
issue, prior work either fine-tunes smaller retriever
models using annotated gold sub-tables (Lin et al.,
2023; Lee et al., 2024), or utilizes LLMs as retriev-
ers via in-context learning (Chen et al., 2024; Li
et al., 2024b; Ye et al., 2023). In this work, we
propose an LLM-based sub-table retriever. Unlike
existing approaches that rely solely on semantic
matching between headers and cells (Chen et al.,
2024; Li et al., 2024b), our method further narrows
down relevant cells by explicitly formulating and
executing filtering logic. In contrast to methods
that directly output relevant row indices using an
LLM (Ye et al., 2023), our retriever ensures faith-
ful generation using code execution for relevant
content filtering.

Table Representations for TQA. Most prior
work processes tables as texts (Zhang et al., 2023a;
Wang et al., 2024c) or as images (Zheng et al.,
2024). Liu et al. (2025) fine-tune an existing
MLLM using preference data collected by prompt-
ing an MLLM with different table representations.
Zhou et al. (2025) propose a rule-based framework
FRES to select the best table representation for an
MLLM. They obtain the rules by comparing dif-
ferent representations under varying scenarios con-
trolled by table size and question type. Their find-
ings indicate that different representations perform
differently under varying conditions. For instance,
passing large tables in textual format to LLMs can
lead to better performance than passing large tables

in images to MLLMs. Though the textual format is
more robust than the visual format when handling
larger tables, it still faces challenges with large ta-
bles. In this work, we propose a sub-table retriever
to mitigate the impact of table size on representa-
tion selection. Moreover, we extend existing anal-
yses to cover combinatorial cases where retrieved
sub-tables are combined with original tables.

3 Framework

Figure 2 shows an overview of our proposed system
RITT. It contains four parts: a sub-table retriever
that filters for the most relevant cells, a question
classifier to determine a question type, a table re-
formatter to reformat a retrieved sub-table based
on question type, and a table reasoner MLLM to
output an answer to a given TQA problem.

3.1 Sub-table Retrieval

We define a table T as a set of headers H ,
values V , and a schema function S that maps
values to their corresponding headers. H can
be further represented as {∅, {ht1, . . . , htm}} ∪
{∅, {hl1, . . . , hln}}, where ht and hl stands for
top and left headers, respectively, and m and n
represent the number of columns and rows, respec-
tively. We use ∅ to denote the absence of a header.
For instance, the table in Figure 2 features only
top headers. As a result, H can be represented as
{“Country”, “Result”, “Year”, “Score”}. The task
of sub-table retrieval involves locating relevant top
headers, htr, relevant left headers hlr, and a set of
cell values Vr indexed by those headers. As shown
in the yellow box in Figure 2, an LLM takes in a
TQA problem and can perform two tasks: header
prediction and question parsing. Header prediction
requires an LLM to predict the most relevant head-
ers given a problem. Prompts for header prediction
are shown in Figure 4. For a table that features both
ht and hl, we directly aggregate cells indexed by
predicted headers as a sub-table.

However, when either ht or hl is missing,1 sim-
ply filtering based on available headers may still
yield overly large sub-tables. To address this is-
sue, we additionally ask the LLM to parse a ques-
tion into filtering conditions in natural language (A
prompt is shown in Figure 5). The same LLM then
translates these conditions into executable Python
code (A prompt is shown in Figure 6), which is run

1It is more common to have missing hl, e.g., relational
tables, than missing ht.



Q: How many countries 
won after Spain when
it scored 33 ?

Table Reasoner (MLLM)reasoning Q

Country Result Year Score

Spain win 1988 33

France loss 1992 16

Germany win 1993 42

… … …

Country Result Year Score

Germany win 1993 42

… … … …

Find the row that Spain 
scored 33 and filter for rows 
below it with winning results

def filter 
…parse Q

+ heuristic headers: 

[“Country”, “Score”]

Sub-table retriever

coding

predict headersLLM
[“Score”, 
“Result”]

merge headers

[“Score”, “Result”, 
“Country”]

LLM

exec

+ heuristic rows:
Spain win 1988 33

select column

Country Result Score
Spain win 33

Germany win 42
… … …

Question Classifier

+Answer in table?
Require comparison?

Table Reformatter

T→(img, txt) if reasoning Q
T→ txt if retrieval Q

AnswerLLM

Figure 2: Given a table and question pair, a sub-table retriever outputs relevant cells. A question classifier is applied
to distinguish retrieval and reasoning questions. Based on the question type, a table reformatter prepares an input
table for a table reasoner, which outputs a final answer based on relevant cells and a question.

via a Python interpreter to further filter a table. If
the code execution fails, we revert to the original ta-
ble. Finally, we filter a retrieved sub-table based on
relevant headers predicted by the LLM previously
to produce a final sub-table.

To ensure the retrieved sub-table preserves es-
sential information to solve a question, we also
apply a heuristic: we include rows and columns
that contain tokens in the question (referred to as
heuristic rows/columns). For example, as shown
in Figure 2, the heuristic headers “Country” and
“Score” and heuristic rows mentioning “Spain” and
“33” are added back to the final sub-table.

3.2 Question Classifier & Table Reformatter
Given a retrieved sub-table in textual format, the
next step is to determine which table representa-
tions to pass to the table reasoner. Motivated by
previous findings that MLLMs with table images
manifest stronger reasoning abilities (Zhou et al.,
2025), we consider determining table representa-
tions based on question type. Following Zhou et al.
(2025), we classify questions into two categories:
retrieval and reasoning. Retrieval questions are
those whose answers can be directly located verba-
tim in the table cells, whereas reasoning questions
require additional inference, involving numerical,
temporal, or commonsense reasoning.

To investigate the effectiveness of table repre-
sentations with different question types, we use
the dataset provided by Zhou et al. (2025), which
contains 1,600 instances from six common TQA
datasets: WTQ (Pasupat and Liang, 2015), TabFact
(Chen et al., 2020), HiTab (Cheng et al., 2022),
CRT (Zhang et al., 2023b), TabMWP (Lu et al.,
2022), and TempTabTQA (Gupta et al., 2023), with
800 instances for each question type. We examine
multiple methods of passing retrieved sub-tables to
the table reasoner: rc: passing only relevant head-
ers in a prompt. rt: passing only relevant cells in
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Figure 3: Comparing the effectiveness of different meth-
ods under varying question types. rc stands for passing
relevant headers in a prompt. ri and rt represent passing
only relevant table images and texts, respectively. ri+t
stands for passing relevant cells as images and a full
table as text. rt+i refers to passing relevant cells as texts
and passing the original table as images. Lastly, rt+ti
refers to passing both relevant cells as texts and images.
We employ the Exact Match (EM) metric.

a prompt. ri: passing relevant cells converted into
image format. rt+ri: passing relevant cells in both
text and image formats. Since providing only rele-
vant cells may result in information loss, we also
explore combining relevant cells with the original
table: ri+t: passing relevant cells as images and the
original table as text. rt+i: passing relevant cells
as text and the original table as an image.

We evaluate these methods using six open-
weight MLLMs as in Zhou et al. (2025): Qwen-2-
VL-7b (Wang et al., 2024b), Pixtral-12b (Agrawal
et al., 2024), Phi-3.5-vision-instruct-4b (Abdin
et al., 2024), LLaVA-Next-7b (Li et al., 2024a),
GLM-4v-9b (Zeng et al., 2024), and InternVL2-
8b.2 Exact Match is used for evaluation, which
checks if a predicted answer and a ground truth are
the same. To obtain relevant cells, we apply the
method proposed in Section 3.1 on the evaluation
dataset, with Qwen-2-72b as the backbone LLM.

2https://internvl.github.io/blog/
2024-07-02-InternVL-2.0/

https://internvl.github.io/blog/2024-07-02-InternVL-2.0/
https://internvl.github.io/blog/2024-07-02-InternVL-2.0/


As Figure 3 shows, different question types ben-
efit from different representations. For reasoning
questions, passing relevant cells simultaneously as
texts and images (rt+ri) to MLLMs achieves the
best performance. In contrast, table text represen-
tation suffices when a question is of type retrieval.
The observations align with findings in (Zhou et al.,
2025). We do not observe a clear advantage from
combining relevant table information with the orig-
inal table information. We suspect this might be
because adding the original table information back
increases the input size. Detailed results for each
MLLM are reported in Appendix A.3. Based on
these observations, our table reformatter encodes
sub-tables as both images and texts when a ques-
tion is of type reasoning. Otherwise, only table
texts are passed to the final reasoner. We adopt
the question type classifier proposed by Zhou et al.
(2024), which combines rule-based heuristics and
an LLM. Details are represented in Appendix A.2.

4 Experiments

Datasets. We evaluate RITT with the test sets
of three aforementioned TQA benchmarks used
during our analysis in Section 3.2: WTQ, TabFact
(small test), and HiTab. We also include one addi-
tional dataset, WikiSQL (Zhong et al., 2017), that
has not been used in our analysis to test the gener-
alizability of our method.

Models and Baselines. Our framework con-
tains an MLLM table reasoner and an LLM re-
triever/classifier.3 For MLLMs, we choose the
best performing MLLM from our previous anal-
ysis: Pixtral-12b (see A.3 for individual model’s
performance) as well as a fine-tuned MLLM for
TQA: TableLlaVA-7b (Zheng et al., 2024). We
use Qwen-2-72b as the LLM backbone in our
framework. As baselines, we choose the backbone
MLLM without applying RITT. In addition, we
compare RITT with two SoTA frameworks that use
only table text representations: TableRAG (Chen
et al., 2024) and GraphOTTER (Li et al., 2024b).
Both frameworks involve relevant cell retrieval
and are inference-based methods utilizing LLMs.
For fair comparisons, we replace the LLM back-
bones used in previous work and this work with an

3The retriever/classifier can be replaced by the MLLM
reasoner. We do not find big performance differences between
an LLM and an MLLM of the same size and series.

Systems WTQ TabFact HiTab WiKiSQL

Pixtral-12b 52.5 75.9 62.2 60.1
+RITT 54.4 (+1.9) 76.8 (+0.9) 68.0 (+5.8) 62.7 (+2.6)
TableLlaVA-7b 17.2 60.9 16.3 29.5
+RITT 39.7(+22.5) 64.5 (+3.6) 61.8 (+45.5) 52.0 (+22.5)

Qwen2-VL-72b 62.6 86.7 73.4 77.6
+RITT 63.4 86.0 76.4 78.0
TableRAG 60.8 79.3 65.3 77.9
GraphOTTER 59.4 81.8 71.6 75.6

Table 1: Model performances on four TQA benchmarks.
The first four rows show the results of direct inference
with MLLMs and applying our framework. The last
four rows compare the performance of our framework
with two SoTA systems using the same model.

MLLM (Qwen-2-VL-72b).4 As a result, all com-
pared frameworks use the same backbone model.

5 Results and Discussions

Results. Table 1 shows the results averaged
across three runs. The top section of the table com-
pares direct inference using the backbone MLLMs
against the same models enhanced by RITT. The
bottom section compares our method to two state-
of-the-art frameworks (TableRAG and GraphOT-
TER) using the same underlying backbone model.
Applying RITT consistently improves performance,
with notable gains on the HiTab dataset, achieving
increases of 5.8 and 45.5 EM points for Pixtral-
12b and TableLLaVA-7b, respectively. Differences
in improvement can be attributed to the capabili-
ties of the base models: Pixtral-12b generally ex-
hibits stronger multi-modal reasoning capabilities
than TableLlaVA and can handle longer inputs,
resulting in smaller performance improvements.
Moreover, our framework consistently outperforms
both TableRAG and GraphOTTER across all four
datasets. When using a larger MLLM model
(Qwen-2-72b), we still observe improvements in
three out of four datasets, though these improve-
ments are relatively smaller compared to those ob-
served with smaller models. We hypothesize this
is because larger models inherently have stronger
capabilities in handling longer and more complex
table-question instances, leaving less room for im-
provement from additional retrieval steps.

Ablation. We conduct an ablation study to an-
alyze the contribution of each component. We
present results categorized by table size to under-
stand how each component performs on tables of

4We do not find a significant performance difference when
switching from a text-only model to a multi-modal model.



System 0-50 50-100 100-200 >200
#Instances 187 413 466 518

MLLM 74.3 63.7 61.6 57.3
+ st +4.1 +1.6 +2.9 +7.5

+ st+tr +3.8 +2.9 +4.3 +10.3
+ st+tr (oracle) +4.3 +3.1 +5.1 +11.7

Table 2: Ablation study of our framework on HiTab
using Pixtral-12b. st stands for sub-table retriever, and tr
stands for table reformatter. tr (oracle) refers to passing
the oracle question type obtained from the dataset.

varying sizes. When ablating the table reformat-
ter, retrieved sub-tables are passed to an MLLM as
both images and texts. We pass the oracle question
types obtained from the dataset annotation to in-
vestigate the effectiveness of the question classifier.
Table 2 shows results on the HiTab dataset, chosen
as it exhibits the largest performance gains using
RITT. We observe that both the sub-table retriever
and table reformatter contribute to the overall per-
formance. The sub-table retriever demonstrates
greater performance enhancement compared to the
table reformatter. Additionally, we note that overall
system performance tends to decline as the table
size increases, aligning with previous findings (Lin
et al., 2023). Interestingly, the benefit provided by
the sub-table retriever becomes more pronounced
on larger tables, highlighting its effectiveness in
handling large tables.

Effectiveness of Sub-table Retriever. We com-
pare our proposed sub-table retriever with two cur-
rent state-of-the-art LLM-based retrievers (intro-
duced in Section 4) on 800 instances from the
HiTab evaluation subset described in Section 3.2.
We chose this dataset as it provides manual annota-
tions of relevant table cells required to answer each
question. The results are shown in Table 3. Our
proposed sub-table retriever achieves the highest
F1 score among the three methods, demonstrating
its effectiveness in accurately identifying relevant
table cells. Nevertheless, the high recall and rela-
tively large average number of cells (8.65 compared
to the gold standard of 5.34) indicate that our sub-
table retriever identified irrelevant cells with regard
to answering a question.

Error Analysis. We randomly sample 100 in-
stances on which applying RITT with Pixtral-12b
fails, with each investigated dataset 25 instances,
and perform an error analysis. For each instance,
we manually check (1) whether a retrieved sub-

Methods Precision Recall F1 # Cells

GraphOTTER 47.4 51.1 46.8 4.56
TableRAG 17.6 40.3 22.7 13.8

RITT 41.0 92.6 51.2 8.65

Table 3: Comparing our sub-table retriever with two
state-of-the-art sub-table retrievers.#Cells shows the av-
erage number of identified relevant cells. For gold rele-
vant cells, the number is 5.34.

table contains the relevant information needed to
answer a question, and (2) whether the question
type is predicted correctly. We find that for ap-
proximately 23% of instances, the retrieved sub-
tables do not contain the information needed to
answer questions, leading to information loss. In
contrast, only 7% of instances are predicted with
wrong question types, suggesting the task is rel-
atively easy. We observe that in the majority of
cases, the relevant information is present in the
retrieved sub-tables, and the question type is cor-
rectly identified. However, Pixtral-12b still fails to
provide the correct answer. This might be because
the retrieved sub-tables are still large, due to code
execution errors during row filtering. The failure af-
fects instances with reasoning questions more than
retrieval questions, given that both table images
and table texts are passed when a question is of
type reasoning. An example is provided in Figure
7. Our analysis suggests that future work should fo-
cus on developing methods that reduce table sizes
effectively without losing necessary information.

6 Conclusions

In this paper, we explored leveraging both tex-
tual and visual table representations using MLLMs
for TQA. To handle the challenges of large table
inputs and representation selection, we proposed
RITT, a retrieval-assisted framework that retrieves
the most relevant sub-table, classifies the question
type, and dynamically determines the optimal rep-
resentations to an MLLM reasoner based on the
question type. Extensive experiments on four TQA
benchmarks demonstrated the advantages of our
framework over baseline MLLMs as well as frame-
works utilizing only textual representations. Abla-
tion studies further confirmed the effectiveness of
each proposed component. Our findings highlight
the benefits and promising potential of integrating
both table representations for TQA.



Limitation

We explore utilizing both textual and visual table
representations. Nevertheless, the underlying as-
sumption that table images and table texts both ex-
ist and can be easily converted might not hold for
every case. For instance, converting large table im-
ages to texts using OCR tools can suffer from infor-
mation loss. We leave these for further exploration.
Secondly, due to a limited number of existing large
MLLMs, we specifically focus on evaluating and
designing methods for small MLLMs. Last but
not least, RITT is a pipeline method, consisting of
several components. As a result, it requires longer
inference time than end-to-end systems.
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A Appendix

A.1 Prompts

We present prompts used in sub-table retriever in
Figure 4, 5 and 6.

A.2 Datasets

Question Type Classification. We use the ques-
tion type classifier proposed in Zhou et al. (2024):
a rule-based method is applied first. If an answer is
not in a table, a question is classified as a reasoning
question. If a question contains comparative terms
(detected using NLTK), the question is classified
into a reasoning question. Next, an LLM takes in
a question and table and returns a predicted ques-
tion type. We replace the LlaMA-2-13b used in
the original paper with Qwen-2-72b for its better
general capabilities but keep the prompt the same.

Dataset Licenses WTQ (Pasupat and Liang,
2015), TabFact (Chen et al., 2020), HiTab (Cheng
et al., 2022) and WikiSQL (Zhong et al., 2017),
they are under the license of CC-BY-SA-4.05,
MIT, BSD-3 CLAUSE6 and C-UDA7 respectively.

5https://creativecommons.org/licenses/by-sa/4.
0/

6https://opensource.org/license/bsd-3-clause
7https://github.com/microsoft/HiTab?tab=

License-1-ov-file

A.3 MLLMs
Table 4 shows performances of individual MLLMs
on the evaluation set. We find that Pixtral 12b per-
forms the best among all evaluated small models.
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Header prediction prompt for hierarchical tables:
Your task is to find out the relevant headers based on the question. 
Return the answer in json format: {'top_header':[(relevant top header tuple),...], 'left_header':[(relevant 
left header tuple),...]}
Below is an example:
top header: [('club',),('season',),('league','division'),('league','apps'),('league', 'goals'), ('total','apps'), 
('total','goals')]
left header: [('Gillingham',),('Stevenage',),('Bristol City',)]
question: How many goals did this player score in total for Bristol City and Stevenage in League One?
answer: {'top_header':[('club,'), ('league', 'division'), ('league','goals'), ('total', 'goals')], 
'left_header':[('Stevenage',),('Bristol City',)]}
now find out the relevant headers for the following instance:
top header: {top_header} 
left header: {left_header} 
question: {question}
answer:

 
Header prediction prompt for flat tables:
Your task is to find out the relevant headers to answer the question. 
Return the answer in list format: ["relevant_header_a", "relevant_header_b",...] and nothing else.
Below is an example:
table: | country | result | year | score |
Example Row 1: | Spain | win | 2000 | 33 |
Example Row 2: | Germany | win | 2001 | 17 |
question: What is the next country to win after Germany?
Answer: ["country", "result", "year"]
now find the relevant headers for the following instance: 
table: {table} 
question: {question}

Figure 4: Prompts for header selection.

Model QT rc rt+i rt ri+t ri rt+ri

Qwen2 7b Retrieve 50.7 57.2 81.2 79.8 75.9 79.7
Reasoning 24.4 29.1 37.0 35.8 38.2 42.0

Pixtral 12b Retrieve 57.1 77.9 76.5 71.4 68.4 72.7
Reasoning 32.2 40.1 39.7 41.1 39.9 41.6

Phi-3.5 4b Retrieve 52.8 71.9 77.4 74.9 69.8 76.1
Reasoning 17.4 28.3 28.2 27.3 24.7 30.9

LlaVA 7b Retrieve 10.8 48.3 68.5 51.9 49.3 67.7
Reasoning 3.85 12.0 20.4 12.9 9.9 23.2

GLM-4 9b Retrieve 22.8 26.8 33.0 22.1 22.3 23.5
Reasoning 10.5 12.2 12.6 11.1 13.3 13.9

Intern-8b Retrieve 29.8 71.1 72.4 73.2 63.1 68.9
Reasoning 18.3 37.7 40.2 34.7 34.1 39.5

Average Retrieve 37.3 58.8 68.1 62.2 58.1 64.7
Reasoning 17.7 26.5 29.6 27.2 26.6 31.8

Table 4: Exact Match of different MLLMs. QT stands for question type. rc refer to passing relevant column names
in a prompt. ri and rt represent passing only relevant table images and texts, respectively. ri+t stands for passing
relevant cells as images and full table as texts. rt+i refers to passing relevant cells as texts and passing original table
as images. rt+ti refers to passing both relevant cells as texts and images. We employ the Exact Match (EM) metric.



Prompt for generating filtering conditions:

You are skilled at translating questions into filtering conditions and adhering to instructions. Your task is 
to convert a question into a dictionary containing filtering conditions and relevant columns. The 
dictionary should be structured as: {"general filtering statement: specific instructions for filtering":[list 
of relevant headers]}. Adhere strictly to this format. Use only words from the table's header when listing 
relevant columns. Only a portion of the table is shown for data type reference. Do not provide an answer 
to the question. Examples are provided below for clarity:

Example 1:
Table Header: | country | result | year |
Example Row 1: | Spain | win | 2000 |
Example Row 2: | Germany | win | 2001 |
Question: How many times did Spain win after 2001?
Answer: The question requires filtering for occurrences where Spain won after 2001. This involves 
checking rows where "country" is "Spain", "result" is "win", and "year" is after 2001. Relevant columns 
are ["country", "result", "year"]. Hence, the dictionary is: {"filter for rows where Spain won after 2001: 
find rows where country is Spain, result is win, and year is after 2001":["country", "result", "year"]}

Example 2:
Table Header: | country | result | year |
Example Row 1: | Spain | win | 2000 |
Example Row 2: | Germany | win | 2001 |
Question: What is the next country to win after Germany?
Answer: This question seeks the next winning country after Germany. It requires identifying when 
Germany won, then filtering for rows where "year" is greater than that year and "result" is "win". Relevant 
columns are ["country", "result", "year"]. The dictionary is: {"filter for rows where a win occurred after 
Germany: first identify the year Germany won, then find rows where year is later and result is 
win":["country", "result", "year"]}

Example 3:
Table Header: | team | scores |
Example Row 1: | Navi | 3 |
Example Row 2: | Spirit | 5 |
Question: What is the total score for Navis and G2?
Answer: This question asks for the total score of Navi and G2, requiring filters for rows where the team is 
either 'Navi' or 'G2'. Relevant column is ["team"]. The dictionary is: {"filter for rows where team is either 
Navis or G2: find rows where team is either Navi or G2":["team"]}

Now, based on the given table and question, compose the filtering conditions:
Table: {table}
Question: {question}
Answer: 

Figure 5: Prompts for generating filtering conditions.



Prompt for code parsing:

Your task is to write a function 'filtering' to filter out irrelevant rows from a dataframe object, based on a 
given condition.
The given condition might not match the values or datatype in the dataframe. Therefore, you will 
have to translate the given condition into the dataframe operatable Python code or converting the data 
(type) in the dataframe. Return the filtered df in the variable 'df_filtered'
Below is an example:

df = pd.DataFrame.from_dict({{'country':['Spain', 'Germany', 'France', 'Norway'], 'year':['2000', '2001', 
'2002','1998']}})
condition = 'filter for rows that won after Germany: first find the year Germany won. Then filter for rows 
where year is later than the year Germany won’

answer: The condition selects rows where the 'year' should be larger than (after) the year when Germany 
won. We have to first find out when Germany won, and then filtering for rows that satisfy the condition. 
The corresponding Python code is:

```
def filtering(df):
# convert data type
  df['year'].astype('int64')

# find out the year when Germany won
  germany_won_year = df[df['country']=='Germany]['year'].tolist()[0]

# filter the table for rows that won after Germany won year 
  df_filtered = df[df['year']>germany_won_year]

return df_filtered
```

Now please think carefully and write Python code to select relevant rows for the following dataframe 
based on the condition.
df = pd.DataFrame.from_dict({df_dict})
condition = {cond}
answer:

Figure 6: Prompts for code generation.



Question: What is the value Others% when the value Others# is greater than 147 and the value
Kerry% is 39.6%?

Question type: reasoning

County Kerry% Kerry# Bush% Bush# Others% Others#

Adams 52.1% 5,447 46.8% 4,890 1.1% 119

…remaining 32 rows not shown…

Sheboygan 44.1% 27,608 55.0% 34,458 0.9% 559

Kerry% Kerry# Others% Others#

52.1% 5,447 1.1% 119

…remaining 32 rows not shown…

44.1% 27,608 0.9% 559

Original table

Sub-table

Pixtral (12b)
image + text

Predicted answer: 1.3% 

Gold answer: 1.1%

Figure 7: An error case of large sub-tables.


