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Abstract001

Though reasoning-based large language mod-002
els (LLMs) have excelled in mathematics and003
programming, their capabilities in knowledge-004
intensive medical question answering remain005
underexplored. To address this, we intro-006
duce ReasonMed, the largest medical reasoning007
dataset, comprising 370k high-quality exam-008
ples distilled from 1.7 million initial reason-009
ing paths generated by various LLMs. Rea-010
sonMed is constructed through a multi-agent011
verification and refinement process, where we012
design an Error Refiner to enhance the reason-013
ing paths by identifying and correcting error-014
prone steps flagged by a verifier. Leveraging015
ReasonMed, we systematically investigate best016
practices for training medical reasoning mod-017
els and find that combining detailed Chain-018
of-Thought (CoT) reasoning with concise an-019
swer summaries yields the most effective fine-020
tuning strategy. Based on this strategy, we train021
ReasonMed-7B, which sets a new benchmark022
for sub-10B models, outperforming the prior023
best by 4.17% and even exceeding LLaMA3.1-024
70B on PubMedQA by 4.60%.1025

1 Introduction026

Recent reasoning-based large language models027

(LLMs), such as Deepseek-R1 (DeepSeek-AI,028

2025) and QwQ (Team, 2025), have garnered sig-029

nificant attention due to their remarkable capabili-030

ties in logical reasoning (Liu et al., 2025), mathe-031

matics (Ahn et al., 2024), and programming (Ope-032

nAI et al., 2025) tasks.033

Despite their effectiveness, LLMs encounter no-034

table challenges in the medical domain. First, the035

inherently knowledge-intensive nature of medicine036

demands large volumes of high-quality, accurately037

curated data for reliable reasoning. However, exist-038

ing medical reasoning datasets, such as medical-o1-039

reasoning-SFT and Medical-R1-Distill-Data (Chen040

1All code and resources will be released publicly.

et al., 2024), are limited in size and typically de- 041

rived from a single teacher model, restricting their 042

knowledge coverage. Furthermore, current studies 043

lack a systematic analysis of the trade-offs between 044

resource-intensive, multi-step CoT reasoning (Wei 045

et al., 2023) and more compact, summary-based ap- 046

proaches. It remains an open question whether the 047

added cost of explicit reasoning justifies its perfor- 048

mance benefits over more efficient summarization 049

strategies in medical QA systems. 050

To tackle these challenges, we present Rea- 051

sonMed, a large-scale medical reasoning dataset 052

comprising 370k rigorously verified examples, 053

which is an order of magnitude larger than prior 054

datasets (Chen et al., 2024). Sampled from multiple 055

competitive LLMs, ReasonMed integrates diverse 056

medical insights, enhancing its depth and coverage. 057

Each example includes both detailed multi-step 058

CoT reasoning and a concise answer summary, fa- 059

cilitating analysis of effective reasoning patterns in 060

the medical domain. 061

Dataset scale plays a crucial role in enhanc- 062

ing model performance. To this end, we adopt a 063

large-scale, high-quality data generation paradigm 064

using a multi-agent system (MAS). We first ag- 065

gregate approximately 195k questions (exclud- 066

ing test splits) from for established benchmarks: 067

MedQA (Jin et al., 2020), MMLU (Hendrycks 068

et al., 2021), PubMedQA (Jin et al., 2019), 069

and MedMCQA (Pal et al., 2022). Our MAS 070

combines three competitive LLMs, two general- 071

purpose models (Qwen-2.5-72B (Team, 2024) 072

and DeepSeek-R1-Distill-Llama-70B (DeepSeek- 073

AI, 2025)) and one medical-specific model 074

(HuatuoGPT-o1-70B (Chen et al., 2024)). By ma- 075

nipulating sampling hyperparameters (e.g., temper- 076

ature, top-p) across agents, we generate around 077

1.75 million diverse, multi-step reasoning paths. 078

This combination of scale and methodological rigor 079

is designed to boost data quality and, consequently, 080

improve model performance on complex clinical 081
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QA tasks.082

Beyond dataset size, training efficacy is highly083

sensitive to data quality. Prior work (Muennighoff084

et al., 2025) shows that excellent performance is085

attainable with as few as 1, 000 high-quality exam-086

ples. To reach comparable precision in medical087

QA, we devise a rigorous quality control pipeline088

that validates every reasoning chain for answer cor-089

rectness, logical coherence, and medical factuality.090

Through the pipeline, questions are categorized091

by validation pass rate into three tiers: easy (≥ 5092

correct paths), medium (2-4 correct paths), and093

difficult (< 2 correct paths). For easy questions,094

the two top-ranked reasoning paths verified by a095

quality ranker are retained. For medium questions,096

because subtle yet frequent errors persist, an er-097

ror refiner, driven by verifier logs and powered by098

GPT-4o-mini, is applied to revise and expand the099

selected reasoning paths. For difficult questions,100

we directly employ GPT-o1 with a structured multi-101

step process to generate correct reasoning paths.102

Through this multi-stage refinement process, we103

produce a polished dataset of 370 K high-quality104

medical reasoning samples.105

In addition to generating high-quality reason-106

ing data, we also investigate the impact of var-107

ious reasoning training strategies on model per-108

formance. Specifically, we compare fine-tuning109

approaches including traditional chain-of-thought110

(CoT), summary-based responses, and a hybrid111

CoT-summary method. Using lm_eval frame-112

work (Gao et al., 2024) for rigorous evaluation,113

we identify the most effective strategies for im-114

proving medical LLMs on complex questions. Re-115

sults show that the hybrid approach yields the high-116

est accuracy, while summary-only responses offer117

competitive performance with lower computational118

cost, highlighting the potential for strategy selec-119

tion based on application needs.120

Our main contributions are fourfold:121

• We release the largest open-source medical122

reasoning dataset, comprising around 1.29123

million validated paths, refined to 370k high-124

quality examples via targeted optimization.125

• We construct a multi-agent framework for gen-126

erating, filtering, and optimizing reasoning127

paths. Evaluated by GPT-4o on randomly128

sampled subsets of 1, 000 and 3, 000 entries,129

our ReasonMed dataset demonstrates superior130

overall quality compared to data generated by131

GPT-4o and DeepSeek-R1.132

• We present the first systematic evaluation 133

of explicit reasoning in knowledge-intensive 134

medical QA, using a consistent dataset to com- 135

prehensively assess performance, computa- 136

tional efficiency, and accuracy. 137

• The trained ReasonMed-7B model achieves 138

state-of-the-art performance among sub-10B 139

models and surpasses several larger counter- 140

parts on medical QA benchmarks. 141

2 Related Work 142

Multi-Agent-based Data Curation. The use 143

of multi-agent frameworks has emerged as a ro- 144

bust approach to dataset generation and optimiza- 145

tion across various domains. These systems of- 146

ten employ specialized agents collaboratively per- 147

forming tasks analogous to human team problem- 148

solving (Hong et al., 2023). Recent works such 149

as DialogueAgents (Li et al., 2025) leverage spe- 150

cialized agents including scriptwriters, synthesiz- 151

ers, and critics to generate high-quality, diverse 152

dialogue datasets. In the programming domain, 153

AgentCoder (Huang et al., 2024) uses agents such 154

as programmers, test designers, and test executors, 155

significantly enhancing the robustness of gener- 156

ated data through iterative agent-driven feedback. 157

BOLT (Pang et al., 2025) integrates multi-agent 158

frameworks with large language models (LLMs) 159

to produce long-chain reasoning data, further high- 160

lighting the efficacy of this approach in creating 161

structured, reasoning-intensive datasets. Unlike 162

previous multi-agent applications, our framework 163

specifically targets medical reasoning datasets, em- 164

ploying specialized medical and general-purpose 165

language models to generate, validate, and refine 166

high-quality reasoning paths, explicitly tailored for 167

medical QA scenarios. 168

Medical Reasoning Dataset & Model. Recent 169

studies highlight the efficacy of chain-of-thought 170

(CoT) prompting in improving model performance 171

on medical QA benchmarks (Wei et al., 2022; 172

Liévin et al., 2023). Models employing adaptive 173

reasoning, such as medical language agents, have 174

been introduced to systematically address com- 175

plex clinical tasks (Dutta and Hsiao, 2024). Fur- 176

thermore, multi-agent systems, employing special- 177

ized medical reasoning agents, collaboratively syn- 178

thesize clinical insights, thus enhancing decision- 179

making reliability and interpretability (Zuo et al., 180

2025). HuatuoGPT (Chen et al., 2024) further ex- 181

emplifies the integration of comprehensive medical 182
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Figure 1: (1) show composition of the dataset. (2) present the Multi-Agent System for generating and validating
Complex CoT. (3) outline strategy schemes (Easy/Medium/Difficult Pipeline) based on CoT validation counts.
For 0-4 errors, select top two CoTs using the Quality Ranker. For 5-7 errors, optimize the top two CoTs with
GPT-4o-mini, addressing identified weak points. For 8-9 errors, generate high-quality answers using GPT-o1.

knowledge and multi-step reasoning into large lan-183

guage models. However, existing datasets often184

lack rigorous verification processes and structured185

optimization strategies tailored to medical QA com-186

plexity. Our work uniquely addresses this gap by187

employing a rigorous, multi-stage optimization and188

verification pipeline, systematically evaluating and189

refining multi-step reasoning paths to significantly190

enhance the quality and applicability of the result-191

ing medical reasoning dataset.192

LLM-as-a-Judge. Employing large language193

models as evaluators (LLM-as-a-Judge) has be-194

come increasingly prevalent, providing scalable195

and consistent assessment frameworks across vari-196

ous domains (Gu et al., 2025). Notably, in medical197

QA tasks, LLM evaluators have demonstrated en-198

hanced evaluation consistency and accuracy (Kro-199

lik et al., 2024; Zhao et al., 2024). LLM-based eval-200

uators iteratively assess and refine reasoning steps,201

guiding models toward correct and logically coher-202

ent paths (Qin et al., 2024). Approaches such as203

QuRating (Tang et al., 2024) have underscored the204

potential for systematic selection of high-quality205

training data using LLM evaluators. In contrast206

to existing studies, our approach evaluates the lan-207

guage modelgenerated CoT reasoning paths for208

correctness and potential factual errors, and addi-209

tionally outputs the error reasons for flawed paths210

to facilitate subsequent optimization. We also de-211

veloped a Score Evaluator to offer an assessment212

framework comparing reasoning paths before and213

after optimization and datasets quality.214

3 Multi-Agent Reasoning Pipeline 215

3.1 Dataset Composition 216

In this section, we present the composition of 217

the dataset used for the Multi-Agent Reasoning 218

Pipeline, along with an analysis of the dataset’s 219

structure and the benchmarks involved. The dataset 220

consists of various medical question-answering 221

datasets. Table 1 shows a summary of the dataset 222

composition: 223

Dataset Composition Count

MedQA (train/dev) 10178/1272
MedMCQA (train) 182822
PubMedQA (train/val) 450/50

MMLU
Anatomy (dev/val) 5/14
Clinical Knowledge (dev/val) 5/29
College Biology (dev/val) 5/16
College Medicine (dev/val) 5/22
Medical Genetics (dev/val) 5/11
Professional Medicine (dev/val) 5/31

Total Count 194925

Table 1: Summary of ReasonMed Question Count Com-
position.

3.2 Multi-Agent System for Complex CoT 224

Generation 225

We employ a multi-agent framework—compris- 226

ing Qwen-2.5-72B, HuatuoGPT-o1-70B, and 227

DeepSeek-R1-Distill-Llama-70B—to generate 228
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1.755 million reasoning paths. Each model229

produces three CoT trajectories at different230

temperatures (0.7, 0.9, and 1.0). We then assemble231

the complex CoTs by following these steps:232

(i) Rewrite the question.233

(ii) Highlighting key clinical details and back-234

ground information.235

(iii) Evaluate each answer choice and discussing236

supporting evidence and potential traps.237

(iv) Systematically eliminate choices inconsistent238

with the clinical context.239

(v) Reassess each option, eliminating inconsisten-240

cies.241

(vi) Conclude with a final answer, supported by a242

concise explanation of the reasoning.243

In Fig 2, we present a pairwise comparison among244

DeepSeek-R1-Distill-Llama-70B, HuatuoGPT-o1-245

70B, and Qwen2.5-72B on the Medical QA task.246

Specifically, we compare the number of questions247

correctly answered by each model individually.248

The results reveal that different models exhibit dis-249

tinct strengths across various medical knowledge250

domains.The observed differences in knowledge251

domains across models highlight the necessity of252

a multi-agent system that integrates diverse model253

outputs.
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Figure 2: Knowledge domain differences among
DeepSeek-R1-Distill-Llama-70B, HuatuoGPT-o1-70B
and Qwen2.5-72B.

254

3.3 Component Design255

This section provides an overview of the compo-256

nents developed in this paper and their respective257

functions. (2)-(6) of Fig 3 visualize the structure258

and workflow of each component.259

Verifier: This component constructs a verifier 260

(based on Qwen2.5-72B) to validate the correct- 261

ness of CoT paths generated by the Multi-Agent 262

system. The model not only checks whether the 263

answer is correct or incorrect, but also evaluates 264

whether the key clinical factors have been accu- 265

rately identified, whether all answer choices have 266

been analyzed, and whether there are any factual 267

errors in the medical knowledge. The model out- 268

puts a JSON object with two keys: one indicating 269

the verdict (Correct or Error), and the other pro- 270

viding the reason for the error. For example, "The 271

CoT analysis contains inaccuracies regarding va- 272

sopressin’s role in glycogenolysis and incorrectly 273

dismisses oxytocin without full consideration of its 274

potential regulatory effects.". Fig 4 presents a bar 275

chart showing the number of correct versus incor- 276

rect reasoning paths—after Verifier validation—for 277

each model and CoT configuration across the nine 278

generated paths. DeepSeek-R1-Distill-Llama-70B 279

achieves the highest overall accuracy; Qwen-2.5- 280

72B retains the most correct paths at a temperature 281

of 0.9, while the optimal temperature for the other 282

two models is 0.7. 283

Response Summarizer: To construct a response 284

with reasoning similar to o1 answers, we use GPT- 285

4o-mini as a summarization assistant. The model 286

generates a summary for each complex CoT, which 287

represents a step-by-step reasoning process. This 288

summary is presented as the final output to the user, 289

focusing on the reasoning aspect of the response. 290

Quality Ranker: Balancing dataset size and 291

quality is crucial. Among the many correct CoT 292

paths, we aim to select the two most optimal ones 293

for subsequent training. The Quality Ranker, based 294

on Qwen2.5-72B, plays a critical role here. The 295

model reads the correct CoT paths and outputs 296

the top two, such as "top2": ["modelX_COTY", 297

"modelZ_COTW"], along with the rationale for ex- 298

cluding the other options. Initially, we considered 299

using a Score Evaluator to rate each CoT, but this 300

approach was challenging due to cases where mul- 301

tiple CoTs might have identical scores, making it 302

difficult to select the best. Therefore, we opted for 303

directly outputting the two best paths by their CoT 304

names. Fig 5 shows the distribution of the top two 305

CoT paths selected by the Quality Ranker in both 306

Easy Pipeline and Medium Pipeline, illustrating 307

the sampling proportions across different models 308

and temperature settings. 309
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Figure 4: Bar chart illustrating the correct and incorrect
counts for each model and CoT configuration across
9 generated paths in a Multi-Agent System, totaling
192,628.

Error Refiner: This component handles ques-310

tions of moderate difficulty. Using the Quality311

Ranker, it first selects the two most optimal rea-312

soning paths (if only two chains of thought are313

correct, they are chosen by default), and then per-314

forms a secondary optimization. Its design also in-315

cludes storing the models error reasons during the316

verification stage and leveraging a stronger model317

to supplement and address those weak pointsan318

approach that effectively corrects the models error-319

prone knowledge.320

Score Evaluator: This component utilizes the321

GPT-4o API to score the dataset quality on a scale322

from 0 to 10. We conducted two main experiments:323

the first compared the scores of the same question324

before and after CoT optimization to validate the325

effectiveness of the Error Refiner; the second in-326

volved comparing our final ReasonMed with other327

open-source medical reasoning datasets through328

random sampling to assess the effectiveness of our329
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Figure 5: Distribution of the top two CoT paths selected
by the Quality Ranker in Easy Pipeline and Medium
Pipeline, showing sampling proportions across models
and temperature settings.

Multi-Agent approach. 330

3.4 ReasonMed Build Pipeline 331

Based on the number of errors detected in the rea- 332

soning paths, three distinct pipelines were created 333

to process CoTs at varying levels of difficulty: 334

Easy Pipeline (Error 0-4) : This pipeline han- 335

dles paths with few errors (0-4), which are rela- 336

tively easy for the model to answer correctly. Here, 337

we use Quailty Ranker to rank the correct paths, 338

selecting the top two from the 5-9 correct options. 339

Additionally, the model provides brief explanations 340

as to why it did not choose other CoT paths. 341

Medium Pipeline (Error 5-7) : For paths with 342

moderate errors (5-7), we assume that the model 343

has partial knowledge but may miss certain fine- 344

grained details. Thus, the top two CoT paths are 345

selected using the Quality Ranker, and then refined 346

using the Error Refiner based on the pitfalls pro- 347

vided by the Verifier, focusing on correcting those 348
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errors to enhance the original correct reasoning349

chains.350

Difficult Pipeline (Error 8-9) : For difficult351

questions with significant errors (8-9), the GPT-4o352

model may not be sufficient to correct the mistakes.353

Therefore, we use GPT-o1 to optimize these paths.354

For paths that are entirely incorrect, GPT-o1 gener-355

ates high-quality CoTs from scratch, following the356

six-step reasoning process.357

Lastly, Fig 6 presents the different pipeline quan-358

tity statistics, showing the distribution of paths han-359

dled by Easy, Medium, and Difficult Pipeline.360
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Figure 6: Different Pipeline Quantity Statistics.

By analyzing the number of correct paths val-361

idated by the Verifier, we can approximate each362

questions difficulty. Accordingly, we designed363

three distinct pipelines to tackle problems of vary-364

ing complexity, systematically correcting errors in365

complex CoTs and refining the original dataset to366

strike an optimal balance between scale and quality.367

4 Multiscale Supervised FineTuning368

To assess the impact of explicit reasoning supervi-369

sion on a downstream medical QA task, we propose370

a multiscale fine-tuning strategy leveraging three371

variants of our high-quality dataset. These variants372

are based on different granularities of reasoning, as373

outlined below:374

• CoT: A complex chain of thought consisting375

of six reasoning steps,376

• Response: A concise response generated by 377

a Response Summarizer from the CoT, 378

• Reason: A combination of the complex CoT 379

and its corresponding summarized response. 380

4.1 Data Preparation 381

Leveraging the 370 K ReasonMed introduced in 382

Section 3, we employ a Response Summarizer to 383

condense each chain-of-thought into a succinct 384

answer explanation. For every question q and 385

its corresponding CoT path Multi − step = 386

[step1, . . . , step6], we generate the following in- 387

stances: 388

• CoT instance: 389

[ q; step1, step2, . . . , step6 ] 7→ CoT. 390

• Response instance: 391

Response Summarizer(CoT) 7→ Response, 392

• Reason instance: 393

<think>{CoT}</think>Response 7→ Reason. 394

The CoT, Response, and Reason instances are 395

designed to encapsulate different levels of reason- 396

ing and summarization, providing a different scale 397

of data for training. 398

4.2 Fine-Tuning and Training 399

We fine-tuned the open-source Qwen2.5-7B model 400

using three different fine-tuning regimes, with each 401

regime corresponding to a different data scale. 402

Specifically, we utilized LlamaFactory to perform 403

3 epochs of supervised fine-tuning on the following 404

datasets: 405

• CoTMed-7B: Fine-tuned with the CoT in- 406

stances, focusing on reproducing the reason- 407

ing trace and generating the final answer. 408

• ResponseMed-7B: Fine-tuned with the Re- 409

sponse instances, where the model is trained 410

to generate concise summaries of the reason- 411

ing path. 412

• ReasonMed-7B: Fine-tuned with the Reason 413

instances, combining detailed reasoning with 414

summarized feedback. 415
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Fig 3 (1) illustrates the SFT process. For evalua-416

tion, we used the lm_eval framework to analyze the417

performance of these models on benchmark tasks,418

examining whether multi-step reasoning could en-419

hance the model’s ability to perform medical QA.420

We also trained models with fewer epochs, includ-421

ing a variant trained for only one epoch, to assess422

performance differences and investigate the effect423

of fewer training steps. The results of these experi-424

ments will be discussed in detail in the experimen-425

tal section.426

4.3 Training Details427

We performed full-model fine-tuning of the428

Qwen2.5-7B checkpoint using the LLaMA-Factory429

framework on a 16 x H20 GPU cluster. The Re-430

sponseMed configuration completed in approxi-431

mately 9 hours, whereas CoTMed and ReasonMed432

required roughly 25 hours and 28 hours, respec-433

tively.434

5 Experiments435

5.1 Dataset Quality Evaluation436

Medium Pipeline Validity Verification: To eval-437

uate the effectiveness of the Medium Pipeline, we438

sampled 1,000 questions + CoT and used the Score439

Evaluator to assess the quality of answers both be-440

fore and after applying the Medium Pipeline (GPT-441

4o-mini corrections). The results show a significant442

improvement, with an average score increase of 0.8443

points post-optimization. The specific scores are444

as follows:445

Dataset Samples Avg. Score

Medium Pipeline (pre-opt) 1,000 7.37
Medium Pipeline (post-opt) 1,000 8.17

Table 2: Score Evaluator results for Medium Pipeline
validity.

Comparison with Open-Source Datasets: We446

compared the ReasonMed with two publicly open-447

source medical reasoning corpora: medical-o1-448

reasoning-SFT and Medical-R1-Distill-Data.449

For a fair comparison, we sampled 1,000 instances450

from each of these datasets and extended the Rea-451

sonMed with an additional 3,000 samples. The452

results demonstrate that the ReasonMed outper-453

forms both baselines, achieving an average score454

of 8.45 for the 1,000 sample subset and 8.50 for the455

3,000 sample subset. This represents an improve- 456

ment of 3.9% and 5.9% over the other datasets, 457

respectively. 458

Dataset Samples Avg. Score

medical-o1-reasoning-SFT 1,000 8.03
Medical-R1-Distill-Data 1,000 8.18
ReasonMed 1,000 8.45
ReasonMed 3,000 8.50

Table 3: Score Evaluator results for comparison with
other datasets.

5.2 Multiscale Supervised Fine-Tuning 459

In this section, we present a comprehensive anal- 460

ysis of the experimental results obtained by fine- 461

tuning the Qwen2.5-7B model using our proposed 462

multiscale supervised fine-tuning (SFT) strategy. 463

Performance comparisons across various medical 464

question-answering (QA) benchmarks, including 465

MedQA, MedMCQA, PubMedQA, and MMLU, 466

are detailed in Table 7. Our results demonstrate the 467

effectiveness of incorporating explicit reasoning 468

supervision at multiple granularities: 469

CoTMed-7B consistently outperforms baseline 470

models across most benchmarks, achieving notably 471

higher scores in MedQA (66.3%), MedMCQA 472

(64.7%), and PubMedQA (80.0%). This indicates 473

that fine-tuning on complex reasoning chains sub- 474

stantially enhances the model’s capacity to perform 475

medical reasoning tasks. 476

ResponseMed-7B focusing solely on generat- 477

ing concise summaries of reasoning, achieved 478

competitive results, with notable performance on 479

MedQA (67.5%) but slightly lower overall accu- 480

racy (67.0%) compared to CoTMed-7B (69.1%). 481

This suggests that while response summarization 482

captures key information effectively, it may miss 483

nuanced reasoning steps critical for more complex 484

questions. 485

ReasonMed-7B which combines detailed reason- 486

ing chains and concise summaries, yielded the high- 487

est total accuracy (69.6%), particularly excelling 488

in MedMCQA (65.1%) and PubMedQA (82.0%). 489

This hybrid approach appears to effectively lever- 490

age the strengths of both granularities, achieving 491

balanced and robust performance across diverse 492

question types. 493

To explore the impact of training duration, we 494
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MedQA MedMCQA (val) PubMedQA
MMLU

Total Acc Avg. token
Anatomy Clinical

Knowledge
College
Biology

College
Medicine

Medical
Genetics

Professional
Medicine

Dataset_Count 1273 4183 1000 135 265 144 173 100 272 - -

BioMistral-7B 45.6 ±1.4 41.5 ±0.8 71.0 ±2.0 76.3 ±3.7 63.0 ±3.0 62.5 ±4.1 53.8 ±3.8 67.0 ±4.7 53.3 ±3.0 48.9 60.1
Llama3-OpenBioLLM-8B 57.9 ±1.4 57.7 ±0.8 76.0 ±6.1 68.9 ±4.0 77.7 ±2.6 83.3 ±3.1 69.4 ±3.5 83.0 ±3.8 79.0 ±2.5 62.9 75.1
Llama-3-8B-UltraMedical 63.2 ±1.4 57.7 ±0.8 78.0 ±5.9 67.4 ±4.1 74.3 ±2.7 75.7 ±3.6 61.9 ±3.7 73.0 ±4.5 78.7 ±2.5 63.5 5177.7
Mistral-7B-Instruct-v0.3 52.2 ±1.4 48.2 ±0.8 82.0 ±5.5 59.3 ±4.2 69.4 ±2.8 72.9 ±3.7 56.7 ±3.8 70.0 ±4.6 66.5 ±2.9 55.9 111.8
Yi-1.5-9B-Chatbot 49.8 ±1.4 47.0 ±0.8 69.0 ±2.1 67.5 ±3.8 63.9 ±2.8 70.3 ±3.8 51.2 ±4.0 68.8 ±4.5 66.7 ±3.1 52.9 162.2
HuatuoGPT-o1-7B 68.4 ±1.3 57.5 ±0.8 74.0 ±2.0 71.9 ±3.9 78.5 ±2.5 88.2 ±2.7 67.6 ±3.6 80.0 ±4.0 77.6 ±2.5 64.4 446.0
HuatuoGPT-o1-8B 65.4 ±1.3 61.0 ±0.8 74.6 ±2.0 69.6 ±4.0 77.7 ±2.6 81.3 ±3.3 69.9 ±3.5 78.0 ±4.2 71.0 ±2.8 65.5 468.9

ResponseMed-7B (1epoch) 62.2 ±1.4 57.6 ±0.8 84.0 ±5.2 75.6 ±3.7 77.7 ±2.6 81.3 ±3.3 69.9 ±3.5 87.0 ±3.4 76.8 ±2.6 64.8 -
CoTMed-7B(1epoch) 64.3 ±1.3 62.4 ±0.8 82.0 ±5.5 77.0 ±3.6 80.8 ±2.4 81.3 ±3.3 72.8 ±3.4 90.0 ±3.0 79.4 ±2.5 67.8 -
ReasonMed-7B (1epoch) 65.3 ±1.3 62.3 ±0.8 82.0 ±5.5 74.8 ±3.7 80.0 ±2.5 81.3 ±3.3 74.0 ±3.4 86.0 ±3.5 79.0 ±2.5 67.7 -
ResponseMed-7B 67.5 ±1.3 60.9 ±0.8 80.0 ±5.7 74.8 ±3.7 77.4 ±2.6 84.0 ±3.1 71.1 ±3.5 88.0 ±3.3 76.5 ±2.6 67.0 225.2
CoTMed-7B 66.3 ±1.3 64.7 ±0.7 80.0 ±5.7 75.6 ±3.7 79.6 ±2.5 82.1 ±3.2 71.7 ±3.4 86.0 ±3.5 79.9 ±2.6 69.1 555.4
ReasonMed-7B 66.9 ±1.3 65.1 ±0.7 82.0 ±5.5 75.6 ±3.7 79.3 ±2.5 79.2 ±3.4 73.4 ±3.4 85.0 ±3.6 80.9 ±2.4 69.6 626.0

Table 4: Performance Comparison of Various Models on MedQA, MedMCQA, PubMedQA, and MMLU Bench-
marks with Total Accuracy and Average Token Length.

also compared model performances trained for dif-495

ferent epochs:496

One Epoch Training: Models trained for one497

epoch showed promising yet suboptimal perfor-498

mance compared to their three-epoch counter-499

parts. CoTMed-1epoch achieved an overall accu-500

racy of 67.8%, slightly outperforming ReasonMed-501

7B-1epoch (67.7%) and significantly surpassing502

ResponseMed-7B-1epoch (64.8%).503

Three Epoch Training: Models trained for three504

epochs consistently improved across benchmarks,505

clearly illustrating the benefit of extended train-506

ing. The enhancements , whose overall accuracy507

improved from 67.71% (1 epoch) to 69.63% (3508

epochs).509

Under limited training steps, the CoTMed-7B510

model outperforms ReasonMed-7B; however, as511

the number of training steps increases, ReasonMed-512

7B ultimately surpasses CoTMed-7B by 0.54%.513

Additional training may enable the model to more514

effectively learn the internal connections between515

complex chain-of-thought reasoning and concise516

summarization, resulting in further performance517

gains.518

Analysis of Average Token Length To obtain519

these averages, we ran each model in inference520

mode on all test set questions and computed the521

mean number of output tokens. CoTMed-7B (555522

tokens) and ReasonMed-7B (626 tokens) generate523

substantially more content than ResponseMed-7B524

(225 tokens), reflecting deeper reasoning at the525

cost of verbosity. Compared to HuatuoGPT-o1-7B526

(446 tokens), our CoTMed and ReasonMed mod-527

els exhibit even more extensive thought processes.528

Although ResponseMed-7B produces fewer tokens,529

it still outperforms the HuatuoGPT-o1 models in530

overall accuracy, highlighting the importance of531

dataset size and quality in model performance. 532

Compared to other biomedical LLMs such 533

as BioMistral-7B, Llama3-OpenBioLLM-8B, and 534

HuatuoGPT-o1, our ReasonMed-7B demonstrates 535

outstanding medical QA performance, achieving 536

the highest overall metrics. It outperforms the best 537

same-size model by 4.17% and even surpasses cer- 538

tain ten-billion-parameter models on several bench- 539

marks (see Appendix). These results underscore 540

the importance of both dataset quality and scale, as 541

well as the value of explicit multi-step reasoning 542

in medical QA. Moreover, with additional training 543

steps, the model is better able to internalize the 544

relationship between detailed reasoning chains and 545

concise response summaries, which significantly 546

enhances its overall performance. 547

6 Conclusion 548

In this work, we introduced the ReasonMed, the 549

largest open-source medical reasoning dataset, de- 550

signed to enhance the performance of reasoning 551

models in complex medical QA tasks. Using a 552

multi-agent framework, we generated, verified, and 553

optimized 1.291 million reasoning paths, refining 554

them into 370k high-quality examples. Through 555

rigorous fine-tuning experiments, we demonstrated 556

that incorporating explicit multi-step reasoning sig- 557

nificantly improves model performance, with our 558

hybrid approach combining Chain-of-Thought rea- 559

soning and summarization achieving the best re- 560

sults. Outperformed existing models, including 561

those with larger parameter sizes. These findings 562

highlight the importance of reasoning in medical 563

QA and provide a scalable framework for further 564

research in knowledge-intensive domains. 565
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Limitations566

Due to constraints in computational resources,567

we did not extend our multiscale finetuning ex-568

periments to models larger than 7B parameters.569

While our hybrid ReasonMed-7B model outper-570

forms many samesize and even some larger models571

on key benchmarks, it remains unclear how our572

dataset and finetuning strategies would scale when573

applied to stateoftheart models in the 10B-100B pa-574

rameter range. Our data filtering (Verifier and Qual-575

ity Ranker) and final quality assessment (Score576

Evaluator) rely exclusively on other large language577

models (Qwen-2.5-72B and GPT-4o). While these578

models are among the most advanced open-source,579

they may still harbor biases or systematic errors,580

which can occasionally result in misjudgments.581
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A Appendix714

A.1 Ethical Statement715

The ReasonMed-7B model presented in this paper716

has demonstrated strong performance in handling717

complex medical reasoning tasks. Nonetheless, it718

still carries a risk of generating inaccurate infor-719

mation, incomplete explanations, or hallucinations,720

which could potentially mislead users. Therefore,721

we strongly advise against the direct use of this722

model in clinical settings or any real-world applica-723

tions where errors might lead to significant negative724

consequences. To ensure responsible usage, we re- 725

strict the model exclusively to academic research 726

purposes. It is essential for users to recognize and 727

respect these guidelines, thus avoiding situations in 728

which the dissemination of incorrect medical infor- 729

mation could compromise patient safety, treatment 730

accuracy, or clinical judgment. 731

article [most]tcolorbox minted 732

A.2 Component Prompt Design 733

CoT Generate This component is used to gener- 734

ate medical MCQ analysis prompts with detailed 735

chain thinking (CoT) to guide the model for step- 736

by-step reasoning. 737

CoT Generate

"""
You are a highly knowledgeable medical
expert. You are provided with a clinical
multiple-choice question along with several
candidate answers. Your task is to carefully
analyze the clinical scenario and each op-
tion by following these steps:
1. Restate the question in your own words.
2. Highlight the key clinical details and rel-
evant background information (e.g., patho-
physiology, anatomy, typical presentations,
diagnostic tests).
3. Evaluate each candidate answer, dis-
cussing supporting evidence and potential
pitfalls.
4. Systematically rule out options that do
not align with the clinical context.
5. Compare any remaining choices based
on their merits.
6. Conclude with your final answer accom-
panied by a clear and concise summary of
your reasoning.
Please note: Your response should be based
solely on the current question and candi-
date answers. Do not consider any previous
context or prior interactions.
Question:
{question}
Candidate Answers:
{options}
Please provide your detailed chain-of-
thought reasoning followed by your final
answer.
"""

738
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Verifier This component is used to evaluate the739

chain-of-thoughts generated by the Multi-Agent740

system to determine whether their reasoning is cor-741

rect and output JSON results.742

Verifier

"""
You are a medical evaluation expert. Ana-
lyze if the Chain-of-Thought (CoT) analysis
correctly leads to the answer.
[Question]
{question}
[Options]
{optionsstr}
[Correct Answer]
{answer}
[CoT Analysis]
{cotcontent}
Evaluate the CoT analysis following these
criteria:
1. Does the analysis correctly identify key
clinical factors?
2. Are all options appropriately considered
and evaluated?
3. Does the reasoning logically lead to the
correct answer?
4. Are there any factual errors in medical
knowledge?
Output a JSON object with:
- "verdict": "Correct" if the CoT analysis is
valid and reaches the correct answer, other-
wise "Error"
- "reason": Brief explanation of your evalua-
tion (1-2 sentences)
"""

743

Response Summarizer This component is used744

to refine long-form CoT reasoning into concise745

summaries.746

Response Summarizer

"""
Summarize the following chain-of-thought
reasoning:
{cot}
"""

747

Quality Ranker This component is used to com-748

pare multiple CoT outputs, select the best two and749

give a brief justification for the other CoT Paths.750

Quality Ranker

"""
You are a medical reasoning evaluator.
Given the question, options, and known
answer, review the following chains-of-
thought (CoTs) labeled by their keys.
Select the two most sound and useful CoTs,
then provide brief justifications for why
each of the other CoTs were not chosen.
[Question]
{question}
[Options]
A) {optA}
B) {optB}
C) {optC}
D) {optD}
[Correct Answer]
{answer}
[CoTs]
{cot_block}
Respond with a JSON object with exactly
two keys:
"top2": ["modelX_COTY", "mod-
elZ_COTW"],
"reasons": <label>: <one-sentence justifica-
tion> for every CoT not in top2
"""

751

Error Refiner This component refines the top 752

two selected reasoning paths by incorporating tar- 753

geted corrections for the error-prone points high- 754

lighted by the Verifier. 755

Error Refiner

"""
You are an expert clinician-educator AI tu-
tor. Your mission is to generate an excep-
tionally comprehensive, in-depth chain-of-
thought explanation that rigorously justi-
fies the correct answer for the given clin-
ical MCQ, while specifically addressing
and integrating provided error feedback to
eliminate previous reasoning flaws. Adhere
closely to these instructions to maximize
completeness:
1. **Error-Driven Refinement**
- Review the provided **Error Reasons from
Other Attempts**.
- Identify logical gaps, factual mistakes,
omissions, or misleading inferences in the

756
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original chainofthought.
- Explicitly incorporate corrections and clar-
ifications derived from these error reasons.
2. **Structured, Layered Reasoning**
Organize your explanation into clear sec-
tions:
a. Restate the question in your own words.
b. Highlight the key clinical details and rel-
evant background information (e.g., patho-
physiology, anatomy, typical presentations,
diagnostic tests).
c. Evaluate each candidate answer, dis-
cussing supporting evidence and potential
pitfalls.
d. Systematically rule out options that do
not align with the clinical context.
e. Compare any remaining choices based
on their merits.
f. Conclude with your final answer accom-
panied by a clear and concise summary of
your reasoning.
**Inputs**
- **Question:** ’{question}’
- **Options:** ’{options}’
- **Correct Answer:** ’{answer}’
- **Original Chain-of-Thought:** ’{origi-
nal_cot}’
- **Error Reasons from Other Attempts:**
’{error_reasons}’

**Output:**
Please optimized Original Chain-of-
Thought. Ensure that you explicitly address
and rectify each error reason provided.
"""

757

Score Evaluator This component evaluates the758

quality of a models answer to each question and759

assigns a corresponding score.760

Score Evaluator

"""
You are a medical reasoning evaluator. As-
sess the following response based on the
following criteria:
1. **Clinical accuracy**: Does the re-
sponse correctly incorporate medical facts,
clinical guidelines, and evidence-based
practices? Are the clinical details provided
accurate, relevant, and appropriate for the
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given situation?
2. **Logical reasoning**: Does the re-
sponse logically follow the reasoning pro-
cess required to arrive at the answer? Is
the reasoning chain coherent and well-
supported by evidence or clinical knowl-
edge?
3. **Factual correctness**: Are there any
factual errors in the response? Are all state-
ments factually correct and consistent with
established medical knowledge?
4. **Completeness**: Does the response
cover all necessary aspects of the question?
Is it thorough and detailed, addressing the
key points without missing critical informa-
tion?
[Question]
{question}
[Response]
{response}
Please evaluate the response on the above
criteria and provide a JSON object with two
keys:
"score": integer between 1 and 10,
"justification": A concise explanation of
your score.
"""

762

A.3 Additional Experiments 763

In Table 5, we presented pairwise (1-vs-1) dif- 764

ferences among DeepSeek-R1-Distill-Llama-70B, 765

HuatuoGPT-o1-70B, and Qwen2.5-72B, showing 766

for each pair the count of questions one model 767

answered correctly but the other did not. To fur- 768

ther explore complementary coverage, Table 6 769

summarizes the one-vs-two scenario: for each 770

model, the number of questions it missed while 771

the other two both answered correctly. DeepSeek- 772

R1-Distill-Llama-70B failed only 3,430 (1.76%) 773

questions that HuatuoGPT-o1-70B and Qwen2.5- 774

72B both got right; HuatuoGPT-o1-70B missed 775

9,352 (4.80%); and Qwen2.5-72B missed 5,280 776

(2.71%), out of 194,925 total. Together, these re- 777

sults confirm that each model contributes unique 778

strengths and gaps, underscoring the value of en- 779

semble or multi-agent approaches in medical QA. 780

Table 7 compares the performance of vari- 781

ous LLaMA3.1 and Qwen2.5 models on sev- 782

eral key medical benchmarks, including MedQA, 783

MedMCQA, PubMedQA, and six sub-domains of 784

MMLU.Our model,ReasonMed-7B, consistently 785
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Comparison Correct by Model 1 but Incorrect by Model 2 Incorrect by Model 1 but Correct by Model 2 Total Questions

DeepSeek-R1-Distill-Llama-70B vs HuatuoGPT-o1-70B 8,168 (4.19%) 27,339 (14.03%) 194,925
DeepSeek-R1-Distill-Llama-70B vs Qwen2.5-72B 19,017 (9.76%) 23,267 (11.94%) 194,925
Qwen2.5-72B vs HuatuoGPT-o1-70B 10,018 (5.14%) 24,939 (12.79%) 194,925

Table 5: Pairwise (1-vs-1) Knowledge Domain Differences among the three models.

Model Questions Missed by This Model but Correct by Both Others Total Questions

DeepSeek-R1-Distill-Llama-70B 3,430 (1.76%) 194,925
HuatuoGPT-o1-70B 9,352 (4.80%) 194,925
Qwen2.5-72B 5,280 (2.71%) 194,925

Table 6: Collective (1-vs-2) Miss Rates: questions each model failed while the other two both answered correctly.

MedQA MedMCQA (val) PubMedQA MMLU Total Acc

Anatomy Clinical Knowledge College Biology College Medicine Medical Genetics Professional Medicine

Dataset_Count 1273 4183 1000 135 265 144 173 100 272 -

LLaMA3.1-70B 76.8 ±0.1 67.9 ±0.7 77.4 ±0.2 81.5 ±0.3 89.1 ±0.2 96.5 ±0.1 80.9 ±0.3 90.0 ±0.3 93.0 ±0.2 72.9
Qwen2.5-14B 75.6 ±0.1 63.4 ±0.8 77.6 ±0.2 75.6 ±0.4 84.9 ±0.2 88.9 ±0.3 75.7 ±0.3 90.0 ±0.3 84.2 ±0.2 69.0
Qwen2.5-32B 79.3 ±0.1 67.6 ±0.7 77.6 ±0.2 79.3 ±0.3 86.8 ±0.2 93.8 ±0.2 79.8 ±0.3 91.0 ±0.3 87.5 ±0.2 72.6
Qwen2.5-72B 81.5 ±0.1 71.2 ±0.1 76.4 ±0.2 75.6 ±0.4 86.8 ±0.2 93.8 ±0.2 77.5 ±0.3 92.0 ±0.3 88.2 ±0.2 75.6
QwQ-32B 78.1 ±0.1 65.5 ±0.7 76.4 ±0.2 75.6 ±0.4 86.8 ±0.2 93.8 ±0.2 77.5 ±0.3 92.0 ±0.3 88.2 ±0.2 72.0

Table 7: Performance Comparison of LLaMA3.1 and Qwen2.5 Series Models(over 10B) on MedQA, MedMCQA,
PubMedQA, and MMLU Benchmarks.

achieves competitive performance and even outper-786

forms much larger models on several benchmarks.787

Most notably, on PubMedQA, ReasonMed-7B sur-788

passes LLaMA3.1-70B by 4.60%, demonstrating789

the effectiveness of our dataset and fine-tuning strat-790

egy. Moreover, the model delivers strong results791

on MedMCQA and multiple MMLU medical sub-792

domains, highlighting its superior reasoning capa-793

bilities in knowledge-intensive tasks. These find-794

ings validate our multi-stage data refinement and795

Chain-of-Thought optimization strategy, establish-796

ing ReasonMed-7B as a new state-of-the-art among797

sub-10B models, and narrowing the performance798

gap with frontier 70B+ models.799

A.4 Example of model output800

Prompt

Please answer the following multiple-
choice question:
Which of the following is not true about
glomerular capillaries?
A. The oncotic pressure of the fluid leaving
the capillaries is less than that of fluid
entering it
B. Glucose concentration in the capillaries
is the same as that in glomerular filtrate
C. Constriction of afferent arteriole de-
creases the blood flow to the glomerulus
D. Hematocrit of the fluid leaving the
capillaries is less than that of the fluid

801

entering it

802

ReasonMed (temperature 0.4)

To answer this question, let’s break down
the components step-by-step:

1. Restate the question: We need to
identify which statement about glomerular
capillaries is incorrect.

2. Key clinical details and relevant back-
ground information:
- Glomerular capillaries are part of the
kidney’s filtration system.
- They filter blood to form urine.
- Oncotic pressure is the pressure exerted by
proteins in the blood.
- Glomerular filtrate is the fluid that passes
through the glomerulus.
- Afferent arterioles supply blood to the
glomerulus.
- Hematocrit refers to the proportion of
blood volume occupied by red blood cells.

3. Evaluate each candidate answer:
- "The oncotic pressure of the fluid leaving
the capillaries is less than that of fluid
entering it": This is true because as fluid
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leaves the capillaries, it carries away
proteins, reducing the oncotic pressure.
- "Glucose concentration in the capillaries
is the same as that in glomerular filtrate":
This is false. Glucose is actively reabsorbed
in the proximal tubule, so its concentration
in the filtrate is lower than in the capillaries.
- "Constriction of afferent aeriole decreases
the blood flow to the glomerulas": This
is true. Constriction reduces blood flow,
which can decrease filtration rate.
- "Hematocrit of the fluid leaving the
capillaries is less than that of the fluid
entering it": This is true. As fluid leaves the
capillaries, it carries away proteins, includ-
ing red blood cells, reducing hematocrit.

4. Rule out options that do not align with
the clinical context:
- We can rule out the first, third, and
fourth options as they align with known
physiological processes.

5. Compare any remaining choices:
- The second option stands out as the only
one that contradicts known physiology.

6. Final answer:
The statement that is not true about glomeru-
lar capillaries is: "Glucose concentration in
the capillaries is the same as that in glomeru-
lar filtrate." This is because glucose is ac-
tively reabsorbed in the proximal tubule,
leading to a lower concentration in the fil-
trate compared to the capillaries.
</think>
The chain-of-thought reasoning breaks
down the process of identifying the incor-
rect statement about glomerular capillaries
step-by-step. It involves restating the ques-
tion, providing key clinical details and back-
ground information, evaluating each candi-
date answer, ruling out options that do not
align with the context, comparing remain-
ing choices, and arriving at the final answer.
The incorrect statement identified is that
the glucose concentration in the capillaries
is the same as that in glomerular filtrate,
which is false because glucose is actively
reabsorbed in the proximal tubule.
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ReasonMed (temperature 0.5)

To answer this question, let’s break down
the key concepts related to glomerular
capillaries and evaluate each statement
accordingly.

1. **Restating the Question**: We need to
identify which statement about glomerular
capillaries is incorrect.

2. **Key Clinical Details and Background
Information**:
- Glomerular capillaries are part of the
kidney’s filtration system.
- They are responsible for filtering blood to
form urine.
- Key processes include filtration, reabsorp-
tion, and secretion.
- Oncotic pressure, glucose concentration,
blood flow, and hematocrit are important
parameters in this context.

3. **Evaluating Each Candidate Answer**:
- **The oncotic pressure of the fluid leaving
the capillaries is less than that of fluid
entering it**: This statement is true. As
blood passes through the glomerular cap-
illaries, proteins are filtered out, reducing
the oncotic pressure of the fluid leaving the
capillaries compared to the fluid entering
them.
- **Glucose concentration in the capillaries
is the same as that in glomerular filtrate**:
This statement is false. Glucose is actively
reabsorbed in the proximal tubule, so the
glucose concentration in the capillaries is
higher than in the glomerular filtrate.
- **Constriction of afferent arteriole de-
creases the blood flow to the glomerulus**:
This statement is true. Constriction of
the afferent arteriole reduces blood flow
into the glomerulus, thereby decreasing
glomerular filtration rate (GFR).
- **Hematocrit of the fluid leaving the
capillaries is less than that of the fluid
entering it**: This statement is true. As
blood passes through the glomerular
capillaries, plasma proteins are filtered out,
leading to a decrease in hematocrit in the
fluid leaving the capillaries.
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4. **Systematically Ruling Out Options**:
- The first, third, and fourth statements align
with the known physiology of glomerular
capillaries.
- The second statement contradicts the
known physiology, as glucose is actively
reabsorbed, making its concentration higher
in the capillaries than in the glomerular
filtrate.

5. **Comparing Remaining Choices**:
- Only the second statement does not align
with the expected physiological behavior of
glomerular capillaries.

6. **Final Answer**:
- The statement that is not true about
glomerular capillaries is: "Glucose concen-
tration in the capillaries is the same as that
in glomerular filtrate."

**Summary of Reasoning**:
The correct answer is that the glucose con-
centration in the capillaries is not the same
as that in the glomerular filtrate. This is be-
cause glucose is actively reabsorbed in the
proximal tubule, resulting in a higher glu-
cose concentration in the capillaries com-
pared to the filtrate. All other statements
accurately describe aspects of glomerular
capillary function.
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ReasonMed (temperature 0.6)

To determine which statement is not true
about glomerular capillaries, let’s analyze
each option step-by-step.

1. **The oncotic pressure of the fluid
leaving the capillaries is less than that of
fluid entering it:**
- Oncotic pressure is the colloid osmotic
pressure exerted by proteins in the blood
plasma. In the glomerulus, as fluid passes
through the fenestrated endothelium and
the glomerular basement membrane, some
plasma proteins are too large to pass
through. Therefore, the oncotic pressure
of the fluid that leaves the capillaries
(glomerular filtrate) is indeed lower than
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the oncotic pressure of the fluid entering
the capillaries (plasma). This statement is
true.

2. **Glucose concentration in the capil-
laries is the same as that in glomerular
filtrate:**
- Glucose is freely filtered by the glomeru-
lus, meaning that it passes from the
capillaries into the glomerular filtrate
without being reabsorbed or secreted.
Thus, the glucose concentration in the
capillaries should be equal to the glucose
concentration in the glomerular filtrate.
This statement is true.

3. **Constriction of afferent arteriole de-
creases the blood flow to the glomerulus:**
- The afferent arteriole supplies blood to the
glomerulus. Constriction of this arteriole
reduces the amount of blood flowing into
the glomerulus, thereby decreasing the
blood flow. This statement is true.

4. **Hematocrit of the fluid leaving the
capillaries is less than that of the fluid
entering it:**
- Hematocrit refers to the proportion of red
blood cells in a given volume of blood.
As fluid leaves the capillaries and enters
the glomerular filtrate, plasma proteins
are retained in the capillaries while water
and small molecules are filtered out.
Since plasma proteins contribute to the
hematocrit, the hematocrit of the fluid
leaving the capillaries (glomerular filtrate)
is actually higher than the hematocrit of the
fluid entering the capillaries (plasma). This
statement is false.

Based on this analysis, the statement that is
not true about glomerular capillaries is:

**Hematocrit of the fluid leaving the
capillaries is less than that of the fluid
entering it.**
</think>
The reasoning process involves evaluating
statements about glomerular capillaries to
identify which one is not true.
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1. The oncotic pressure of the fluid leaving
the capillaries is lower than that of the fluid
entering due to the retention of plasma
proteins. This statement is true.
2. Glucose concentration in the capillaries
is the same as in glomerular filtrate because
glucose is freely filtered. This statement is
true.
3. Constriction of the afferent arteriole
decreases blood flow to the glomerulus,
which is accurate. This statement is true.
4. The hematocrit of the fluid leaving the
capillaries is actually higher than that of
the fluid entering because plasma proteins
remain in the capillaries. This statement is
false.

Thus, the incorrect statement is that the
hematocrit of the fluid leaving the capillar-
ies is less than that of the fluid entering it.
<system />
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CoTMed (temperature 0.4)

Let’s break down the question and evaluate
each candidate answer step-by-step.

Restated Question:
Which statement about glomerular capillar-
ies is incorrect?

Key Clinical Details and Relevant Back-
ground Information:
1. **Glomerular Filtration**: Glomerular
capillaries are part of the kidney’s filtration
system where blood is filtered to form
urine.
2. **Oncotic Pressure**: This is the
osmotic pressure exerted by proteins in the
blood plasma.
3. **Glucose Concentration**: Glucose
is filtered through the glomerulus but is
reabsorbed in the proximal tubule.
4. **Afferent and Efferent Arterioles**:
These regulate blood flow into and out of
the glomerulus.
5. **Hematocrit**: The proportion of
blood volume occupied by red blood cells.

Evaluation of Each Candidate Answer:
810

1. **The oncotic pressure of the fluid
leaving the capillaries is less than that of
fluid entering it.**
- **Supporting Evidence**: As blood
passes through the glomerular capillaries,
water and small molecules are filtered out,
leaving behind a higher concentration of
proteins (and thus higher oncotic pressure).
Therefore, the oncotic pressure of the fluid
leaving the capillaries is indeed higher than
that of the fluid entering it.
- **Potential Pitfall**: This statement is
incorrect because the oncotic pressure
increases as the fluid leaves the capillaries.

2. **Glucose concentration in the capil-
laries is the same as that in glomerular
filtrate.**
- **Supporting Evidence**: Glucose is
freely filtered through the glomerulus, so
the initial concentration in the capillaries
should match the concentration in the
glomerular filtrate.
- **Potential Pitfall**: While this is gener-
ally true, glucose is actively reabsorbed in
the proximal tubule, so the concentration
in the filtrate will be lower than in the
capillaries after filtration.

3. **Constriction of afferent arteriole de-
creases the blood flow to the glomerulus.**
- **Supporting Evidence**: Constriction
of the afferent arteriole reduces blood flow
into the glomerulus, thereby decreasing
glomerular filtration rate (GFR).
- **Potential Pitfall**: This statement
is correct and aligns with physiological
principles.

4. **Hematocrit of the fluid leaving the
capillaries is less than that of the fluid
entering it.**
- **Supporting Evidence**: As blood
passes through the glomerular capillaries,
water and small molecules are filtered out,
leaving behind a higher concentration of red
blood cells (and thus a lower hematocrit).
Therefore, the hematocrit of the fluid
leaving the capillaries is indeed lower than
that of the fluid entering it.
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- **Potential Pitfall**: This statement
is correct and aligns with physiological
principles.

Systematic Ruling Out Options:
- Option 1 is incorrect because the oncotic
pressure increases as the fluid leaves the
capillaries.
- Option 2 is generally true but has a poten-
tial pitfall regarding active reabsorption.
- Option 3 is correct.
- Option 4 is correct.

Comparison of Remaining Choices:
- Option 1 is clearly incorrect based on the
physiological principles of oncotic pressure.

Final Answer:
The statement that is not true about
glomerular capillaries is:
- **The oncotic pressure of the fluid leaving
the capillaries is less than that of fluid
entering it.**

This is because the oncotic pressure in-
creases as the fluid leaves the capillaries
due to the filtration of water and small
molecules.
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CoTMed (temperature 0.5)

Let’s break down the question and evaluate
each candidate answer step-by-step:

1. **Restate the Question:**
- Which statement about glomerular
capillaries is incorrect?

2. **Key Clinical Details and Background
Information:**
- Glomerular capillaries are part of the
kidney’s filtration system.
- They are responsible for filtering blood to
form urine.
- Key processes include filtration, reabsorp-
tion, and secretion.
- Oncotic pressure, glucose concentration,
blood flow, and hematocrit are important
parameters.

3. **Evaluate Each Candidate Answer:**
813

- **The oncotic pressure of the fluid leaving
the capillaries is less than that of fluid
entering it:**
- Oncotic pressure is primarily due to
proteins in the plasma.
- As fluid leaves the capillaries into the
Bowman’s capsule, most of the proteins
remain in the capillaries.
- Therefore, the oncotic pressure of the fluid
leaving the capillaries is indeed lower than
that of the fluid entering it.
- This statement is true.

- **Glucose concentration in the capillaries
is the same as that in glomerular filtrate:**
- Glucose is filtered from the blood into the
glomerular filtrate.
- However, glucose is also reabsorbed in the
proximal tubule.
- Initially, the glucose concentration in the
capillaries and filtrate might be similar, but
as filtration occurs, the filtrate will have
more glucose.
- This statement is false because the glucose
concentration in the capillaries is typically
higher than in the glomerular filtrate due to
ongoing reabsorption.

- **Constriction of afferent arteriole de-
creases the blood flow to the glomerulus:**
- The afferent arteriole supplies blood to the
glomerulus.
- Constriction of this arteriole reduces blood
flow to the glomerulus.
- This statement is true.

- **Hematocrit of the fluid leaving the
capillaries is less than that of the fluid
entering it:**
- Hematocrit refers to the proportion of red
blood cells in the blood.
- As fluid leaves the capillaries, the remain-
ing fluid has a higher concentration of
proteins and a lower concentration of red
blood cells.
- Therefore, the hematocrit of the fluid
leaving the capillaries is indeed lower than
that of the fluid entering it. - This statement
is true.
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4. **Systematically Rule Out Options:**
- We can rule out the statements about
oncotic pressure, constriction of the afferent
arteriole, and hematocrit as they are all true.

5. **Compare Remaining Choices:**
- The only remaining choice is the statement
about glucose concentration.

6. **Final Answer:**
- The statement "Glucose concentration
in the capillaries is the same as that in
glomerular filtrate" is not true.

**Conclusion:**
The correct answer is: **Glucose concen-
tration in the capillaries is the same as that
in glomerular filtrate.** This statement is
false because the glucose concentration in
the capillaries is typically higher than in the
glomerular filtrate due to ongoing reabsorp-
tion in the proximal tubule.

815

CoTMed (temperature 0.6)

To answer this question, let’s break down
the options step by step:

1. **Restating the Question**: We need to
identify which statement about glomerular
capillaries is incorrect.

2. **Key Clinical Details and Background
Information**:
- Glomerular capillaries are part of the
kidney’s filtration system.
- They are involved in the formation of urine
through the process of glomerular filtration.
- The glomerular capillaries have a unique
structure that allows for selective filtration
of blood components.
- Oncotic pressure, glucose concentration,
and hematocrit are important factors in
understanding the function of glomerular
capillaries.

3. **Evaluating Each Candidate Answer**:
- **Option 1: The oncotic pressure of the
fluid leaving the capillaries is less than that
of fluid entering it**
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- This statement is true. Oncotic pressure
is the osmotic pressure exerted by proteins
in the blood. As fluid passes through the
glomerular capillaries, some of the plasma
proteins are too large to pass through the
filtration barrier, so they remain in the
capillaries. Therefore, the oncotic pressure
of the fluid leaving the capillaries is indeed
lower than that of the fluid entering it.

- **Option 2: Glucose concentration in the
capillaries is the same as that in glomerular
filtrate**
- This statement is false. Glucose is filtered
from the blood into the glomerular filtrate,
but the filtration process is selective. The
glomerular capillaries reabsorb glucose
back into the bloodstream, so the glucose
concentration in the capillaries is higher
than in the glomerular filtrate.

- **Option 3: Constriction of afferent
arteriole decreases the blood flow to the
glomerulus**
- This statement is true. The afferent
arteriole supplies blood to the glomerulus.
Constriction of this arteriole reduces blood
flow to the glomerulus, thereby decreasing
the glomerular filtration rate (GFR).

- **Option 4: Hematocrit of the fluid
leaving the capillaries is less than that of
the fluid entering it**
- This statement is true. Hematocrit
refers to the proportion of blood volume
occupied by red blood cells. As fluid passes
through the glomerular capillaries, plasma
proteins are retained, while water and small
molecules are filtered out. This results in
a lower hematocrit in the fluid leaving the
capillaries compared to the fluid entering
them.

4. **Ruling Out Options**:
- Options 1, 3, and 4 are all true statements
about glomerular capillaries.
- Option 2 is the only false statement among
the given options.

5. **Comparing Remaining Choices**:
817
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- Since we have identified that Option 2 is
the only false statement, there is no need
for further comparison.

6. **Final Answer**:
- The correct answer is **Option 2: Glu-
cose concentration in the capillaries is the
same as that in glomerular filtrate**. This
statement is false because the glomerular
capillaries reabsorb glucose, resulting in a
higher glucose concentration in the capillar-
ies compared to the glomerular filtrate.
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ResponseMed (temperature 0.4)

The question asks which statement about
glomerular capillaries is incorrect. Key
details include that glomerular capillaries
are part of the kidney’s filtration system,
where blood is filtered to produce urine,
and that oncotic pressure affects fluid
movement across capillary walls.

Evaluating the candidate answers:
1. The statement about oncotic pressure
is incorrect because the oncotic pressure
of fluid leaving the capillaries is actually
greater than that of the fluid entering, due
to the reabsorption of proteins.
2. The statement regarding glucose
concentration is true; glucose is filtered and
then reabsorbed, leaving its concentration
unchanged.
3. The statement about afferent arteriole
constriction decreasing blood flow to the
glomerulus is also true.
4. The statement about hematocrit is true as
well; the hematocrit of the fluid leaving the
capillaries is lower due to plasma filtration.

Thus, the incorrect statement is that "The
oncotic pressure of the fluid leaving the
capillaries is less than that of fluid entering
it." This is because the oncotic pressure
increases as proteins are retained in the
capillaries.

Final answer: The oncotic pressure of the
fluid leaving the capillaries is less than that
of fluid entering it. This statement is in-
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correct as the oncotic pressure actually in-
creases due to protein retention.
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ResponseMed (temperature 0.5)

The incorrect statement regarding glomeru-
lar capillaries is that "The oncotic pressure
of the fluid leaving the capillaries is less
than that of fluid entering it." This is false
because oncotic pressure increases as fluid
moves through the glomerulus due to the
removal of plasma proteins, leading to a
higher oncotic pressure in the capillary
blood compared to the glomerular filtrate.

The other statements are accurate:
1. Glucose concentration in capillaries is
the same as in glomerular filtrate initially,
but it is fully reabsorbed, making this
statement somewhat misleading.
2. Constriction of the afferent arteriole
does decrease blood flow to the glomerulus,
which is correct.
3. The hematocrit of the fluid leaving
the capillaries is indeed lower than that
entering, as plasma is filtered out, making
this statement true.

In summary, the first statement is the only
one that is definitively incorrect based on
the principles of glomerular filtration. Un-
derstanding these dynamics is crucial for
interpreting renal function and managing
related medical conditions.
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ResponseMed (temperature 0.6)

To determine which statement about
glomerular capillaries is incorrect, we
analyzed several options based on the
physiology of the glomerulus.

1. **Oncotic Pressure**: The oncotic
pressure of fluid leaving the capillaries is
indeed lower than that entering, as some
proteins are retained, making this statement
true.
2. **Glucose Concentration**: Glucose is
freely filtered, so its concentration is the
same in both capillary blood and glomerular
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filtrate, confirming this statement is true.
3. **Afferent Arteriole Constriction**:
Constriction of the afferent arteriole
reduces blood flow to the glomerulus,
which is also true.
4. **Hematocrit**: The hematocrit of the
fluid leaving the capillaries is higher than
that entering because plasma is filtered out,
making this statement false.

Thus, the incorrect statement is that the
hematocrit of the fluid leaving the capil-
laries is less than that of the fluid entering it.

**Final Answer**: The incorrect statement
is that the hematocrit of the fluid leaving
the capillaries is less than that of the fluid
entering it. D
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