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Abstract

Observing changes in cellular phenotypes under experimental interventions is a
powerful approach for studying biology and has many applications, including
treatment design. Unfortunately, not all interventions can be tested experimen-
tally, which limits our ability to study complex phenomena such as combinatorial
treatments or continuous time or dose responses. In this work, we explore un-
biased, image-based generative models to analyze phenotypic changes in cell
morphology and tissue organization. The proposed approach is based on generative
adversarial networks (GAN) conditioned on feature representations obtained with
self-supervised learning. Our goal is to ensure that image-based phenotypes are
accurately encoded in a latent space that can be later manipulated and used for
generating images of novel phenotypic variations. We present an evaluation of our
approach for phenotype analysis in a drug screen and a cancer tissue dataset.

1 Introduction

The study of cellular biology with microscopy images is widespread for observing phenotypes and
investigating their responses to perturbations [1, 2]. With the advent of automated imaging systems
and high-throughput platforms, it is now possible to create very large imaging datasets that scan
a large space of biological variation [3]. Computational methodologies and machine learning are
increasingly used to quantify and profile biological events in such large image collections [4–6].
However, despite increased capacity for data production, the full space of biological variation is too
large to explore experimentally. For instance, millions of compounds need to be tested in thousands of
diseases with specialized imaging to evaluate their individual ability for affecting cellular phenotypes.

Here, we ask the question: can generative AI augment the experimental analysis of image-based
biological research? Generative models have shown remarkable success in computer vision and
natural language processing, resulting in methods that can successfully generate natural images given
text prompts [7, 8]. However, cellular images are rarely annotated with rich language descriptions,
limiting the use of such approaches for biological analysis. In principle, unconditional generative
models can be used for capturing the visual variation in an image collection and to explore new
realistic images [9–11]. Unfortunately, generating realistic images alone is not informative for
biological studies, and instead, the ability to control phenotypic variation is necessary for advancing
discovery projects. Recently, weakly supervised generative models have been investigated to study
cellular variability [12] and fluorescent channel prediction [13], by conditioning the generative
process on known experimental interventions.
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Figure 1: Illustration of the Decoupled Self-supervised Autoencoder. a) Input images are mapped to a feature
space using a pre-trained encoder. Features are decoded back to reconstructed images with a finetuned decoder.
b) Overview of the network architectures, trained independently and connected through a transformation layer.

In this paper, we approach the problem of unbiased image-based phenotype generation with a
conditional model. Our model is entirely image-based requiring no textual or categorical annotations
to fully leverage the wealth of information contained in biological images alone. We focus on
unbiased, image-based models for three reasons: 1) Image-based cellular profiling has shown
remarkable ability to reveal phenotypic variation in many perturbation studies [14–18], even with
classical features [19, 20]. This highlights the importance of prioritizing images as a powerful and
independent probe of biological activity. 2) Although experimental annotations are usually available
for weakly supervised learning [21], these annotations may contain biases [16, 22] or may miss
unique variation, such as cellular heterogeneity. 3) Advances in self-supervised learning in computer
vision have made tremendous progress and manual annotations, captions or similar descriptions are
no longer needed to achieve state-of-the-art performance [23, 24]. This is a unique opportunity to
realize the full potential of images as a source of phenotypic information in biological experiments.

Our main hypothesis is that images of phenotypes not observed experimentally can be generated by
manipulating observed phenotypes in a sufficiently rich feature space. To this end, we propose an
approach where representation learning is decoupled from the generative modeling of image data.
We first learn a feature representation in a self-supervised manner to obtain rich image features of a
given phenotype. We show that the resulting feature space preserves accurate phenotypic information
without using any type of semantic supervision. Next, we train a generative model to decode image
features from this rich feature space, ensuring that images are reconstructed according to the true
visual structures. Our approach resembles auto-encoder systems where encoder and decoder networks
are trained together to learn image features and image reconstruction. Our method differs from
auto-encoders in two key ways: first, we train the encoder and decoder separately, with loss functions
specialized for each task following recent advances in representation learning [25, 26] and image
generation [27, 28]. This brings together the best of both worlds in a new type of auto-encoder that
we call Decoupled Self-supervised AutoEncoder (DSAE). Our experiments show that this makes our
approach more reliable for generative analysis of cellular phenotypes.

2 Approach

To efficiently analyze image-based phenotypes in an unbiased way, we aim to capture high-quality
image features that could be used in many downstream tasks. Having a unified representation for
image analysis facilitates consistency and interpretation across tasks, whereas training independent
models specialized for each task may result in conflicting or misaligned outcomes. In addition,
unbiased analysis of cellular phenotypes means that we do not constraint our models with prior
knowledge about the experiments, but instead we let the image data explain the phenotypic variation
on its own. Therefore, we consider the generative modeling problem as an additional downstream
task that can be conditioned on unbiased image features. In that way, image-based phenotypes
can be interpreted by exploring their natural transitions between perturbation states [12], or can be
manipulated to estimate cellular responses in unobserved states.

To this end, we build an encoder-decoder network that learns representations and generates image
samples (1). We independently train the encoder without category labels or manual annotations using
self-supervised learning, which produces semantic discriminative embeddings [29]. The decoder is
trained separately using unconditional generative modeling to capture the visual distribution of the
image collection. Once both networks produce satisfactory results, we connect them with the goal of
reconstructing images given their feature representations.
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Decoupled Self-supervised Auto-Encoder (DSAE). The encoder architecture is a Vision Trans-
former (ViT) network [30]. To train the encoder, we follow the self-DIstillation with NO labels
(DINO) [29] approach to self-supervision, which trains a student and a teacher network with the
same architecture but different parameters. With a fixed teacher, the student network is trained with
gradient descent to match the teacher outputs after both are presented different augmented views
of the same image. The parameters of the teacher network are calculated as an exponential moving
average of the student network. In our experiments, we train a ViT small 16 × 16 transformer
network as our encoder backbone, which has been shown to exhibit excellent performance in multiple
classification benchmarks [31, 32, 24]. Our decoder follows the GANformer architecture [33], which
is composed of bipartite transformer layers where attention is computed between two sets of elements.
The bipartite transformer computes attention between a set of input elements and a set of latent
vectors, in such a way that the computational cost is reduced by controlling the number of latents. The
bipartite transformer allows to compute two types of attention, simplex and duplex attention, which
propagates information in one or both directions of the interacting elements. We adopt the duplex
attention mechanism in our experiments. Many of these elements make the GANformer network an
excellent decoder under the generative adversarial training regime, including memory efficiency for
high-definition synthesis, and faster convergence.

Assembling the Encoder-Decoder Both the encoder and the decoder are first trained separately
on the same image dataset, which enables independent control over their optimization choices and
hyperparameters. Furthermore, our decoupled strategy can build an efficient autoencoder by reusing
the weights of encoder and decoder networks that are pre-trained. Consider the encoder E and the
decoder G, both pre-trained on an image collection X separately. We replace the input of G from
a random-noise latent vector to the output of E. Specifically, let z ∈ Rn be the feature embedding
(CLS token) of an image x obtained with the ViT encoder z = E(x). Then, the decoder receives
transformed feature embeddings G(τ(z)), where τ is a linear transformation τ : Rn −→ Rm that maps
z to the corresponding input space of G. Then, we implement an additional loss term over the feature
embeddings of real and fake images that resembles a perceptual loss [34] under a cycle-consistency
constraint [35] to finetune G. Images generated by the decoder x̂ = G(z) are processed by the fixed
encoder network ẑ = E(x̂), which are expected to match the features of the original image x using
L1 norm as follows:

LFcc = Ex [||z − ẑ||1]
= Ex [||E(x)− E(G(E(x)))||1]

(1)

3 Experiments

Datasets We used two bioimage datasets in our evaluation as follows: A) Tissue dataset: known as
NCT-CRC-HE-100K dataset [36], it includes 100,000 RGB image patches from colorectal cancer
samples in human tissues. We use the color-normalized image patches at 224x224 pixels, which are
organized in nine classes. For validation, the CRC-VAL-HE-7K subset that includes 7,180 image
patches is used. B) Cellular dataset: the BBBC021 [37, 38] dataset was used to study the effect of
chemical compounds over various doses on human breast cancer cells. We used the subset with 103
compound-concentration pairs for the classification of 12 mechanism-of-action categories.

Baselines For evaluation, we consider a diverse set of autoencoder models: 1) Variational Au-
toencoder (VAE) [39], widely used model for images and other data types. 2) Bidirectional GAN
(BiGAN) [40] learns the reverse mapping from pixel space to the latent space as feature extractor. 3)
Style Adversarial Latent Autoencoder (StyleALAE) [41] improves representation learning and image
generation simultaneously. 4) Dual Contradistinctive VAE (DC-VAE) [42] combines contrastive and
discriminative loss terms to improve features and image generation.

Architectures We implemented and evaluated our approach using three network architectures to
understand their impact on performance: 1) CNN: The convolutional architecture of StyleGANv2
[43], with a skip-type generator and style blocks for the decoder. 2) ResNet: This configuration
only replaces the encoder from the CNN above and uses a regular ResNet50 architecture instead.
3) ViT: The encoder is a ViT-small network with input patches of 16× 16 pixels. The transformer
architecture of the decoder follows StyleGANv2 with additional bipartite attention modules in all
layers. Image transformations can have a strong impact on learned representations [44, 45], so we
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Figure 2: Performace comparison among models in two datasets: tissues (left) and cells (right). Horizontal
axis: quality of representations (F1-score). Vertical axis: quality of image reconstructions (perceptual distance).
Middle panel: example reconstructions for both datasets.

adjusted them for each dataset after empirical evaluations. In the tissue images case, we followed
traditional RGB image augmentations to train the encoder, including random flip, color jittering,
random grayscale, gaussian blurring, solarization and normalization. In the cellular images case, we
implemented channel-indpendent randomized brightness and contrast changes, as well as random
flips and rotations.

4 Representation and Image Synthesis Evaluation

Unbiased feature representations should capture the semantic structure of images and all their im-
portant discriminative details to support phenotyping. Thus, we conducted a quantitative evaluation
of the representations in both datasets to verify whether the encoder has sufficient ability to capture
biologically relevant features of cellular and tissue morphology. Given that our decoder is conditioned
on image features, we want to ensure that the conditional variable is indeed meaningful for biological
analysis. We follow standard practice for evaluating representations and implement linear (Tissues)
and 1-NN (cells) classifiers to test performance. All classifiers were trained with the feature represen-
tations extracted from the encoder models. Results for classification performance are reported with
the F1-score in the horizontal axis of Figure 2, showing that our encoder extracts richer discriminative
features and outperforms all other models. The main reason for this success is that we train the
encoder separately, while previous approaches train it jointly with the generator.

We next evaluated image reconstruction given its features. Ideally, we would like to reverse the
process and recreate the exact same image. Realistically, we expect the reconstructions to exhibit
the most significant characteristics of the input image as faithfully as possible. Thus, we employ
the perceptual distance (PD) based on the VGG network [46] to evaluate reconstruction similarity.
The results are reported in the vertical axis of Figure 2. In contrast to the classification tasks,
image reconstruction performance results are mixed and our approach (DSAE) obtains the best
reconstruction performance in the tissue dataset, but seems to underperform in the cellular images
dataset. After qualitative inspection of the reconstructed images we observe that samples generated
by DSAE are realistic and very consistent with the general semantic features of the original image in
both datasets. One of the reasons for this discrepancy in quantitative results is that the VGG-based
perceptual distance is tuned to identify differences in natural RGB images, and the images of cells are
out of that distribution in many ways, making it only an approximation of generative performance.

5 Latent image manipulation

Here, we explore image-based phenotype manipulations for interpreting biological experiments. We
use a subset of the BBBC021 cellular dataset, which includes images of cancer cells treated with
113 compounds across eight different concentrations. To understand how compounds change cellular
structure, we follow a common interpretation procedure of treatment effect based on comparing
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control cells vs. treated cells. First, we created a DSAE model, projected the images into the feature
space and normalized them to minimize the effect of technical variations [14]. Figure 3 visualizes
single cells treated with various chemicals using the UMAP algorithm [47], with untreated cells in
red and treated cells in gray. We also color cells treated with two chemicals over eight concentrations
in blue (AZ-J) and green (AZ-A). To understand variations between untreated and treated cells in the
underlying latent space we estimated the trajectory from the red cloud to the blue or green clouds
using linear interpolations between their central points. Any point in this trajectory can be decoded
using the the generative model of the DSAE, resulting in a smooth, continuous visualization of the
transition of states, even when some of these were not collected experimentally in the lab.

Figure 3: Effect of treatments on cells in the BBBC021 dataset.
Images in the purple and yellow boxes are generated examples
interpolated between the given phenotypes.

Note that the feature space encodes
untreated cells in the center and
treated cells in the periphery, which
is a meaningful biological pattern au-
tomatically discovered by the self-
supervised algorithm. Also, the far-
ther away the points are from the cen-
ter red cloud, the higher the dose of
the compounds, as displayed by the in-
creasingly darker shades of blue and
green of the corresponding treated
points going from center to periphery.
Importantly, the conditional genera-
tive model is able to generate images
of intermediate phenotypic states after
operating this latent space with sim-
ple manipulations. While other au-
toencoders are able to produce smooth
transitions in the latent space, our ap-
proach is based on unbiased features
that can be reliably used for other
downstream analyses.

This evaluation is an average case in-
terpolation that shows how useful the latent space and generative modeling approach can be in
practice. However, image-based experiments contain more information, including a large amount of
variation that is unexplained by experimental parameters, such as cell heterogeneity. Other analyses
can be designed by introducing additional variables in the manipulation of the latent space, including
weakly supervised feature transformations, factor analyses, and linear discriminant analysis, among
others. These types of transformations can open the way to ask more sophisticated queries about the
experiment, including how a single cell would respond under a different perturbation. Our method
has the potential to support such developments, and we leave these possibilities open for future work.

6 Conclusions

In this work, we explore the potential of generative models for unbiased image-based phenotypic
analysis and interpretation. Our approach is entirely image based and allows us to augment ex-
isting experimental image collections with synthetically generated images. An important aspect
of our approach is that the generative model is conditioned on visual features obtained through
self-supervision. This conditional mechanism does not require manual annotations and controls the
generation of unobserved phenotypes to exist with respect to other observed phenotypes thanks to
a feature space that captures relevant biological variation. We explored this property with simple
latent space interpolations, and we envision the use of powerful probabilistic reasoning in the latent
space as part of our future work. Our model is similar in spirit to image auto-encoders, however, we
separate the representation learning from the generative modeling following a decoupled training
strategy that leverages advances of both research fields to their full potential. The decoupled nature of
the proposed DSAE paves the way to connect large pre-trained image (foundation) models with other
successful generative models (e.g., diffusion models) in a modular way. This, together with improved
latent space analysis, will enable increasingly accurate predictions of unknown cellular states.
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