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Abstract

Despite the success of pretrained masked lan-001
guage models (MLM), why MLM pretraining002
is useful is still a question not fully answered.003
In this work we theoretically and empirically004
show that MLM pretraining makes models ro-005
bust to lexicon-level spurious features, partly006
answering the question. Our explanation is007
that MLM pretraining may alleviate problems008
brought by simplicity bias (Shah et al., 2020),009
which refers to the phenomenon that a deep010
model tends to rely excessively on simple fea-011
tures. In NLP tasks, those simple features012
could be token-level features whose spurious013
association with the label can be learned easily.014
We show that MLM pretraining makes learn-015
ing from the context easier. Thus, pretrained016
models are less likely to rely excessively on017
a single token. We also explore the theoreti-018
cal explanations of MLM’s efficacy in causal019
settings. Compared with Wei et al. (2021), we020
achieve similar results with milder assumption.021
Finally, we close the gap between our theories022
and real-world practices by conducting experi-023
ments on real-world tasks.024

1 Introduction025

The question “why is masked language model026

(MLM) pretraining (Devlin et al., 2019; Liu et al.,027

2019) useful?” has not been totally answered. In028

this work, as an initial step toward the answer, we029

show and explain that MLM pretraining makes the030

model robust to lexicon-level features that are spu-031

riously associated with the target label. It gives032

the model a better generalization capability under033

distribution shift.034

Previous studies have empirically shown the035

robustness of MLM pretrained models. Hao036

et al. (2019) show that MLM pretraining leads to037

wider optima and better generalization capability.038

Hendrycks et al. (2020) and Tu et al. (2020) show039

that pretrained models are more robust to out-of-040

distribution data and spurious features. However,041

Figure 1: The pitfall of simplicity bias: The solid line
is a simple (linear) decision boundary that utilizes only
one dimension, while the dashed line is a more com-
plex decision boundary that utilizes two dimensions
and maximizes the margin.

it remains unanswered why pretrained models are 042

more robust. 043

We conjecture that models trained from scratch 044

suffer from the pitfall of simplicity bias (Shah et al., 045

2020) (Figure 1). Shah et al. (2020) and Kalimeris 046

et al. (2019) showed that deep networks tend to 047

converge to a simple decision boundary that in- 048

volves only a few features. The networks may not 049

utilize all the features and thus may not maximize 050

the margin, which results in worse robustness. A 051

consequence of this could be that a model may 052

excessively rely on a feature that has spurious asso- 053

ciation with the label and ignore the other features 054

that are more robust. In the studies of Shah et al. 055

(2020) and Kalimeris et al. (2019), they investi- 056

gated networks with continuous input. Lovering 057

et al. (2021) discovered similar results on synthetic 058

NLP tasks, where the inputs are discrete. We will 059

further explore this discrete setting in this work. 060

We start the exploration with the following as- 061

sumptions: Let the sentence, label pair be X,Y . 062

Assumption 1. We assume that from X , we can 063

extract two features X1 and X2. 064

Assumption 2. X1 is a spurious feature that has 065

strong association with Y . Specifically, it means 066

that, solely relying on X1, one can predict with 067

high accuracy, but cannot be 100% correctly. 068

Assumption 3. X2 is a robust feature based 069
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on which Y can be predicted with 100% accu-070

racy. Namely, there exists a deterministic mapping071

fX2→Y that maps X2 to Y .072

The assumptions above are realistic in some NLP073

tasks. In NLP tasks, the inputX is a sequence of to-074

kens. Some tasks satisfy Assumption 1: X can be075

decomposed into X1 and X2, where X1 is the pres-076

ence of certain tokens, and X2 is the context of the077

token. Thus, X2 has a much higher dimensionality078

than X1. As shown by the analysis of Gardner et al.079

(2021), there are indeed datasets where Assump-080

tion 2 is true. However, if Assumption 3 is true,081

we would desire the model to rely on X2, which082

contains the semantic of the input X .083

With these assumptions, in Section 2 we empiri-084

cally demonstrate that spurious features in discrete085

inputs can cause problems as in the continuous086

cases (Shah et al., 2020; Kalimeris et al., 2019).087

We show that, possibly due to the simplicity bias,088

a deep model is likely to excessively rely on X1089

and to rely on X2 less. In Section 3.1 and Sec-090

tion 3.2 we provide a theoretical explanation of how091

MLM pretraining makes a model robust to spurious092

features. Let Π(1) be the conditional probability093

P (X1|X2). We show (1) the relation between the094

mutual information I(Π(1);Y ) ≥ I(X1;Y ) and095

that (2) the convergence rate of learning from Π(1)096

is of the same order as learning from X1. That097

is, when the MLM model can perfectly model the098

probability P (X1|X2) and thus generate perfect099

Π(1), learning from Π(1) is as easy as learning from100

X1. As a result, the model will be more likely to101

rely on Π(1). Since Π(1) is estimated based on X2,102

higher reliance on Π(1) also implies higher reliance103

on the robust feature X2. This avoids the pitfall of104

simplicity bias that the model relies excessively on105

X2. To relax Assumption 3, we make one step fur-106

ther by considering causal settings in Section 3.3.107

The above results partly explain why MLM pre-108

trining is useful for NLP. Denote a sequence of109

tokens as X = 〈X1, X2, · · · , XL〉. During the110

MLM pretraining process, each token is masked111

randomly at certain probability, and the training112

objective is to predict the masked tokens with the113

maximum likelihood loss. As a result, the model114

is capable of estimating the conditional probability115

P (Xi|X\Xi) for all i = 1, 2, · · · , L. Even though116

which of the tokens is spurious is unknown, as long117

as the spurious token has non-zero probability to118

be masked during pretraining, MLM can estimate119

its distribution conditioned on the context and thus120

can reduce the reliance on it. 121

Finally, we close the gap between our theories 122

and reality. One major gap is that, in reality, we 123

do not use the conditional probability for down- 124

stream tasks. Instead, we feed the input X without 125

masking any token and fine-tune the model along 126

with a shallow layer over its output. Regardless of 127

that, we hypothesize that the robustness brought 128

by MLM pretraining still exists. To prove that, in 129

Section 4 we use the toy example and verify the 130

effect of MLM pretraining when using the common 131

practice for fine-tuning. In Section 5, we validate 132

our theories with two real-world NLP tasks. 133

To sum up, our study leads to new research di- 134

rections. Firstly, we provide a new explanation 135

of MLM pretraiing’s efficacy. Unlike the pre- 136

vious purely theoretical studies (Saunshi et al., 137

2021; Wei et al., 2021), our assumptions are milder 138

and more realistic. Secondly, we study NLP ro- 139

bustness from the perspective of self-supervised 140

model. Since self-supervised trained embeddings 141

have been widely used since Word2vec (Mikolov 142

et al., 2013), and it is indispensable to the gener- 143

alization to unseen data, a better understanding of 144

self-supervised embeddings should be important 145

for future research. 146

2 A Toy Example 147

To show that spurious association can cause diffi- 148

culty of convergence, we construct a toy example 149

with variables X1, X2, Y that satisfy the assump- 150

tions. We make X1 depends only on X2, so it is 151

not a caustic feature of Y . Let the dimension of 152

the random variables X1 and X2 be 2 and d2 re- 153

spectively. Their value x1 ∈ X1 = {e1, e2} and 154

x2 ∈ X2 = {e1, · · · , ed2}, where ei is the one- 155

hot vector whose ith element is 1. We control the 156

strength of the association between X1 and Y with 157

ν < 0.5, making X1 = Y with probability 1 − ν. 158

Specifically, denote with Ẋ2 the middle 2νd2 di- 159

mensions of X2, i.e. the bd2/2 − νd2cth to the 160

bd2/2 + νd2cth elements in X2. We consider the 161

following random process: 162

X2 = ei, i ∼ Uniform(1, d2)

Y =

{
−1 if X2 = ei for some i < d2/2

+1 otherwise

X1 =

{
ei, i ∼ Uniform(1, 2) If ẋ2 6= 0

f(X2) Otherwise
,

(1) 163
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1 layer 2 layers 3 layers
d2 ν w/o w/o pre w/ pre w/o pre w/ pre

50

0.04 3680 (189.5) 691 (55.8) 614 (169.1) 302 (47.2) 249 (53.7)
0.10 2664 (121.2) 530 (30.6) 441 (134.9) 242 (27.6) 180 (37.5)
0.25 1420 (96.0) 352 (23.8) 300 (62.0) 179 (13.8) 148 (28.7)
0.50 306 (79.8) 141 (40.7) 118 (33.4) 106 (23.1) 89 (24.0)

100

0.04 5466 (170.1) 945 (57.2) 689 (225.3) 431 (51.1) 275 (72.1)
0.10 3789 (99.2) 677 (32.2) 478 (142.9) 317 (30.3) 208 (44.3)
0.25 1952 (64.9) 428 (13.1) 330 (85.0) 214 (16.2) 169 (32.5)
0.50 330 (78.0) 156 (34.0) 133 (41.2) 128 (28.2) 112 (36.1)

500

0.04 11127 (265.9) 1953 (112.5) 857 (442.6) 792 (69.8) 431 (88.4)
0.10 7912 (169.2) 1279 (67.5) 657 (234.9) 550 (46.7) 402 (97.0)
0.25 4321 (152.3) 772 (35.5) 501 (133.5) 399 (42.3) 391 (66.0)
0.50 576 (150.0) 392 (70.2) 407 (81.1) 367 (69.1) 386 (80.0)

Table 1: The number of iterations a model w/ or w/o pretraining requires to converge. The number is the average
of 25 runs with different random seeds, and the number in parentheses is the standard deviation.

where f(X2) = e1 if X2 = ei for some i < d2/2,164

and f(X2) = e2 otherwise 1. In this way, predict-165

ing Y solely based on the spurious feature X1 can166

achieve accuracy 1− ν.167

We conduct experiments to inspect the effect168

of the strength of spurious association between169

X1 and Y . We train linear networks by drawing170

batches of i.i.d. ([X1;X2], Y ) pairs from the ran-171

dom process defined in 1. We use Adam optimiza-172

tion with learning rate 0.001 and the cross-entropy173

loss. In addition to single-layer linear networks, we174

also try over-parameterized 2-layer and 3-layer lin-175

ear networks. The hidden size is [10, 32]. Since it is176

a linear separable problem, we can check whether177

the learned weight can lead to 100% accuracy in178

the defined distribution. We check it every 25 it-179

erations. We say a model has converged if it is180

100% accurate for 5 consecutive checks. We re-181

port the number of the iterations required before it182

converges for different ν and d2.183

Even though it is a linear-separable convex opti-184

mization problem, our results in Table 1 show that185

the strength of the spurious association can impact186

the number of iterations required to converge. We187

observe that when ν < 0.5, the models tend to be188

trapped by the spurious feature, sticking at accu-189

racy 1−ν for iterations. When the spurious relation190

between X1 and Y is stronger, i.e. ν is smaller, the191

number of iterations required to converge is larger.192

In addition, the number of iterations is also larger193

when the d2 is larger. An intuitive explanation is194

1Uniform(a, b) is the uniform distribution over {n}bn=a.

that the learning signal from X2 is more sparse 195

when d2 is larger. 196

3 A Theoretical Explanation of the 197

Efficacy of MLM Pretraining 198

3.1 P (X1|X2) is More Informative Than X2 199

The toy example above motivates us to consider 200

the information contained in P (X1|X2). In the 201

toy example, when predicting P (Y = 0|X), if we 202

simply output P (X1 = e1|X2), then the accuracy 203

of our prediction of Y will be as high as predicting 204

Y solely based onX1. It motivates us to inspect the 205

reliability of the estimated P (X1|X2) as a feature 206

for the prediction of Y compared to X1. Let Π1 = 207

P (X1|X2) be a |X1|-dimensional random variable 208
2. We can prove that when P (X1|X2) is estimated 209

perfectly, Π1 is at least as informative as X1. 210

Lemma 1. When X1, X2 are discrete, if Π1 per- 211

fect, namely Π1 = P (·|X2), then the mutual in- 212

formation I(X1; Π1) = I(X1;X2). (Proof: Ap- 213

pendix A.1) 214

Compared to previous works (Hjelm et al., 215

2019; Belghazi et al., 2018; Oord et al., 2018) 216

that show some self-supervised training objec- 217

tives are lower bounds of the mutual information 218

I(X1;X2), we directly show that the output of the 219

MLM, Π, maximizes the mutual information, since 220

I(X1; f(X2)) ≤ I(X1;X2) for any f . Moreover, 221

instead of explaining the efficacy of pretraining 222

2We will omit the subscript of Π1 when there is no ambi-
guity.
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with the infomax principle (Linsker, 1988; Bell223

and Sejnowski, 1995), our theories below provide224

a different perspective.225

Theorem 1. If Π is perfect,226

I(Π;Y ) ≥ I(X1;Y ) (2)227

Proof. Since Π is perfect, by Lemma 1, we have228

I(X1;X2) = I(X1; Π). (3)229

By data processing inequality, Equation 3 implies230

I(X1;X2|Π) = 0. By Assumption 3, a determinis-231

tic mapping fX2→Y fromX2 to Y exists. Applying232

data processing inequality again, we have233

I(X1, X2|Π) ≥ I(X1, fX2→Y (X2)|Π)

= I(X1, Y |Π) ≥ 0,
(4)234

which implies I(Y,X1|Π) = 0. Accordingly,235

H(Y |Π) = H(Y |X1,Π) ≤H(Y |X1) (5)236

237

Theorem 1 shows that Π is a more informative238

feature than X1. However, a model does not neces-239

sarily rely more on a more informative feature. We240

will discuss more in the next section.241

3.2 Learning from Π is Easy242

It is important that learning from Π is easy. Be-243

cause of simplicity bias, a neural network model244

is likely to rely on the easy-to-learn features (Shah245

et al., 2020; Kalimeris et al., 2019). We conjec-246

ture that a model excessively relies on the spurious247

feature X1 when learning from X1 is easier than248

learning from the robust feature X2. If learning249

from Π is easy, then the model will rely on Π more250

and thus will rely on X1 less. However, features251

with higher mutual information to Y are not nec-252

essarily easy to learn. For instance, although X2253

is more informative, models tend to rely on X1 in-254

stead of X2 at the beginning of the training process.255

To show that MLM can mitigate the issue brought256

by simplicity bias, we need to show learning from257

Π is easy.258

Therefore, we have the following theorem that259

implies learning from Π is at least as easy as learn-260

ing from X1:261

Theorem 2. Let h̃(Dn)
X1

: X1 → Y be the262

classifier trained with MLE loss using n data263

pairs (x
(1)
1 , y(1)), (x

(2)
1 , y(2)), · · · (x(n)

1 , y(n)), and264

Z X1

X2

Y

(a) Causal setting

Z Y

Q

X1

X2

(b) Anticausal setting

Z X2

X1

Y

X3

(c) A case where I(Π3;Y ) ≥
I(Π1;Y ) is possible.

Figure 2: The causal settings of the (X,Y ) pairs.

the converged classifier be h̃∗X1
. There exists a 265

learning algorithm, which generates h̃(Dn)
Π : Π→ 266

Y using (π(1), y(1)), (π(2), y(2)), · · · , (π(n), y(n)), 267

such that the following three properties are satis- 268

fied: (1) 269

E
[
DKL

[
h̃

(Dn)
Π

∥∥∥ h̃∗Π]] = O

(
1

n

)
, (6) 270

which is asymptotically at the same rate as 271

E
[
DKL

[
h̃

(Dn)
X1

∥∥∥ h̃∗X1

]]
. (2) Over the distribution 272

of (X,Y ), the expected loss of the converged clas- 273

sifier h̃∗Π is not greater than the expected loss of 274

h̃∗X1
. (3) h̃∗Π is a linear model, whose input is Π. 275

(Proof: Appendix A.2) 276

The remaining question is whether deep learning 277

models used in common practices can perform at 278

least as well as the algorithm in Theorem 2. Indeed, 279

without any knowledge of deep learning models, 280

it is impossible to theoretically prove that a model 281

will necessarily rely on Π instead of X1. There- 282

fore, in Section 4 and Section 5 we will empirically 283

validate that our theorems are applicable in the real 284

world scenarios. 285

3.3 Extending with Causal Models 286

Before we validate our theories empirically, we 287

make a step further by relaxing Assumption 3. We 288

do so by treating X2 as a confounder, and then we 289

can see how MLM pre-training is helpful in the 290

causal and anticausal settings. 291
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Ours Wei et al. (2021)

structural assumption X,Y follow Figure 2b. X,Y follow an HMM.
linear independence assum. {P (X1|y)|y ∈ Y} {P (X0|H0 = h)|h ∈ H}
implication I(P (X1|X2);Y ) = I(X2;Y ) I(P (H0|X);Y ) = I(X;Y )

Table 2: Comparison between Theorem 4 in this work and Theorem 3.3 in Wei et al. (2021).

Theorem 3. Even if Assumption 3 is not true, The-292

orem 1 still holds if X1, X2, Y follow the causal293

setting in Figure 2a.294

Proof. By the structure of X1, X2, Y , inequality 4295

holds even if the deterministic mapping fX2→Y296

does not exist.297

Theorem 4. Assume that the set of vectors298

{P (X1|Y = y)|y ∈ Y} is linear independent,299

and if X1, X2, Y follow the anticausal setting in300

Figure 2b, then I(Π, Y ) = I(X2, Y ).301

Proof. The assumption is a special case of the one302

in (Lee et al., 2020), so similar techniques can be303

used: According to the structure of X1, X2, Y , we304

have305

P (X1|X2) =
∑
y

P (X1|y)P (y|X2). (7)306

Therefore, if {P (X1|Y = y)|y ∈ Y} is linearly307

independent, P (y|X2) can be recovered from Π =308

P (X1|X2).309

Note that this theorem is very similar to Theo-310

rem 3.3 in Wei et al. (2021). However, the assump-311

tions required in ours are weaker and more realistic,312

and the implication is very similar (Table 2): (1)313

Structure assumption: Wei et al. (2021) assumed314

that X is generated from a HMM process with315

hidden variables H0, H1, · · · , which is stronger as-316

sumption than our assumption that X1, X2 follow317

the anticausal setting. (2) Independence assump-318

tion: Wei et al. (2021) assumed that the vectors in319

{P (X0|H0 = h)|h ∈ H} need to be linearly inde-320

pendent. In comparison, we require only the inde-321

pendence in {P (X1|Y = y)|y ∈ Y}. Our assump-322

tion is more realistic because the number of hidden323

states |H| must be very large if X is generated324

from the HMM model, and |Y| tends to be much325

smaller than |H|. For example, in binary classifica-326

tion cases, our assumption holds as long as P (X1)327

is not independent of P (Y ). (3) Implication: If328

we further assume that I(X2;Y ) = I(X;Y ), then329

we reach a similar conclusion that P (Y |X) can330

be recovered from Π = P (X1|X2) by applying a 331

linear function. 332

3.4 Limitations of Our Theorems 333

Our theories do not ensure that Π1 is the most in- 334

formative feature to learn from. Consider tokens 335

in a sentence X = 〈X1, X2, · · · , XL〉 and let Πi 336

be the conditional probability P (Xi|X \ Xi). A 337

token with spurious association with the label can 338

locate arbitrary position in the sentence, and its 339

location is unknown during pretraining. That is, 340

the pretrained model is able to generate Πi for all 341

i. Without loss of generality, assume X1 is the 342

spurious token. It is possible that there exists some 343

i such that I(Π1;Y ) < I(Πi;Y ), and that Πi is 344

predicted relying on X1. Concretely, here is an ex- 345

ample for the causal setting with three features: X3 346

is independent of X1 and X2 given Y (Figure 2c). 347

Using the results in Theorem 4, there is a linear 348

mapping that can recover P (Y |X1, X2) from Π3. 349

Therefore, it is possible that I(Π3;Y ) > I(Π1;Y ) 350

if I(X1, X2;Y ) > I(Π1;Y ) depending on the dis- 351

tribution of the data. We leave the study of I(Πi;Y ) 352

for future work. 353

Another limitation is that, in practice, NLP prac- 354

titioners do not use the conditional probability pre- 355

dicted by the pretrained model. Instead, people 356

stack a simple layer over the pretrained model, and 357

fine-tune the whole model on downstream tasks. 358

Regardless of this, we conjecture that the represen- 359

tation encoded by a MLM pretrained model still 360

contains the information of {Πi}ni=1 and thus is 361

robust to spurious lexicon-level feature. 362

4 Toy Example with a Pretrained Model 363

As the first step to close the gap between our the- 364

ories and the real world, we repeat the toy exper- 365

iments with pretraining. Before fitting the model 366

with Y , we first pretrain the first layer to predict 367

X1 based on masked X . What we want to show is 368

that, after pretraining, the representation encoded 369

by the layer will have the equivalent role of Π even 370

when the input is not masked. 371
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Specifically, the experimental design is as fol-372

lows: We use the two-layer and three-layer MLP373

architectures same as in Section 2. When pretrain-374

ing, we mask X1 in X by using X ′ = [0, 0;X2] as375

inputs. Let the output from the first linear layer as376

Z = WX ′. The loss function is the cross-entropy377

between X1 and the softmax over [z1, z2]. After378

pretraining, we fine-tune the pretrained model with379

([X1;X2], Y ) pairs, and report the average number380

of iterations required to converge for 25 different381

random seeds.382

We want to eliminate the possibility that the383

faster convergence of the pretrained model is be-384

cause of larger initial weights over X1. Therefore,385

after pretraining, we manually create a path from386

X1 to Z. We do so by initializing the weights of the387

third and fourth row of W with [k,−k, 0, · · · , 0]388

and [−k, k, · · · , 0, 0] respectively, where k is the389

average of the absolute value of the weights in the390

pretrained part, i.e. the weights of the first two rows391

in W . In this way, the information from X1 has the392

same scale as the pretrained representation [Z1, Z2],393

and thus it can compete with [Z1, Z2] fairly.394

Table 1 shows that pretraining can always reduce395

the number of iterations required to converge when396

ν < 0.50. The effect is more significant when d2397

is larger. It could be because of the higher sparsity398

of the learning signal from X2 when d2 is larger.399

We further inspect how the importance over the400

inputs changes in the process of training. The im-401

portance can be inferred from the product of the402

linear layers. We observe that if the model is not403

pretrained, the weights over X1 grow faster than404

the weights over X2 at the beginning (the first row405

Figure 3). The model cannot converge to 100%406

accuracy until weights on Ẋ2, the middle dν × d2e407

dimensions ofX2, become greater than the weights408

on X1. In addition, after the model converges,409

weights over X1 is still greater than weights over410

X2. On the other hand, if the model is pretrained,411

weights over X1 stop growing after a few steps412

(the second row in Figure 3). The above obser-413

vations are aligned with our conjecture that the414

pretrained representation mitigates the robustness415

issue brought simplicity bias.416

5 Experiments417

To further validate our theories, we experiment on418

real world NLP tasks. We facilitate datasets that419

have known spurious features. We first pretrain420

models on the training dataset with different mask-421
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Figure 3: The average weights over the features dur-
ing training a two-layer model. The upper and the
lower rows are the curves of model without and with
pretraining respectively. From left to right, (d2, ν) =
(50, 0.04), (500, 0.04). Blue, green, purple curves rep-
resent the average weights over features inX1,X2, and
Ẋ2 (the middle part of X2) respectively. The orange
curve represents the accuracy.

ing policies. Different masking policies mask the 422

spurious tokens in different ways. Afterward, we 423

fine-tune the model using the target label. We show 424

that the models will be less robust on downstream 425

tasks if spurious tokens are not masked during pre- 426

training, and always masking the spurious token 427

during pretraining improving the robstness. The 428

results validate our theories. 429

5.1 Dowstream Tasks 430

Hate Speech Detection Previous study has 431

shown that hate speech detection datasets tend to 432

have lexical bias (Dixon et al., 2018). That is, mod- 433

els rely excessively on the presence or the absence 434

of certain words when predicting the label. Here 435

we follow the formulation of lexical bias in hate 436

speech detection proposed by Zhou et al. (2021). 437

We focus on the effect of non-offensive minority 438

identity (NOI) mentions, such as “woman”, “gay”, 439

“black”. Those mentions are often highly associ- 440

ated with hateful instances. However, it is more 441

desirable that a model does not rely on those men- 442

tions. Therefore, we can see the presence of NOI 443

as a spurious feature. 444

Name Entity Recognition (NER) Lin et al. 445

(2020) has shown that name entity recognition 446

6



(NER) models perform worse when the name enti-447

ties are not seen in the training data. In this case,448

we can see the content of the name entities as a spu-449

rious feature. Models may learn to memorize the450

name entities when fitting the training data, while451

we may desire the model to recognize name entities452

according to the context.453

5.1.1 Datasets454

Hate Speech Detection We use a portion of the455

dataset proposed by Zhou et al. (2021). In their456

original dataset, only a small number of hateful in-457

stances contain NOI. Our preliminary experiments458

show that the model without pretraining does not459

suffer much from the bias of NOI when training460

with the full data. Therefore, we create a dataset,461

whose positive (hateful) instances are all the pos-462

itive samples in the original dataset that contain463

NOI. As for negative instances, we sample them464

randomly from the original training set. We control465

the number of negative instances so the ratio of466

positive and negative instances is the same as the467

original dataset. We create both the training and the468

validation splits in this way, and use the original469

full testing set for evaluation. We also evaluate the470

models on a NOI subset where all the instances471

contain NOI.472

NER We use the standard NER dataset Conll-473

2003 (Tjong Kim Sang and De Meulder, 2003). To474

create a testing set with unseen name entities, we475

replace the name entities in the original validation476

and testing splits with the entities from WNUT-477

17 (Derczynski et al., 2017). Specifically, we re-478

place the LOC, ORG, PER entities with the corre-479

sponding type of entities in WNUT-17, while the480

MISC entities remain untouched.481

5.2 Masking Policies482

For each sentence with ns spurious tokens, we483

experiment with different masking policies: (1)484

scratch: We do not pretrain the model before fine-485

tuning. (2) vanilla: During pretraining, we mask486

each token with 15% probability, which is same as487

the original implementation in (Devlin et al., 2019).488

(3) unmask random: This is similar to vanilla489

MLM, but we uniformly randomly select ns tokens490

from the whole sentence and unmask them if they491

have been masked. (4) unmask spurious: This492

is similar to vanilla MLM, but we unmask all the493

spurious tokens. (5) remove spurious: We replace494

spurious tokens with a special “[unk]” token, and495

we unmask them. Note that this setting can be seen 496

as an oracle setting, since in most applications the 497

spurious features are unknown. 498

Note that setting (3), (4), (5) have the same ex- 499

pected number of masked tokens. Therefore, it 500

rules out the possibility that their downstream per- 501

formance differs because of the number of masked 502

tokens. Instead, the difference should be resulted 503

from whether spurious tokens are masked during 504

pretraining. 505

5.3 Implementation Details 506

For both of the tasks and all the MLM settings, we 507

tokenize the input with the bert-base-uncased tok- 508

enizer. We use the bert-base-uncased architecture, 509

and also the pretrained embedding layer, which is 510

frozen through the pretraining process. We include 511

more details in Appendix A.3. 512

5.4 Result and Discussion 513

Results in Table 3 validate our theorems. For both 514

of the tasks, unmask random performs better than 515

unmask spurious under distribution shift. Specif- 516

ically, unmask random has higher F1 on the un- 517

seen set of the NER task, and unmask random has 518

a lower false positive rate (FPR) on the NOI set. 519

Also, unmask random performs similarly to ran- 520

dom. This implies that modeling the condition dis- 521

tribution of spurious tokens in the original random 522

masking pretraining can reduce models’ reliance 523

on them. Note that unmask random and unmask 524

spurious have similar in-distribution performance, 525

so the performance difference is not due to better 526

in-distribution generalization suggested by Miller 527

et al. (2021). 528

We also compare unmask random with the ora- 529

cle setting remove spurious. We notice that even 530

though remove spurious performs as well as ran- 531

dom, remove spurious hurts the performance in the 532

seen set. It indicates that modeling the conditional 533

distribution of spurious tokens has effects beyond 534

simply removing them from the model. On the 535

other hand, remove spurious performs better in the 536

hate speech detection task. A possible explanation 537

is that NOI mentions contain little useful informa- 538

tion for the task. 539

6 Related Work 540

Recently, there are efforts attempting to explain 541

the effectiveness of massive language modeling 542

pretraining. Theoretically, Saunshi et al. (2021) 543
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Mask Policy
NER Hate Speech Detection

Origin Unseen All (12893) NOI (602)
F1 ↑ F1 ↑ Accuracy ↑ F1 ↑ Accuracy ↑ FPR ↓

scratch 61.5 0.5 38.7 0.6 83.9 1.6 80.3 1.4 74.8 1.5 46.3 7.2

vanilla 74.2 0.4 56.5 1.3 83.1 0.8 78.5 0.8 75.8 0.5 25.1 1.8

unmask random 72.7 0.6 56.5 0.8 83.3 1.1 78.9 1.1 75.8 0.9 25.7 2.3

unmask spurious 72.9 0.5 53.2 0.8 84.1 0.7 79.8 0.6 73.7 1.0 32.5 2.1

remove spurious 69.8 0.5 56.7 0.8 82.4 1.0 77.8 1.0 77.3 0.6 21.7 2.0

Table 3: The performance on downstream tasks. For the hate speech detection task, we also report false positive
detection (FPR) on the NOI subset, which is a set of instances containing non-offensive minority identity mentions,
e.g. “women”, “black”.

explore why auto-regressive language models help544

solve downstream tasks. However, their explana-545

tion is based on the assumption that the downstream546

tasks are natural tasks, i.e. tasks that can be re-547

formulated as sentence completion tasks. Their548

explanation also requires the pretrained language549

model to perform well for any sentence comple-550

tion tasks, which is not likely to be true in the551

real world. Wei et al. (2021) analyzes the effect552

of fine-tuning a pretrained MLM model. Nonethe-553

less, they have stronger assumptions as described554

in Section A.3. Aghajanyan et al. (2020) show that555

pretrained models have lower intrinsic dimension,556

and provide a generalization bound based on Arora557

et al. (2018). However, why pretrained models558

have lower intrinsic dimension is still unknown.559

Merrill et al. (2021) show that the parameter norm560

growth during training makes transformer a satu-561

rated model, which can be described in terms of for-562

mal languages. Empirically, Zhang and Hashimoto563

(2021) show that the effectiveness of MLM pre-564

training cannot be explained by formulating the565

downstream tasks as sentence completion problems.566

Sinha et al. (2021) find evidence supporting the hy-567

pothesis that masked language models benefit from568

modeling high-order word co-occurrence instead of569

word order. There are also some theories explain-570

ing the efficacy of non-MLM pretraining Lee et al.571

(2020); Saunshi et al. (2019); Zhang and Stratos572

(2021).573

Many of the previous studies on robust NLP574

focus on supervised learning (Wang et al., 2021;575

Utama et al., 2020b,a; Karimi Mahabadi et al.,576

2020; Chang et al., 2020; He et al., 2019; Sagawa*577

et al., 2020; Kennedy et al., 2020; Chiang et al.,578

2020). However, without self-supervised learn-579

ing, a model can impossibly extrapolate to out-of-580

distribution data when the domain shifts. Our work581

also complements previous studies that focus on 582

the bias or robustness of a model generated by the 583

pretraining process (Kumar et al., 2020; Hawkins 584

et al., 2020; Vargas and Cotterell, 2020; Liu et al., 585

2020; Gonen and Goldberg, 2019; Kurita et al., 586

2019; Zhao et al., 2019). In this work we investi- 587

gate the pretraining process itself. 588

7 Implication 589

Our results provide possible explanations for some 590

common practices found effective empirically. 591

First, it could explain why continuing pretraining 592

on target dataset is useful (Gururangan et al., 2020). 593

It may be because continuing pretrained models 594

model the distribution of spurious features in the 595

target dataset better. Thus the model can better 596

avoid the simplicity pitfall. Second, it provides 597

reasons for more complex masking policies, such 598

as masking continuous random spans (Joshi et al., 599

2020). It may improve the robustness to spurious 600

features that contain more than one token. Third, 601

if MLM can alleviate the simplicity bias and help 602

the model to achieve a greater margin, it may also 603

imply that the model has wider optima, explaining 604

the finding in Hao et al. (2019). 605

8 Conclusion 606

In this work, we show a benefit of MLM pretrain- 607

ing, which partly explains its efficacy. We first 608

empirically demonstrate the presence of simplicity 609

bias when the input is discrete. We then theoreti- 610

cally and empirically explain how MLM pretrain- 611

ing can alleviate the problem brought by it. Finally, 612

we close the gap between our theories and real- 613

world practices with experiments on real-world 614

NLP tasks. Our results shed light on future re- 615

search on robustness and self-supervised learning. 616
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A Appendix 917

A.1 Proof of Lemma 1 918

Proof. Since X2 is discrete, Π1 is discrete too. 919

H(X1|Π1) 920

=
∑
x1,π1

P (X1, π1) logP (x1|π1) 921

=
∑
x1,π1

∑
x2:P (X1|x2)=π1

P (x1, x2) logP (x1|x2) 922

=H(X1|X2) 923

924

A.2 Proof of Theorem 2 925

To proof Theorem 2, we need a lemma from Gibbs 926

and Su (2002); Paninski (2003) for the convergence 927

rate of empirical measures. 928

Lemma 2. Given n samples x1, x2, · · · , xn of a 929

random variable X ∈ {1, 2, · · · ,m}. Let 930

q
(n)
i =

1

n

n∑
j=1

1[xj = i]. (8) 931

The expected convergence rate 932

E
[
DKL

[
q(n)

∥∥∥ p]] = O

(
1

n

)
, (9) 933

where pi = P (X = i). 934
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Figure 4: The average weights over the features during training a two-layer model without pretraining. From left
to right, ν = 0.04, 0.10, 0.25, 0.5. From top to bottom, d2 = 50, 100, 500. Blue, green, purple curves represent the
average weights over features inX1,X2, and Ẋ2 (the middle part ofX2) respectively. The orange curve represents
the accuracy.
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Figure 5: The average weights over the features during training a two-layer model with pretraining. From left to
right, ν = 0.04, 0.10, 0.25, 0.5. From top to bottom, d2 = 50, 100, 500. Blue, green, purple curves represent the
average weights over features inX1,X2, and Ẋ2 (the middle part ofX2) respectively. The orange curve represents
the accuracy.
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Proof.

m∑
i=1

q
(n)
i log

q
(n)
i

pi
935

≤ log

 m∑
i=1

q
(n)
i

2

pi

 (By concavity of log)936

= log

[
m∑
i=1

(q
(n)
i − pi)2

pi
+ 1

]
937

≤
m∑
i=1

(q
(n)
i − pi)2

pi
938

E

[
m∑
i=1

(q
(n)
i − pi)2

pi

]
= O

(
1

n

)
939

940

Lemma 3. Let q(a), q(b) be the empirical dis-941

tribution estimated by counting n samples fol-942

lowing p(a), p(b). If DKL

[
p(a)

∥∥ q(a)
]

=943

O(f(n)) and DKL

[
p(b)

∥∥ q(b)
]

= O(f(n))944

for some function f(n) (e.g. O( 1
n)), then945

DKL

[
p(a)p(b)

∥∥ q(a)q(b)
]

= O(f).946

With these two lemmas, we can prove Theo-947

rem 2:948

Proof. Proof sketch of Theorem 2: The949

classifier that maximizes the likelihood of950

(x
(1)
1 , y(1)), (x

(2)
1 , y(2)), · · · (x(n)

1 , y(n)) can be951

attained by counting the co-occurrence of X1 and952

Y .953

h̃
(n)
X1

(y|X1 = x) =

∑n
i=1 1[yi = y]∑n
i=1 1[xi = x]

(10)954

It converges to955

h̃∗X1
(y|X1 = x) = P (y|X1 = x). (11)956

Based on Π1, a classifier can be attained by first957

estimating P (Y ) and P (x1|y) for all x1 and y:958

ρ
(n)
y|x1 =

∑
{i|y(i)=y} π

(i)
x1∑

i π
(i)
x1

, (12)959

where π(i)
x1 = Π(X1 = x

(n)
1 |X2 = x

(n)
2 ), and then960

we can construct a classifier961

h̃
(n)
Π (y|π) =

∑
x1

ρ
(n)
y|x1πx1 . (13)962

It converges to 963

h̃∗Π(y|π) =
∑
x1

P (y|x1)π. (14) 964

Based on Lemma 2 and Lemma 3, we 965

have E
[
DKL

[
h̃

(n)
X1

∥∥∥ h̃∗X1

]]
= O( 1

n) and 966

E
[
DKL

[
h̃

(n)
Π

∥∥∥ h̃∗Π]] = O( 1
n). 967

Then we show that h̃∗Π(y|π) is at 968

least as good as h̃∗X2
(y|π) by show- 969

ing DKL

[
P (Y |X)

∥∥∥ h̃∗X1
(Y |X)

]
≥ 970

DKL

[
P (Y |X)

∥∥∥ h̃∗Π(Y |X)
]

with convexity: 971∑
x1

P (x1|x2)DKL[P (Y |x2) ‖ P (Y |x1)]

(15)

972

≥DKL

[
P (Y |x2)

∥∥∥∥∥∑
x1

P (Y |x1)P (x1|x2)

]
.

(16)

973

974

A.3 Implementation Details of the 975

Experiments 976

We pretrain the models until they converge, and 977

choose the checkpoint with the lowest MLM loss 978

on the validation set. For the hate speech detection 979

task, we use the implementation provided by Zhou 980

et al. (2021). Except that we use bert-base-uncased 981

instead of roberta-large, we use the other hyper 982

parameters provided in their script. For the NER 983

task, we use the implementation by Hugging Face 984
3. 985

3https://github.com/huggingface/
transformers/blob/master/examples/
pytorch/token-classification/run_ner.py
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