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Abstract

As language models are adopted by a more so-001
phisticated and diverse set of users, the impor-002
tance of guaranteeing that they provide factu-003
ally correct information supported by verifiable004
sources is critical across fields of study. This is005
especially the case for high-stakes fields, such006
as medicine and law, where the risk of propa-007
gating false information is high and can lead008
to undesirable societal consequences. Previ-009
ous work studying factuality and attribution has010
not focused on analyzing these characteristics011
of language model outputs in domain-specific012
scenarios. In this work, we present an evalua-013
tion study analyzing various axes of factuality014
and attribution provided in responses from a015
few systems, by bringing domain experts in016
the loop. Specifically, we first collect expert-017
curated questions from 484 participants across018
32 fields of study, and then ask the same ex-019
perts to evaluate generated responses to their020
own questions. We also ask experts to revise021
answers produced by language models, which022
leads to EXPERTQA, a high-quality long-form023
QA dataset with 2177 questions spanning 32024
fields, along with verified answers and attribu-025
tions for claims in the answers.1026

1 Introduction027

As the influence of large language models (LLMs)028

grows beyond the computer science community,029

experts from various fields are rapidly adapting030

LLMs for assistance in information-seeking scenar-031

ios. For example, medical professionals are using032

these systems for performing differential diagnosis033

(Lee et al., 2023) and researchers are using them034

for faster literature surveys (Krenn et al., 2022;035

Birhane et al., 2023; Owens, 2023). While the use036

of LLMs in specialized domains has many poten-037

tial benefits, it also carries significant risks. False038

or hallucinated claims that are confidently phrased039

1Code and dataset is available at https://anonymous.

Factual? Citeworthy?Informative? Supported?

A randomized controlled trial 
found that cryotherapy could 
reduce sensory neuropathy 

symptoms, the need for dose 
reduction, and the incidence of 

severe peripheral neuropathy [2].

AI Model

frontiersin.org
“Conclusions: Cryotherapy 
is likely to prevent TIPN 
in patients receiving 
taxanes. High quality and 
sufficient amount of 
evidence is warranted. 
Results: We analyzed 2250 
patients from 9 trials. 
Assessments using the 
Common Terminology …”

Claim
Evidence

Multiple studies have 
been done to evaluate 

effectiveness of 
cryotherapy on CIPN; 

however there is 
conflicting evidence on 
whether cryotherapy …

Revised Claim
Answer

What does research currently say 
regarding the use of cryotherapy  
to prevent peripheral neuropathy  
in patients receiving paclitaxel?

Reliable?

Figure 1: EXPERTQA contains 2177 information-
seeking questions formulated by experts spanning 32
fields, as well as expert-verified, model-generated an-
swers to these questions. Each claim-evidence pair in
an answer is judged by experts for various properties
such as the claim’s informativeness, factuality, citewor-
thiness, whether the claim is supported by the evidence,
and reliability of the evidence source. Further, experts
revise the original claims to ensure they are factual and
supported by trustworthy sources.

can potentially mislead experts and propagate soci- 040

etal harms, especially in high stakes domains such 041

as medicine or law (Evans et al., 2021; Dash et al., 042

2023; Volokh, 2023). Such claims can cause frus- 043

tration and distrust in AI tools among individual 044

experts in the mildest case, and propagation of mis- 045

information and unsafe practices, in the worst case. 046

Providing citations or attributions within gen- 047

erated responses is a promising direction for al- 048

leviating such concerns. However, the quality of 049

these attributions in model-generated responses, as 050

well as the factuality of responses, is understud- 051

ied in domain-specific settings. This is partly be- 052

cause we do not completely understand the specific 053

information-seeking needs of experts. Although ex- 054

perts from different fields are naturally best suited 055
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to aid with such an evaluation, expert evaluations056

are rarely conducted, as bringing experts in the057

loop can be time-consuming and costly.058

To bridge this gap, we construct EXPERTQA, a059

benchmark of information-seeking questions cu-060

rated by experts from 32 diverse fields. EX-061

PERTQA includes questions relevant to each field,062

as well as judgements from experts about how well063

several state-of-the-art systems perform along var-064

ious axes of factuality and attribution. Having065

experts in the loop allows us to model a realistic066

information-seeking scenario that helps us under-067

stand how people in different fields use LLMs and068

where their capabilities fall short.069

EXPERTQA is constructed by asking qualified070

experts to formulate questions from their field that071

they are curious about or have encountered in their072

professional lives (§2.1). Responses to these ques-073

tions are collected from a set of LLM-based sys-074

tems that produce attributions for their answers075

(§3). These include purely generative, retrieval-076

augmented, and post-hoc attribution systems. We077

then ask experts to validate the claims and evi-078

dences found within responses to their own ques-079

tions (§2.2). Experts judge each claim for its in-080

formativeness to the question, its citeworthiness,081

and factuality. They are also asked to judge how082

faithful the claim is to an accompanying evidence083

and rate the reliability of the evidence source. Fi-084

nally, experts revise each claim so it is faithful to085

a reliable source and make a best effort attempt at086

ensuring the claim is factual. This overall process087

is described in Figure 1.088

We first use EXPERTQA to evaluate represen-089

tative systems from which responses are sampled090

(§4). Our findings suggest that:091

1. Retrieve-and-read systems generate more092

complete attributions compared to LLM093

prompting and post-hoc attribution, but strug-094

gle to produce citations for all cite-worthy095

claims.096

2. The retrieval source significantly impacts the097

quality of attribution and overall factuality.098

3. High-stakes domains such as medicine and099

law suffer from a large percentage of incom-100

plete attributions (35% and 31% incomplete101

attributions respectively) and many attribu-102

tions come from unreliable sources (51% at-103

tributions are rated not reliable by experts).104

We also measure the extent to which existing 105

automatic methods for attribution and factuality 106

estimation (Bohnet et al., 2022; Min et al., 2023) 107

correlate with expert judgements (§5). We find that 108

these metrics fall short in correlating with reference 109

judgements of attribution and factuality. However, 110

adapting these metrics to our data through finetun- 111

ing results in improvements across domains. 112

The revised answers we collect can be used for 113

improving and evaluating future models on long- 114

form question answering. While similar datasets 115

have been proposed (Fan et al., 2019), examples in 116

EXPERTQA are more realistic and contain verified 117

answers edited by experts. Furthermore, unlike 118

existing datasets, questions in EXPERTQA contain 119

few vague questions because they include questions 120

professionals have encountered in their practice. 121

We establish several baselines and show that we 122

can improve models by finetuning on EXPERTQA 123

but that there is substantial room for improvement, 124

both in terms of ROUGE and QAFactEval (§6). 125

2 EXPERTQA: Annotation Tasks 126

The annotation is conducted in multiple stages de- 127

scribed below. In the first stage, we ask experts to 128

write questions from their field (§2.1). In the next 129

stage, we present responses sampled from various 130

systems back to the same experts for analysis (§2.2). 131

Further details about annotator backgrounds, costs 132

and interfaces, are in Appendix A. 133

2.1 Stage 1: Expert-Curated Questions 134

Participants are recruited through Prolific and are 135

qualified as experts if they have formal education 136

and 3 year work experience in their field. They are 137

asked to write questions from their field which they 138

have encountered or are otherwise curious about. 139

We ask them to formulate challenging technical 140

questions, for which it may not be possible to find 141

a single webpage that answers them completely. 142

Each expert is asked to write 5 questions and to 143

specify the question type(s) for each question (as 144

shown in Table 2). These question types are formu- 145

lated by adopting prior work that classifies infor- 146

mation needs (Rose and Levinson, 2004). Because 147

of their practical nature, at least two questions are 148

required to be scenario-based questions (Type V, 149

Table 2). We collect questions from 524 experts 150

in 32 fields and manually filter them for coherence 151

resulting in a dataset of 2507 questions. Examples 152

of these questions are presented in Table 1. 153
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Field Question Types
Anthropology Why is it that Africa’s representation is still a problem in modern day times regardless of the academic writings

that state otherwise?
II,VII

Architecture Suppose an architect decides to reuse an existing foundation of a demolished building, what is to be considered
to ensure success of the project?

IV

Biology Can you explain the mechanisms by which habitat fragmentation affects biodiversity and ecosystem functioning,
and provide examples of effective strategies for mitigating these impacts?

III,VI

Chemistry Why does gallic acid have an affinity with trivalent iron ions? I
Engineering & Technology How different will licensing a small modular reactor be as compared to licensing traditional large nuclear power

plants?
VII

Healthcare/Medicine If a 48 year old woman is found to have an esophageal carcinoma that invades the muscularis propria and has
regional lymph node metastases but no distant metastasis, what is her stage of cancer and what are possible
recommended treatments?

I,III

Law Can direct evidence in a case that has been obtained illegally be considered by the court in some cases if it
directly points to the defendant’s guilt?

I

Music What exercises would you do in a singing class with a teenager with puberphonia? IV
Physics & Astronomy Standard Model does not contain enough CP violating phenomena in order to explain baryon asymmetry.

Suppose the existence of such phenomena. Can you propose a way to experimentally observe them?
V

Political Science Despite the fact that IPCC was formed in 1988, several studies have showed that argubaly more than 50% of all
carbon emissions in history have been released since 1988. What does this show about IPCC and developed
countries’ efforts?

VII

Visual Arts Tell me the step by step process of recycling a canvas. III

Table 1: Examples from EXPERTQA. See Table 15 for a larger list showing an example from all fields. A large
percentage of examples come from high-stakes fields such as Medicine and Law.

Question Type Count

I Directed question that has a single unambiguous
answer

444

II Open-ended question that is potentially ambiguous 528
III Summarization of information on a topic 371
IV Advice or suggestions on how to approach a

problem
251

V Question that describes a hypothetical scenario and
asks a question based on this scenario

853

VI Request for a list of resources where one can find
more information

160

VII Request for opinion on a topic 207

Table 2: Question types categorized according to various
information needs that are part of EXPERTQA.

2.2 Stage 2: Answer and Claim Annotation154

Next, we generate responses for the questions from155

stage 1 by prompting six different systems, de-156

scribed in §3, that provide attributions with their157

answers. We split each answer into claims, where158

claims are considered at the granularity of a sen-159

tence and extracted using the spaCy sentence tok-160

enizer (Honnibal and Montani, 2017).2161

In this stage of annotation, experts validate re-162

sponses to their own questions on several dimen-163

sions of quality. 92% of annotators from stage 1164

validated at least 1 of their own questions. The165

properties of answers and claims evaluated are166

shown in Table 3. Properties that judge answer167

quality are marked with and those that judge ev-168

idence quality are marked with . After labeling169

these claim properties, annotators edit the response170

to ensure that the claim is factually correct and the171

given references support the claim.172

2We also considered further increasing the atomicity of
claims (like Kamoi et al. (2023)) but evaluating finer-grained
atomic claims incurs considerably higher annotation cost.

Figure 2: The distribution of questions across different
fields in EXPERTQA.

3 Systems Evaluated 173

We now describe the classes of systems from which 174

we sampled responses. All systems we evaluated 175

produce an answer string and attributions in the 176

form of in-line citations. Attributions are returned 177

as URLs or passages along with URLs from where 178

they are retrieved. Experimental details such as 179

prompts are in Appendix B. 180

LLM as generator + retriever. In this paradigm, 181

we prompt large language models in a closed-book 182

fashion (Brown et al., 2020; OpenAI, 2023) to gen- 183

erate an answer with in-line citations where they 184

provide URLs for each citation. This means that 185

the model essentially has to generate a URL from 186

its parametric memory. We consider GPT-4 as the 187

LLM from which we sample responses (gpt4). 188

Post-hoc retrieval. This system differs from the 189

above, as we only prompt LLMs to generate an- 190

swers without attribution, and perform retrieval 191

of evidence for a claim as a post-hoc step. This 192

renders the attributions naturally unfaithful, but we 193
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Property Description Ratings
( ) Answer Usefulness Is the answer useful in responding to the question? {Useful, Partially useful, Not useful at all}

( + ) Attribution Is the claim supported by its accompanying evidence? {Complete, Partial or Incomplete, Missing, N/A (if link
broken)}

( ) Informativeness Is the claim relevant to answering the question? {Very relevant, A bit relevant, Not too important, Unin-
formative}

( ) Factuality Is every word of the claim factually correct? {Definitely correct, Probably correct, Unsure, Likely
incorrect, Definitely incorrect}

( ) Source Reliability Is the accompanying evidence (if any) for the claim found
on a website you would consider reliable? {Reliable, Somewhat Reliable, Not reliable at all}

( ) Cite-worthiness Is the claim necessary to be cited? {Yes, No}

Table 3: Properties of claims and evidences annotated in EXPERTQA.

System Count Abstention Rate
gpt4 174 0%
bing_chat 470 0.01%
rr_sphere_gpt4 279 37.89%
rr_gs_gpt4 452 22.69%
post_hoc_sphere_gpt4 403 0%
post_hoc_gs_gpt4 399 0%

Table 4: Number of examples sampled from different
systems and the abstention rates of different systems.

believe this is still a worthwhile approach to investi-194

gate because of the strength of LLMs as generators195

and retrievers independently. The attribution cor-196

pora we consider are Sphere (Piktus et al., 2021)197

(post_hoc_sphere_gpt4), which is a large static198

dump of CommonCrawl, and Google search results199

(post_hoc_gs_gpt4).200

Retrieve-and-read. In this class of systems, we201

first retrieve evidence for a question and then202

prompt a model to use the retrieved evidence to203

answer the question (Chen et al., 2017). As our at-204

tribution corpus, we again consider Sphere (Piktus205

et al., 2021) (rr_sphere_gpt4) and Google search206

results (rr_gs_gpt4). We use BM25 (Robertson207

et al., 2009) for retrieving from Sphere. We then208

generate an answer using GPT-4, providing the209

retrieved evidence as context. The model is in-210

structed to generate in-line citations for each sen-211

tence, which refer to the passages in the context.212

Commercial. We also consider commercial sys-213

tems such as BingChat 3. We sample responses us-214

ing the balanced mode of BingChat (bing_chat).215

3.1 Response Sampling216

We sample uniformly from all systems but ex-217

clude abstained answers and constrain each answer218

to contain at most 10 claims. Attributions from219

gpt4 often point to broken links and since evalu-220

ating them is not meaningful, we sampled fewer221

3The precise implementation of these systems is propri-
etary, but we can still draw conclusions about their utility

responses from gpt4. The number of examples 222

from each system and how frequently they state 223

they cannot answer (abstention) are in Table 4. 224

4 Analysis 225

4.1 Data Statistics 226

Figure 3: Histogram of the number of claims and num-
ber of tokens across all examples in EXPERTQA. The
average number of claims and tokens across examples
is 5.79 and 152.12 respectively

The total number of examples validated in EX- 227

PERTQAis 2177. The distribution of the number of 228

claims and tokens is shown in Figure 3. The distri- 229

bution of examples across fields and question types 230

are presented in Figure 2 and Table 2 respectively. 231

4.2 Manual Analysis 232

To estimate the agreement on human labels in EX- 233

PERTQA, we, the authors, computed our agree- 234

ment with the reference labels from two fields in 235

which the authors are experts. We sampled 60 236

questions each from Engineering & Technology 237

and Medicine, sampling answers uniformly from 238

all systems. For each claim, we label whether we 239

agree with the reference label for each property 240

from Table 3. Our analysis, as summarized in Fig- 241

ure 4, shows high agreement (> 85%) for most 242

labels in both fields. 243

4.3 Analysis of Expert Evaluations 244

We present the Likert distribution for claims across 245

all systems and properties in Figure 5. Below we 246

summarize the main conclusions from our analysis. 247
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Figure 4: Percentage agreement on claim annotations
based on our manual analysis.

Majority of answers are useful, but answers248

from purely generative systems are considered249

more useful. We find that ∼87-89% of answers250

from gpt4 are marked useful. The retrieve-and-251

read systems (as well as bing_chat) are marked252

slightly less useful (73-80%), likely because re-253

trieved evidences are not always highly relevant.254

Choosing relevant evidences from the web using255

Google search results in more useful answers than256

with the smaller Sphere corpus.257

Retrieve-and-read systems often generate com-258

plete attributions, but struggle to produce ci-259

tations for all cite-worthy claims. While these260

systems have a stronger inductive bias to use the re-261

trieved evidence to generate a response, they do not262

always produce attributions for cite-worthy claims263

(18% of these claims are missing attributions)4. On264

the other hand, post-hoc attribution systems return265

attributions for every single claim by design, but266

return more incomplete attributions. Lack of con-267

text during post-hoc retrieval can be an issue for268

retrieving valid attributions.269

Finally, without retrieval, gpt4 generates cita-270

tions to trustworthy domains (for e.g., nasa.gov271

for astronomy and nih.gov for medical claims),272

but the content on these webpages is usually totally273

mismatched (more than 60% of the time).274

Both vanilla prompting and retrieval-275

augmented systems generate mostly very276

relevant claims to the question. At the same277

time, a significant percentage of claims (30-40)278

are not very relevant. This includes void claims279

(that simply restate the question or state simplistic280

facts). This suggests that there is a lot of room in281

4Figure 5 shows the Likert distribution of attribution labels
on those claims deemed cite-worthy by experts.

making answers concise and relevant. 282

Just over half the claims are labeled as defi- 283

nitely correct by experts. While a significant 284

percentage of claims are labeled as correct (proba- 285

bly or definitely), experts do not instill high confi- 286

dence in the factual correctness of claims. This 287

might be because it is hard to judge factuality 288

with a high degree of confidence in a short time 289

frame. Once again, a smaller retrieval corpus 290

(rr_sphere_gpt4) results in less factual claims 291

as the model may be more likely to hallucinate. 292

The retrieval corpus has a significant effect on 293

expert judgements of source reliability. Expert 294

judgements of source reliability are directly influ- 295

enced by the corpus from which evidences are 296

retrieved. Corpora such as Sphere contain ev- 297

idences that are unreliable to experts (for both 298

rr_sphere_gpt4 and post_hoc_sphere_gpt4). 299

For example, in a question about breast cancer, 300

evidence from a comment on a blog is retrieved 301

and is naturally judged unreliable. Using Google 302

search improves reliability judgements. 303

Majority of claims are deemed cite-worthy 304

across systems. Only around 17-22% claims are 305

judged not citeworthy by the experts. This suggests 306

that most claims in responses to expert-curated 307

questions warrant providing supporting evidence. 308

Domain and Question Type Trends. Figure 9 309

shows the distribution of labels across fields. The 310

percentage of claims labeled factually correct is 311

fairly high (>85%) for many fields. However, we 312

note that across all annotated claims, high-stakes 313

domains such as medicine and law suffer from 314

a significant percentage of incomplete attribu- 315

tions (around 35% and 31% unsupported claims re- 316

spectively). Further, a large percentage of claims 317

present evidences from unreliable sources (for 318

eg, ∼51% of medical claims have attributions from 319

sources that are not Reliable). The trends across 320

question types (Figure 10), systems clearly strug- 321

gle with Type VI questions that request for a list of 322

resources, as claims are less informative, factual, 323

and supported by evidence. 324

5 Automatic Estimation of Attribution 325

and Factuality 326

Next, we evaluate the effectiveness of automatic 327

attribution and factuality estimation methods for 328

claims in EXPERTQA. In both cases, we observe 329
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Figure 5: The Likert distribution of labels for the different properties of answers / claims, annotated by experts. The
top 3 properties (answer usefulness, claim informativeness and factuality) are judgements of answer quality and the
bottom 3 (claim/evidence attribution, source reliability and claim cite-worthiness) are attribution quality.

System AutoAIS Num. Claims
gpt4 .156 149
bing_chat .320 992
rr_sphere_gpt4 .689 732
rr_gs_gpt4 .778 1415
post_hoc_sphere_gpt4 .281 1158
post_hoc_gs_gpt4 .241 1500

Table 5: AutoAIS score (more attributable→1, less
attributable→0) of predicted responses by the systems.
Only claims annotated as citeworthy and with complete
support are considered.

that current methods show high precision but330

low recall when compared with human judge-331

ments of attribution and factuality.332

5.1 Automatic Attribution Estimation333

Under the attributable to identifiable sources (AIS)334

framework of Rashkin et al. (2021), previous work335

has found NLI models to be effective in provid-336

ing automated AIS (AutoAIS) estimates (Bohnet337

et al., 2022). Following previous work, we use338

an NLI model (Honovich et al., 2022) to predict339

binary attribution labels of claim-evidence pairs in340

EXPERTQA. For evidences longer than the model’s341

sequence length (512), we use the stretching tech-342

nique from Schuster et al. (2022), where we split343

evidence into sentences and use the top-2 sentences344

System zero-shot finetuned
P R F1 P R F1

gpt4 .33 .02 .05 .52 .32 .39
bing_chat .97 .26 .41 .90 .90 .90
rr_sphere_gpt4 .89 .59 .71 .83 .90 .87
rr_gs_gpt4 .86 .74 .79 .87 .98 .92
post_hoc_sphere_gpt4 .92 .28 .43 .79 .97 .87
post_hoc_gs_gpt4 .87 .17 .29 .77 .95 .85

all .88 .38 .53 .82 .91 .86

Table 6: Precision, Recall and F1 scores of AutoAIS
labels predicted by the TRUE NLI model (0-shot vs.
finetuned version on the ExpertQA train split) against
human attribution judgements in EXPERTQA.

with highest entailment scores as evidence. 345

Table 5 shows the macro-averaged AutoAIS 346

scores for the claims annotated as having complete 347

attributions. Compared to human judgments, the 348

AutoAIS scores show large variance across sys- 349

tems. Notably, attributions from post-hoc retrieval 350

systems receive much lower AutoAIS scores com- 351

pared to retrieve-and-read systems. 352

We compare the per-claim AutoAIS predictions 353

to human judgements of attribution in Table 6. The 354

results suggest that AutoAIS estimates have high- 355

precision yet low-recall against human judgements 356

of attribution. To understand the discrepancy be- 357

tween NLI model behavior vs. human judgements, 358
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Error Type: Fine-grained Information Sensitivity

Claim (post_hoc_sphere_gpt4): For water with a low pH
(acidic), you can add a base or alkaline compound, such as
baking soda (sodium bicarbonate) or calcium carbonate, to
raise the pH [1].
Attribution [1]: ... To raise or lower pH, a pool custodian
simply adds acids or alkalis into the water. For example,
adding sodium carbonate (soda ash) or sodium bicarbonate
(baking soda) will generally raise the pH and adding muriatic
acid or sodium bisulfate will lower the pH.
Human: Cite-Worthy & Complete Support
AutoAIS: 0 (No or Partial Support).

Error Type: Multi-Source Attributions

Claim (bing_chat): Other radiological signs of fetal death
include gas in the fetus or in the portal and umbilical vessels
[1], and Deuel’s halo sign [2].
Attribution [1]: ... Intrafetal gas is an unequivocal sign of
fetal death provided it can be conclusively differentiated from
maternal gas, shadows. ...
Attribution [2]: Radiological investigation is warranted in
the antenatal patient only if the findings are likely to influence
future management. The major radiological signs of fetal
death include overlapping of the cranial bones and Deuel’s
halo sign
Human: Cite-Worthy & Complete Support
AutoAIS: 0 (No or Partial Support).

Table 7: Examples of typical errors of AutoAIS against
human judgements in EXPERTQA.

we highlight a few typical examples of attribution359

errors in Table 7. For NLI models, every part of360

the claim needs to be verifiable with the evidence,361

but human judgements involve more implicit world362

knowledge, e.g. calcium carbonate is an alkali.363

Another common mistake involves synthesizing364

information from multiple evidences. We observe365

multi-source attributions to be particularly common366

among bing_chat and retrieve-and-read systems.367

5.2 Automatic Factuality Estimation368

Prior work has proposed methods (Manakul et al.,369

2023; Min et al., 2023) to estimate the factual-370

ity of model generations. In particular, we use371

FActScore (Min et al., 2023) to estimate factuality372

of claims. We first break down each claim into373

fine-grained atomic claims using few-shot prompt-374

ing with text-davinci-003. We then retrieve the375

top-3 relevant passages using Google search with376

the atomic claim as the query. The atomic claim377

and the evidence passages are then used to prompt378

gpt-3.5-turbo to say whether the atomic claim379

is True or False. The FActScore of a claim is the380

FActScore averaged across its atomic claims.381

In Table 8, we report the F1 scores of the fac-382

tual (T) and non-factual (F) classes and the micro-383

averaged overall F1 scores of the FActScore fac-384

System F1 (T) F1 (F) F1 (overall)
gpt4 0.919 0.108 0.852
bing_chat 0.912 0.134 0.841
rr_sphere_gpt4 0.884 0.106 0.795
rr_gs_gpt4 0.927 0.068 0.865
post_hoc_sphere_gpt4 0.898 0.132 0.817
post_hoc_gs_gpt4 0.939 0.158 0.886

all 0.915 0.119 0.844

Table 8: FActscore F1 scores on reference factuality
labels for claims in EXPERTQA.

tuality scores and the reference factuality labels. 385

FActscore scores are thresholded at 0.5 to get bi- 386

nary scores and reference factuality labels are 1 if 387

the claim’s factuality is labeled as Probably correct 388

or Definitely correct, and 0 otherwise. 389

We find that automatic factuality estimation 390

struggles to identify non-factual claims. In particu- 391

lar, predicted labels have low recall of non-factual 392

claims. This is more often the case for retrieve-and- 393

read systems, where the answer is generated based 394

on retrieved evidences. The other systems use GPT- 395

4’s parametric knowledge for answer generation, 396

which could make it easier for a similar evaluator 397

like ChatGPT to judge factuality. 398

6 Long-form QA Evaluation 399

A beneficial output of our annotation is the revised 400

answers produced by annotators. These answers 401

are verified to be factual and compose a new long- 402

form QA dataset, EXPERTQA. We consider two 403

splits for EXPERTQA (both 80-10-10): a random 404

split of the data and a domain-wise split, where 405

80% of a field’s data is included in the training set 406

and 10% is included in both validation and test sets. 407

6.1 Evaluation Metrics 408

For evaluation, we consider metrics based on sim- 409

ilarity to a reference answer, i.e., ROUGE (Lin, 410

2004) and those focused on evaluating factual con- 411

sistency through QA pairs generated with a refer- 412

ence answer, i.e., QAFactEval (Fabbri et al., 2022). 413

6.2 Baselines 414

We finetune the following open-source language 415

models: FlanT5-11B (Chung et al., 2022), Alpaca- 416

7B (Taori et al., 2023), Vicuna-7B (Chiang et al., 417

2023) and LLaMa2-7B-Chat (Touvron et al., 2023). 418

We finetune these models with the same prompts 419

as the ones used in their training (provided in Ta- 420

bles 12, 13). Further, we also report results with 421

Llama2-70B-Chat without finetuning (marked *). 422
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Split Model R1 R2 RL QFE

Random

FlanT5-11B 0.335 0.114 0.215 2.068
Vicuna-7B 0.351 0.119 0.212 1.068
Llama2-7B 0.362 0.125 0.219 1.985

Llama2-70B* 0.320 0.101 0.181 1.050

Domain

FlanT5-11B 0.324 0.107 0.210 1.538
Vicuna-7B 0.359 0.120 0.213 1.739
Llama2-7B 0.363 0.124 0.219 1.726

Llama2-70B* 0.328 0.104 0.187 0.979

Table 9: Long-form QA results after finetuning models
on the random and domain splits of EXPERTQA.

6.3 Results423

Our results are shown in Table 9. We find that both424

Llama2-7B and Vicuna-7B outperform FlanT5-425

11B despite the smaller model size, likely due426

to additional instruction finetuning for both those427

models. We observe that finetuning significantly428

improves performance (results without finetuning429

are in Table 14), and Llama2-70B performs worse430

than finetuned systems under zero-shot prompting.431

7 Related Work432

Attribution Generation. A few classes of sys-433

tems have been proposed for generating attribu-434

tions for model responses. This includes vanilla435

LLM prompting (Tay et al., 2022), where LLMs436

are prompted to return attributions with their an-437

swers. Since models are not trained to produce438

attributions, they often hallucinate them (Agrawal439

et al., 2023). On the other hand, retrieve-and-read440

systems (Guu et al., 2020; Borgeaud et al., 2022;441

Izacard et al., 2022) first retrieve evidence relevant442

for a query, and generate an answer based on the443

retrieved evidence. These systems are sometimes444

trained on human demonstrations (Nakano et al.,445

2021; Thoppilan et al., 2022; Menick et al., 2022).446

Finally, post-hoc retrieval (Gao et al., 2023; He447

et al., 2022) involves retrieving attributions after448

answering a query. We consider all three classes of449

systems for sampling responses.450

Attribution Analysis Prior work has conducted451

analysis of system-generated attributions (Rashkin452

et al., 2021; Bohnet et al., 2022; Dziri et al., 2022;453

Chen et al., 2022; Liu et al., 2023; Muller et al.,454

2023; Kamoi et al., 2023; Kamalloo et al., 2023).455

These works suggest that systems are still far from456

providing precise attributions with sufficient recall457

for citeworthy statements. In our work, we recog-458

nize that this is problematic in specific domains459

where precision and recall are both critical.460

Factuality Analysis. Analysis of factuality of 461

LM generations has been conducted extensively 462

in prior work (Thorne et al., 2018; Evans et al., 463

2021; Kryscinski et al., 2020; Maynez et al., 2020; 464

Pagnoni et al., 2021; Lin et al., 2021; Muhlgay 465

et al., 2023). The factuality labels we collect elicit 466

a best-effort judgement of truthfulness of claims 467

from experts. Prior work has also proposed meth- 468

ods to predict factuality of claims (Manakul et al., 469

2023; Kadavath et al., 2022; Agrawal et al., 2023; 470

Azaria and Mitchell, 2023; Min et al., 2023; Feng 471

et al., 2023; Chen et al., 2023). We use one such 472

method from Min et al. (2023) to evaluate how 473

well factuality labels in EXPERTQA correlate with 474

automatic factuality judgements. 475

Long-form QA. Existing long-form QA datasets 476

are created using search queries (Nguyen et al., 477

2016; Stelmakh et al., 2022) and forums (Fan et al., 478

2019). Several issues have been identified with 479

these datasets, such as vague questions and dif- 480

ficulty in verifying factual correctness (Krishna 481

et al., 2021). Keeping this in mind, we construct 482

EXPERTQA to cover practical information needs 483

of experts along with fine-grained factuality judge- 484

ments. Xu et al. (2023) conduct expert evaluation 485

of long-form answers and emphasize the impor- 486

tance of evaluating multiple aspects of answers, 487

which are also considered in our work. 488

Domain-specific QA. Several domain-specific 489

QA datasets have been proposed, for domains such 490

as medicine (Tsatsaronis et al., 2015; Pampari et al., 491

2018; Jin et al., 2019, 2021; Pal et al., 2022), law 492

(Guha et al., 2023), technology (Dos Santos et al., 493

2015) and others (Rogers et al., 2020; Reddy et al., 494

2019; Hendrycks et al., 2021). However, these 495

datasets often have limited coverage of domains. 496

EXPERTQA contributes a unique combination of 497

features by scaling the number of domains and 498

providing attributions and factuality judgements. 499

8 Conclusion and Future Work 500

Our study suggests that although large language 501

models show a lot of promise for aiding domain 502

experts, there is large ground to cover in address- 503

ing the information needs of experts with factual 504

and verifiable answers (Metzler et al., 2021). We 505

hope that our benchmark, EXPERTQA, can benefit 506

the community in building improved methods for 507

attribution & factuality estimation, and long-form 508

question answering. 509
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9 Limitations510

Atomicity of Claims. In most cases, claims in511

our dataset are sentences that may not represent512

singular information units. This lack of atomicity513

in claims means that properties such as factuality514

and attribution need to be judged exhaustively for515

a claim. Collecting human judgements for finer-516

grained atomic claims can be significantly more517

expensive and is not explored in this work.518

Claim Extraction. Extracting sentence-level519

claims from a generated answer for the purpose520

of evaluation is performed by using a sentence tok-521

enizer. However, we note that existing tokenizers522

suffer from sentence tokenization errors (for exam-523

ple, when lists or tables are present in answers).524

This resulted in a small number of claims being525

excessively long and hard to evaluate.526

Field Coverage. Even though we tried to cover a527

wide range of fields in our dataset, we missed cov-528

ering questions from certain fields. Finding experts529

from rarer fields can be especially hard. We will530

consider further expanding EXPERTQA to more531

domains, so that it can be more broadly useful.532

In addition, the examples in our dataset represent533

the information needs of English-speaking annota-534

tors primarily based in Europe, the Americas and535

Africa.536

Subjectivity of labels. Some of the properties537

of claims can elicit more subjective judgements,538

which can vary between experts from the same539

field. This subjectivity is not inherently captured in540

our data through multiple judgements, but we do541

estimate agreement using claims from engineering542

and medicine through our own labels (§4.2).543
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A Annotation Details916

Annotator backgrounds. The 484 participants917

involved in our study came from 26 different coun-918

tries, across Europe, Africa, Oceania, North and919

South America. The participants were recruited920

through Prolific, a crowdsourcing platform5. To921

qualify as experts, participants were required to922

have attained a formal education in the field and923

have worked in the area for at least 3 years. Partici-924

pants were told that their annotations will be used925

to evaluate the capabilities of large language mod-926

els to provide truthful answers with well-supported927

evidences to questions from different fields. They928

were also informed that the data will be released929

publicly upon the completion of the study.930

Annotator fields. The initial set of fields were931

listed by going through university department932

names, and ensuring that we cover a wide range of933

disciplines. Upon completing stage 1 of our anno-934

tation, we further refined these fields to represent a935

diverse set, for which we have enough experts.936

Annotation costs. In both stage 1 and stage 2,937

annotators were compensated at the rate of $15938

per hour with additional bonuses when annotators939

spent more time than we anticipated. The aver-940

age time taken for stage 2 annotations was 13.83941

minutes per question-answer pair. Since this task942

is intensive, a single annotation task was broken943

down into 1-3 question-answer pairs.944

Annotation interface. Figures 6 and 7 show945

screenshots of our stage 2 annotation interface.946

B Experimental Details947

B.1 Hyperparameter Settings948

Response collection. Across all systems, for949

generating responses from gpt4, we use a tem-950

perature of 1.0, and a maximum length of951

2048 tokens. For all retrieval componenets, we952

use text-embedding-ada-002 as the embedding953

model. The retrieve-and-read systems first retrieve954

top-k (k=5) evidence passages from Sphere or top-955

10 Google search results using the question as the956

retrieval query. Google search results are split into957

passages of 1000 tokens with 200 tokens of overlap958

between subsequent chunks.959

On the other hand, the post-hoc citation systems960

simply use the claims from gpt4 responses, but961

5https://www.prolific.co

generate their own attributions by retrieving evi- 962

dence for each claim in the answer. Post-hoc re- 963

trieval systems use the top-k passages (k=5) re- 964

trieved from Sphere or the top-10 Google search re- 965

sults with the claim as the retrieval query. Search re- 966

sult are split into passages the same way as retrieve- 967

and-read systems. 968

Automatic attribution and factuality estimation. 969

For automatic attribution with AutoAIS, we use 970

the t5_xxl_true_nli_mixture6 with 11B param- 971

eters by Honovich et al. (2022). For finetuning the 972

t5_xxl_true_nli_mixture model on the train 973

split of EXPERTQA, we use the DeepSpeed ZeRO 974

optimization (Rajbhandari et al., 2020) with stage 975

3, a batch size of 1, a learning rate of 1e−4 and 976

train models for 3 epochs. 977

Long-form QA. For finetuning FlanT5-11B, we 978

use a batch size of 2, maximum sequence length 979

of 512, a learning rate of 1e-4 and train models 980

for 3 epochs. For finetuning both Llama2-7B and 981

Vicuna-7B, we use a batch size of 4, maximum 982

sequence length of 2048, learning rate of 2e−4 and 983

train models for 3 epochs. 984

B.2 Prompts 985

The prompts used to generate responses from gpt4 986

and bing_chat is provided in Table 10, while the 987

prompt used to generate responses for retrieve-and- 988

read systems is in Table 11. 989

For factuality estimation, we use the same 990

prompts as Min et al. (2023) for both claim de- 991

composition and atomic claim factuality prediction. 992

Finally, for long-form QA baselines, we use the 993

prompt in Table 12 for Llama and Table 13 for 994

Vicuna. 995

C Additional Plots 996

Examples from all fields included in EXPERTQA 997

are shown in Table 15. We show the distribution of 998

all question types (from Table 2) across all fields 999

that are part of EXPERTQA in Figure 8. 1000

In Table 9, we summarize the label distribution 1001

of all claim properties across fields and in Table 10, 1002

we summarize the label distribution of all claim 1003

properties across question types. 1004

In Table 14, we summarize results on long-form 1005

QA before and after finetuning models on both 1006

EXPERTQA splits. 1007

6https://huggingface.co/google/t5_xxl_true_
nli_mixture
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Vanilla LM QA Prompt

Answer the question completely and precisely in up to 500 words. You must
provide in-line citations to each statement in the answer. The citations should
appear as numbers such as [1], [2] and contain references to valid URLs on the
web. A statement may need to be supported by multiple references and should then
be cited as [1] [2].

Question: I work in the field of [FIELD]. My question is: [QUESTION]

Answer:

Table 10: QA Prompt for GPT4 and BingChat.

Retrieve-and-read Prompt

Use the following pieces of context to answer the question completely and
precisely in up to 500 words. If you don’t know the answer, just say "I don’t
know" and explain why the context is insufficient to answer the question.

You need to support every statement in the answer with in-line citations to
passages given in the the context. The citations should appear as numbers such
as [1], [2] that refer to the Passage IDs of the given passages. A statement may
need to be supported by multiple references and should then be cited as [1] [2].
(for example, "Paris is the capital of France [1] [2]." where "1" and "2" are
the Passage IDs of the first and second passage).

[CONTEXT]

Question: [QUESTION]
Answer:

Table 11: Retrieve-and-read QA prompt.

Llama2 Prompt

<s>[INST] «SYS»
You are a helpful, respectful and honest assistant. Always answer as helpfully
as possible, while being safe. Your answers should not include any harmful,
unethical, racist, sexist, toxic, dangerous, or illegal content. Please ensure
that your responses are socially unbiased and positive in nature.

If a question does not make any sense, or is not factually coherent, explain why
instead of answering something not correct. If you don’t know the answer to a
question, please don’t share false information.
«/SYS»

[QUESTION] [/INST]

Table 12: Llama2 prompt for long-form QA.
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Vicuna Prompt

A chat between a curious user and an artificial intelligence assistant. The
assistant gives helpful, detailed, and polite answers to the user’s questions.

USER: [QUESTION]
ASSISTANT:

Table 13: Vicuna prompt for long-form QA.

Split Model R1 R2 RL QFE
FlanT5-11B* 0.074 0.023 0.063 0.000
FlanT5-11B 0.335 0.114 0.215 2.068
Vicuna-7B* 0.358 0.116 0.209 0.902

Random

Vicuna-7B 0.351 0.119 0.212 1.068
Llama2-7B* 0.300 0.083 0.167 1.359
Llama2-7B 0.362 0.125 0.219 1.985

Llama2-70B* 0.320 0.101 0.181 1.050

FlanT5-11B* 0.073 0.023 0.062 0.000
FlanT5-11B 0.324 0.107 0.210 1.538
Vicuna-7B* 0.352 0.114 0.203 2.596

Domain

Vicuna-7B 0.359 0.120 0.213 1.739
Llama2-7B* 0.303 0.087 0.169 1.799
Llama2-7B 0.363 0.124 0.219 1.726

Llama2-70B* 0.328 0.104 0.187 0.979

Table 14: Long-form QA results before (marked with *) and after finetuning models on the random and domain
splits of EXPERTQA.
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Figure 6: Screenshots of the interface (1-4).
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Figure 7: Screenshots of the interface (5-9).
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Field Question Types
Anthropology Why is it that Africa’s representation is still a problem in modern day times regardless

of the academic writings that state otherwise?
II,VII

Architecture Suppose an architect decides to reuse an existing foundation of a demolished building,
what is to be considered to ensure success of the project?

IV

Aviation Should a low value shipment take priority from a regular customer or a high value
shipment from a infrequent customer?

V

Biology Can you explain the mechanisms by which habitat fragmentation affects biodiversity
and ecosystem functioning, and provide examples of effective strategies for mitigating
these impacts?

III,VI

Business If your supplier can give you a discount for a whole yearly production, how can we
take this deal without affecting our budget in a critical way?

V

Chemistry Why does gallic acid have an affinity with trivalent iron ions? I
Classical Studies If researchers found a new method to unroll the Herculanum papyri, would it be fair

to try it on the actual papyrus, given that it could potentially destroy it?
V

Climate Science If an imidazolium based ionic liquid were to be released into the environment through
the aquatic compartment, what species would be affected, if any?

II,III,V

Criminology Mr X is an 18 year old first time offender involved in a burglary where he acted as a
lookout. Which category about this information be placed under?

V

Culinary Arts If mezcal production in the Valley of Mexico posits the distilling of mezcal can be
traced back to ancient times, how could this be attained before the arrival of the
Spaniards?

V

Economics Can you summarize the current economic policies and strategies of the top five global
superpowers and their potential impact on the global market?

I

Education Can music therapy impact a child with autism if they have noise sensory issues? V
Engineering and Technology How different will licensing a small modular reactor be as compared to licensing

traditional large nuclear power plants?
VII

Environmental Science Does floating solar panels minimize the risk of eutrophication or they are more trouble
than their worth?

I

Geography How can we overcome the limitations of remote sensing data, such as low spatial
resolution and limited spectral bands?

IV

Healthcare/Medicine If a 48 year old woman is found to have an esophageal carcinoma that invades the
muscularis propria and has regional lymph node metastases but no distant metastasis,
what is her stage of cancer and what are possible recommended treatments?

I,III

History To what extent is JFK’s legacy written from sympathy because of his assassination? II,VII
Journalism How many sources you must have before printing a story? I

Law Can direct evidence in a case that has been obtained illegally be considered by the
court in some cases if it directly points to the defendant’s guilt?

I

Linguistics What are the attitudes of Received Pronunciation in the United States? II
Literature How would one go about researching the role of the mother represented in Anne

Sexton’s 1971 poetry volume "Transformations"?
IV, VI

Mathematics Do you think there is a relation between Frobenius numbers and the Kawamata
conjecture for weighted complete intersections?

III, VII

Military or Law Enforcement If you get anthrax poisoning during a mission, which chemical agent should you use
to neutralise the poison?

I

Music What exercises would you do in a singing class with a teenager with puberphonia? IV
Philosophy How does modern neuroscience support and reject a computational theory of mind? III

Physics & Astronomy Standard Model does not contain enough CP violating phenomena in order to explain
baryon asymmetry. Suppose the existence of such phenomena. Can you propose a way
to experimentally observe them?

V

Political Science Despite the fact that IPCC was formed in 1988, several studies have showed that
argubaly more than 50% of all carbon emissions in history have been released since
1988. What does this show about IPCC and developed countries’ efforts?

VII

Psychology How can counselling psychologists effectively and appropriately incorporate use of
self into therapy?

III,IV,VII

Sociology Which factors strengthen social cohesion within societies? VII
Theology Is there any justification for the use of violence in the New Testament? I

Visual Arts Tell me the step by step process of recycling a canvas. III

Table 15: Examples from EXPERTQA, showing an example from every field included in the dataset.
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Figure 8: The distribution of question types across all fields included in EXPERTQA.
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Figure 9: Label distribution of claim properties across different fields for all systems.

Figure 10: Label distribution of claim properties across different question types for all systems.
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