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Abstract. Image-based precision medicine aims to personalize treat-
ment decisions based on an individual’s unique imaging features so as to
improve their clinical outcome. Machine learning frameworks that inte-
grate uncertainty estimation as part of their treatment recommendations
would be safer and more reliable. However, little work has been done in
adapting uncertainty estimation techniques and validation metrics for
precision medicine. In this paper, we use Bayesian deep learning for es-
timating the posterior distribution over factual and counterfactual out-
comes on several treatments. This allows for estimating the uncertainty
for each treatment option and for the individual treatment effects (ITE)
between any two treatments. We train and evaluate this model to pre-
dict future new and enlarging T2 lesion counts on a large, multi-center
dataset of MR brain images of patients with multiple sclerosis, exposed
to several treatments during randomized controlled trials. We evaluate
the correlation of the uncertainty estimate with the factual error, and,
given the lack of ground truth counterfactual outcomes, demonstrate
how uncertainty for the ITE prediction relates to bounds on the ITE er-
ror. Lastly, we demonstrate how knowledge of uncertainty could modify
clinical decision-making to improve individual patient and clinical trial
outcomes.

1 Introduction

Precision medicine permits more informed treatment decisions to be made based
on individual patient characteristics (e.g. age, sex), with the goal of improving
patient outcomes. Deep causal models based on medical images can significantly
improve personalization by learning individual, data-driven features to predict
the effect of treatments.∗ As a result, they could significantly improve patient
outcomes, particularly in the context of chronic, heterogeneous diseases [18],
potentially non-invasively.

However, despite significant advances, predictive deep learning models for
medical image analysis are not immune to error, and severe consequences for the
patient can occur if a clinician trusts erroneous predictions. A provided measure
of uncertainty for each prediction is therefore essential to trust the model [26].

∗See [24] for a review on causality in medical imaging.
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(a) (b)

Fig. 1: (a) Probability distributions for a MS patient’s predicted future new le-
sions on two different drugs (laquinimod) and INFB-SC). A patient might prefer
INFB-SC if they are willing to make the tradeoff between slightly larger mean
(dashed line) and lower variance (spread) in potential outcomes. (b) Predicted
future outcomes for two patients for laquinimod and placebo drugs. Patients
have similar expected (dashed line) ITE (difference between drugs), laquinimod,
and placebo outcomes, but with different levels of confidence. Here, patient B is
a better candidate for trial enrichment.

Although uncertainty is now commonly embedded in predictive medical image
analysis (e.g. [1,15,22]), it is not well-studied for precision medicine.

Image-based precision-medicine is highly relevant in multiple sclerosis (MS),
a chronic disease characterized by the appearance over time of new or enlarging
T2 lesions (NE-T2) on MRI [17,9]. Several treatment options exist to suppress
future NE-T2 lesions, but their level of efficacy and side effects are heterogeneous
across the population [12]. Although one other model has been proposed for
estimating the individual treatment effect (ITE) based on MR images [2], it
does not incorporate uncertainty. Fig. 1 illustrates how knowledge of the model’s
uncertainty could improve treatment recommendations.

To integrate uncertainty into clinical decision making, new validation mea-
sures must be defined. The usual strategy for validating uncertainty estimates,
discarding uncertain predictions [14,8] and examining performance on the re-
maining predictions, is not always appropriate when predicting treatment ef-
fects. For example, discarding uncertain predictions could result in discarding
predictions for the most responsive of individuals. A better strategy for this in-
dividual would be to consider the level of response and uncertainty jointly when
making a treatment decision.

In this work, we present the first uncertainty-aware causal model for pre-
cision medicine based on medical images. We validate our model on a large,
multi-center dataset of MR images from four different randomized clinical trials
(RCTs) for MS. Specifically, we develop a multi-headed, Bayesian deep learning
probabilistic model [13] which regresses future lesion counts, a more challeng-
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ing task than classification, but which provides more fine-grained estimates of
treatment effect. We evaluate the model’s uncertainty by showing correlation of
predictive uncertainty on factual and counterfactual error, and demonstrate how
to bound the treatment effect error using group-level ground truth data to eval-
uate its correlation with the predicted personalized treatment effect. We then
show the use of incorporating predictive uncertainty to improve disease outcomes
by better treatment recommendations. Lastly, we demonstrate how uncertainty
can be used to enrich clinical trials and increase their statistical power [21].

2 Methods

2.1 Background on Individual Treatment Effect Estimation

We frame precision medicine as a causal inference problem. Specifically, we wish
to predict factual outcomes (on the treatment a patient received), counterfactual
outcomes (on treatments a patient did not receive), as well as the individual
treatment effect (ITE, the difference between the outcomes on two treatments).
Let X ∈ Rd be the input features, Y ∈ R be the outcome of interest, and
T ∈ {0, 1, ...,m} be the treatment allocation with t = 0 as a control (e.g. placebo)
and the remaining are m treatment options. Given a dataset containing triples
D = {(xi, yi, ti)}ni=1, the ITE for patient i and a drug T = t can be defined
using the Neyman/Rubin Potential Outcome Framework [16] as ITEt = yt −
y0, where yt and y0 represents potential outcomes on treatment and control,
respectively. The ITEt is an unobservable causal quantity because only one of
the two potential outcomes is observed. The average treatment effect (ATEt) is
defined as E[ITEt] = E[yt]−E[y0] and is an observable quantity. Treatment effect
estimation in machine learning therefore relies on a related causal estimand, τt:

τt(x) = E[ITEt|x] = E[yt − y0|x] = E[yt|x]− E[y0|x]. (1)

τt(x)
† can be identified from RCT data (as in our case), where (y0, yt) ⊥⊥ T |X [5].

Individual treatment outcomes yt and y0, and ITEt, can therefore be estimated
using machine learning models such that ‘ITEt(x) = ŷt(x)− ŷ0(x) [11].

2.2 Probabilistic Model of Individual Treatment Effects

In this work, we seek to learn the probability distribution of individual poten-
tial outcome predictions ŷt(x) and the effect estimates ‘ITEt(x). Let ŷt(x) ∼
N (µ̂t(x), σ̂t

2(x)) be a normal distribution for potential outcome predictions
whose parameters are outputs of a neural network. This probabilistic frame-
work conveniently allows for propagating the uncertainty estimates for each po-
tential outcome to an uncertainty estimate for personalized treatment effects.
Assuming independence between the two Gaussian distributions, ‘ITEt(x) ∼
N (µ̂t(x)− µ̂0(x), σ̂t(x)

2 + σ̂0(x)
2).

†Also known as conditional average treatment effect (CATE)
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Fig. 2: Multi-head ResNet architecture for treatment effect prediction (based on
[2]). It is modified to generate probabilistic estimates of individual outcomes.
Specific architecture details can be found in the Appendix.

For our specific context, the input x to our model consists of multi-sequence
patient MRI, lesion maps, and clinical and demographic features at baseline.
The model is based on a multi-headed network for treatment response estimation
[2,19]. Each head predicts µ̂t(x) and σ̂t

2(x) for a particular treatment. For the
case of MS, the model maximizes the log likelihood of the observed number of
log NE-T2 lesions formed between 1 year and 2 years in the future (Fig. 2).

2.3 Evaluating Probabilistic Predictions

Bounds for the ITE Error We can validate the quality of the estimated uncer-
tainty for factual outcome predictions through the correlation between predictive
uncertainty and Mean Squared Error (MSE) error. However, given that ground
truth for the individual treatment effects are not available, we cannot compute
MSE between ITEt and ‘ITEt(x). In this work, we choose to compute the up-
per and lower bounds for this MSE. We validate our uncertainty estimates by
showing that selecting patients with the highest confidence in their predictions
reduces the bounds on the ITE error. The bounds serve as an approximation to
the true ITE error, and can validate models even if the ground truth ITE is not
available. We use the upper bound for the MSE as in [19]. Jensen’s inequality
can be used to obtain a lower bound on the MSE as follows:

E[(ITEt −‘ITEt(x))
2] ≥ (E[ITEt]− E[‘ITEt(x)])

2 = (ATEt − E[‘ITEt(x)])
2 (2)

Evaluating Individual Treatment Recommendations Predictive uncer-
tainty can be used to improve treatment recommendations for the individual.
Let π(xi, ti) ∈ {0, 1} be a treatment recommendation policy taking as input a
patient’s features xi and their factual treatment assignment ti. The binary out-
put of π(xi, ti) denotes whether ti is recommended under π. In this work, we set
π to be a function of the model’s predictions, µ̂t(x) and σ̂t(x). For example, π
can be defined such that a treatment is recommended if the number of predicted
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NE-T2 lesions on a particular treatment are less than 2 [4]. An uncertainty aware
policy could instead recommend a drug according to P (ŷt(x) < 2). The expected
response under proposed treatments (ERUPT) [27] can then be used to quantify
the effectiveness of that policy:

ERUPTπ =

n∑
i=1

yi ∗ π(xi, ti)/

n∑
i=1

π(xi, ti) (3)

For the example of NE-T2 lesions, a lower value for ERUPT is better because
there were fewer lesions on average for patients on the recommended treatment.

Uncertainty for Clinical Trial Enrichment Enriching a trial with predicted
responders has been shown to increase statistical power in the context of MS
[3]. We measure the statistical power by the z-score: ATEt/

√
Var(yt) + Var(y0).

Where Var(yt) is the variance of factual outcomes on treatment t. The approach
taken by [3] achieves higher statistical power by selecting a subset of the pop-
ulation with larger ATEt. Our proposed uncertainty-based enrichment selects
patients with lower ITE uncertainty (σ̂t(x)

2+ σ̂0(x)
2), with the goal of reducing

the population variance (Var(yt)+Var(y0)). The benefit of this approach is most
apparent if we inspect a specific population (defined by a particular value for
ATE in the numerator).

3 Experiments and Results

3.1 Dataset

The dataset is composed of patients from four randomized clinical trials: BRAVO
[25], OPERA 1 [6], OPERA 2 [6], and DEFINE [7]. Each trial enrolled patients
with relapsing-remitting MS. Each patient sample consists of multi-sequence
patient MRI (T1 weighted pre-contrast, T1 weighted post-contrast, FLAIR,
T2-weighted, and proton density weighted), lesion maps (T2 hyperintense and
gadolinium-enhancing lesions), as well as relevant clinical and demographic fea-
tures (age, sex, expanded disability status scale scores [10]) at baseline. The
number of NE-T2 lesions between 1 and 2 years after trial initiation were pro-
vided for each patient. Excluding patients with incomplete data resulted in a
dataset with n = 2389 patients. In total the dataset contains the following treat-
ment arms: placebo (n = 406), laquinimod (n = 273) , interferon beta-1a in-
tramuscular (INFB-IM) (n = 304), interferon beta-1a subcutaneous (INFB-SC)
(n = 564), dimethyl fumarate (DMF) (n = 225), and ocrelizumab (n = 627).
We perform 4 fold nested cross validation on this dataset. [23]

3.2 Evaluation of Factual Predictions and Uncertainty Estimation

Each patient is given a single treatment. The MSE for the future log-NE-T2
lesion count on the observed (factual) treatment and µ̂t(x) is used as a measure



6 Joshua Durso-Finley et al.

(a) (b) (c)

Fig. 3: (a) MSE for the log-lesion outcome as a function of predictive uncertainty.
MSE is plotted separately for each treatment, using only patients who factually
received the particular treatment. Uncertainty is computed according to the
variance of the normal distribution predicted by the model, and the x-axis refers
to the percent of kept patients based on uncertainty filtering (i.e. At 100, all
patients are kept when computing MSE). (b) Lower bound for the ITE error as
a function of predicted ITE uncertainty. (c) Upper bound for the ITE error as a
function of predicted ITE uncertainty.

of the model’s predictive accuracy. Taking all treatments in aggregate, the model
achieves an MSE of 0.59± 0.03. Separating each treatment, it achieves an error
of 0.84± 0.10 for placebo, 0.95± 0.07 for laquinimod, 0.70± 0.05 for INFB-IM,
0.76± 0.08 for INFB-SC, 0.62± 0.08 for DMF, and 0.04± 0.02 for ocrelizumab.
Next we evaluate the correlation between the model error and the predicted
variance. An accurate uncertainty estimate should be positively correlated with
prediction accuracy [14]. This relationship is shown in Fig. 3a, where the MSE
for the factual predictions decreases as we select a sub-group of patients with
lower predictive uncertainty.

Next, we examine the results for the ITE error. Fig. 3b and Fig. 3c show the
upper and lower bounds (Eq. 2). Similarly to the factual error, the lower bound
and upper bound on the ITE error decrease with decreasing ITE uncertainty.

3.3 Uncertainty for Individual Treatment Recommendations

The effect of integrating uncertainty into treatment recommendations is evalu-
ated by defining a policy using this uncertainty (Eq. 3). Here, we report outcomes
on the lesion values (as opposed to log-lesions) for interpretability. In Fig. 4a, a
treatment, laquinimod‡, is recommended if the predicted probability of having
fewer than 2 NE-T2 lesions is greater than a threshold k: P (ŷt(x) < 2) > k. A
policy requiring greater confidence indeed selects patients who more often have
fewer than 2 lesions. It is worth noting that laquinimod was not found to be
efficacious at the whole group level in clinical trials [25] and is therefore not ap-
proved, but this analysis shows that using personalized recommendations based
on uncertainty can identify a sub-group of individuals that can benefit.

‡Results on other treatments can be found in the Appendix.
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(a) (b)

Fig. 4: Average factual future NE-T2 lesion count for patients recommended
laquinimod under different uncertainty-aware policies. (a) The policy recom-
mends laquinimod based on the probability that laquinimod will lead to fewer
than 2 NE-T2 lesions in the future. (b) The policy recommends laquinimod
based on the probability of response (defined as having fewer lesions on laquin-
imod than on placebo).

In Fig. 4b, a treatment effect-based policy is used such that laquinimod is
recommended if the probability of any treatment response is greater than a
threshold k: P (‘ITEt(x) ≤ 0) > k. As certainty in response grows, the difference
between the treated and placebo groups grows suggesting an uncertainty aware
policy better identifies patients for which the drug will have an effect.

Uncertainty can be useful when we wish to attribute a cost, or risk, to a cer-
tain range of outcomes. In our case, we assume a hypothetical non-linear cost c
for having more NE-T2 lesions, where c = (NE-T2 lesions+1)2. Fig. 5a describes
a case where the recommended treatment (in terms of the mean) changes if this
cost transformation is applied. In this case, the shape of the distribution over
possible outcomes (which informs our uncertainty about this outcome) affects
how much the mean of the distribution shifts under this transformation. This
analysis is extended to the entire laquinimod cohort in Fig. 5b. We compute
the average cost (Eq. 3) rather than the number of future NE-T2 lesions (as in
Fig. 4a) for two types of policies. In the uncertainty-aware policy, the predicted
distribution is used to make the treatment decision, whereas for the mean policy,
the decision is based on only on µ̂t(x). As expected, uncertainty-aware recom-
mendations incur a lower expected cost across the entire cohort compared to the
mean policy. The advantage is most visible for intermediate values on the x-axis,
because at the far right all patients are recommended laquinimod, and at the
far left patients have closer to 0 NE-T2 lesions on average and the magnitude of
the improvement due to the uncertainty-aware policy lessens.
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(a) (b)

Fig. 5: (a) Example of the predicted outcomes for a single patient on two drugs
(laquinimod and INFB-SC) before [top] and after [bottom] a hypothetical cost
transformation. Note that the transformation causes the recommended treat-
ment (as defined by the mean of the distribution, see dashed line) to switch from
laquinimod to INFB-SC. (b) The expected cost under the mean and uncertainty-
aware policies at the level of the entire laquinimod cohort.

3.4 Uncertainty for Clinical Trial Enrichment

Uncertainty estimation can also be useful when selecting a sub-population of to
enroll in a clinical trial, in a technique called predictive enrichment [20]. Fig. 1b,
shows an example where two patients have similar estimated future lesions but
different ITE uncertainties. For trial enrichment, the second patient is more likely
to experience a significant effect from this drug, and therefore enriching the trial
with such patients could increase it’s statistical power to detect an effect if done
appropriately (see Sec. 2.3). In Fig. 6 we show the effect of uncertainty-aware trial
enrichment. For a population with a particular effect size, we remove patients
(right to left) with high ITE uncertainty and compute the z-score between the
untreated and treated populations for the remaining groups. As expected, groups
with smaller average ITE uncertainty have greater statistical differences (lower
z scores).

4 Conclusion

In this work, we present a novel, causal, probabilistic, deep learning framework
for image-based precision medicine. Our multi-headed architecture produces dis-
tributions over potential outcomes on multiple treatment options and a distribu-
tion over personalized treatment effects. We evaluate our model on a real-world,
multi-trial MS dataset, where we demonstrate quantitatively that integrating
the uncertainties associated with each prediction can improve treatment-related
outcomes in several real clinical scenarios compared to a simple mean prediction.
The evaluation methods used in this work are agnostic to the method of uncer-
tainty quantification which permits flexibility in the choice of measure. Overall,
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Fig. 6: To isolate the effect of uncertainty on enrichment, we fixed the ATE
to be equal to 0 to -2 NE-T2 lesions by including patients with fixed placebo
(2 < ŷ0(x) < 3) and treatment (1 < ŷt(x) < 2) outcomes. The z-score then
decreases for patient groups with smaller predicted ITE uncertainty.

this work has the potential to greatly increase trust in the predictions of causal
models for image-based precision medicine in the clinic.
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