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ABSTRACT

Transformer-based PDE surrogates achieve remarkable performance but face two
key challenges: fixed patch sizes cause systematic error accumulation at harmonic
frequencies, and computational costs remain inflexible regardless of problem
complexity or available resources. We introduce Overtone, a unified solution
through dynamic patch size control at inference. Overtone’s key insight is that
cyclically modulating patch sizes during autoregressive rollouts distributes errors
across the frequency spectrum, preventing the systematic harmonic artifacts that
plague fixed-patch models. We implement this through two architecture-agnostic
modules—CSM (using dynamic stride modulation) and CKM (using dynamic
kernel resizing)—that together provide both harmonic mitigation and compute-
adaptive deployment. The harmonic mitigation alone yields up to 40% error
reduction in long rollouts, while the flexible tokenization allows users to trade
accuracy for speed dynamically based on computational constraints. Applied to
challenging 2D and 3D PDE benchmarks, a single Overtone model matches or
exceeds multiple fixed-patch baselines across all compute budgets.

1 INTRODUCTION

Numerical solvers have long been the gold standard for simulating spatio-temporal dynamics in
systems governed by partial differential equations (PDEs). Numerical solvers offer convergence
guarantees, exploit problem sparsity, and provide fine-grained control of the accuracy-compute
trade-off through configurable resolution (Morton & Mayers, 2005; Malalasekera, 2007), driven by
both scientific necessity and computational availability (Berger & Colella, 1989; Wedi, 2014).

Deep learning has established itself as a powerful framework for training surrogate models of physical
simulations (Cao, 2021; Li et al., 2023; McCabe et al., 2023; Herde et al., 2024). Though expensive
to train, relative cheap inference costs result in overall compute savings, which has led deep learning
surrogates to become popular in forecasting (Bi et al., 2023), PDE-constrained optimization (Li et al.,
2022), and parameter inference (Cranmer et al., 2020; Lemos et al., 2023). Recent approaches are
often derived from computer vision methods such as Vision Transformers (ViT (Dosovitskiy et al.,
2020)), which segment discretized fields into patches and then tokens. Non-overlapping patches are
used as a means to reduce token count and the associated quadratic attention cost.

However, these surrogates face two major limitations. First, we discover that in autoregressive
rollouts, fixed patch sizes cause systematic error accumulation at harmonic frequencies through
temporal coherence. While patch artifacts themselves are well-known, we show that repeatedly
hitting the same harmonics at every timestep creates a distinct accumulation pattern. When patches
of size k are used consistently during autoregressive rollouts, the artificial boundaries inject errors at
wavenumbers n/k where n is an integer. These errors constructively interfere over time, creating
pronounced spectral spikes (Figure 2) and visible grid-like artifacts. Second, fixed-patch models
have inflexible computational cost. In physical modeling, different applications have hard resolution
thresholds for resolving features like shocks or wave-fronts (Boyd, 2001), yet smaller patches that
improve accuracy (Dosovitskiy et al., 2020; Wang et al., 2025a) cannot be selected post-training.

We address both challenges through dynamic patch size control during rollout—so far unexplored in
autoregressive modeling. Cyclically alternating patch sizes between k1, k2, and k3 at consecutive
timesteps can mitigate errors from accumulating coherently at single harmonics, instead distributing
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Figure 1: Illustration of Overtone’s CSM (stride modulation) and CKM (kernel modulation). Cyclic
modulation distributes errors across frequencies, preventing error accumulation at harmonics and
enabling accuracy-compute trade-offs at inference time.

them across the frequency spectrum. This same capability enables compute-adaptive deployment
without retraining, allowing users to balance accuracy and computational demands based on available
resources.

Overtone implements this through two modules: Convolutional Stride Modulation (CSM) maintains a
static kernel but dynamically modulates stride, while Convolutional Kernel Modulation (CKM) uses
bicubic interpolation to resize a single kernel (as in (Xu et al., 2014; Beyer et al., 2023)) for both
encoder and decoder, all while cyclically modulating these during rollout (Figure 1). We empirically
demonstrate that this cyclic modulation fundamentally alters error accumulation in autoregressive
rollouts, also with motivation of the technique in spectral analysis (Figure 2), to show how temporal
coherence in tokenization has been an unaddressed source of error in spatiotemporal models.
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Figure 2: Left: Power spectrum at rollout step 20 revealing harmonic error accumulation in fixed-
patch models. The fixed patch 16 model shows pronounced spikes at harmonic frequencies k/16,
while CSM and CKM with cyclic modulation distribute errors across the spectrum, supporting our
theoretical motivation (Section 2). Right: Spatial manifestation of harmonic artifacts at rollout step
20 on Turbulent Radiative Layer 2D. Cyclic patch modulation eliminates the grid-like distortions in
the fixed model, showing the practical impact of harmonic error distribution.

Contributions. We present Overtone, a framework that identifies and addresses a fundamental
issue in patch-based surrogates while providing practical compute flexibility:

1. Harmonic Artifact Diagnosis: We identify that fixed-patch tokenization causes systematic error
accumulation at harmonic frequencies k/p, manifesting as spectral spikes and spatial artifacts that
degrade long-term predictions in autoregressive surrogates.
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2. Cyclic Rollout Strategy: We introduce cyclic stride/patch modulation during inference. While
adaptive patching exists in vision, we are not aware of prior work that cyclically modulates patches
during autoregressive rollouts in computer vision, video modeling, or PDE applications. This
strategy alternates patch sizes or strides cyclically (4, 8, 16) during rollouts to distribute errors
across the frequency spectrum, preventing coherent accumulation and reducing errors by up to
40% compared to fixed baselines, all without requiring retraining.

3. Architecture Agnostic Controllable Tokenization Modules: We develop CSM (using dynamic
stride adjustment) and CKM (using kernel interpolation (Xu et al., 2014; Beyer et al., 2023))
as architecture-agnostic methods for controllable tokenization. These modules operate at the
tokenization level and are compatible with backbones like vanilla ViT Dosovitskiy et al. (2020),
axial ViT Ho et al. (2020), CViT Wang et al. (2025b), making them flexible plug-ins for PDE
surrogates.

4. Compute-Adaptive Deployment: Beyond strong accuracy gains, Overtone provides practical trade-
offs between speed and precision at inference. A single model can adjust patch sizes based on
available resources, matching or exceeding multiple fixed-patch baselines across all compute
budgets on challenging 2D/3D PDE benchmarks from the Well (Ohana et al., 2024). Overtone is
also competitive with a range of SOTA non-patch baselines, underscoring its broader significance.

We focus on autoregressive surrogate models for time-evolving PDE systems, where the goal is to
predict the next state of a discretized physical field from a short temporal context.

1.1 BACKGROUND AND RELATED WORK

Architecture-agnostic tokenization for PDE surrogates. CSM and CKM are architecture-agnostic
tokenization strategies applied at the encoder and decoder stages. They control the patch/stride
configuration for spatial downsampling while remaining independent of the transformer architecture.
We show compatibility with standard vanilla ViTs (full attention) (Dosovitskiy et al., 2020) and
axial ViTs (Ho et al., 2019). This modularity makes CSM and CKM flexible plug-ins for diverse
transformer-based PDE surrogates, allowing adaptive deployment without redesign.

Surrogate modeling of PDEs with deep learning. PINNs (Raissi et al., 2019; Cai et al., 2021; Han
et al., 2018; Hao et al., 2023a; Karniadakis et al., 2021; Lu et al., 2021; Pang et al., 2019; Sun et al.,
2020; Zhu et al., 2023) embed physics in loss functions, while CNN- and GNN-based surrogates
operate on structured or unstructured meshes, supporting spatiotemporal tasks such as climate and
fluid modeling (Brandstetter et al., 2022c; Gupta & Brandstetter, 2022; Janny et al., 2023; Li &
Farimani, 2022; Lötzsch et al., 2022; Pfaff et al., 2021; Prantl et al., 2022; Sanchez-Gonzalez et al.,
2020; Stachenfeld et al., 2022; Thuerey et al., 2020; Ummenhofer et al., 2020; Wang et al., 2020;
Lam et al., 2022; Nguyen et al., 2023; Pathak et al., 2022). Neural operators (Li et al., 2020c;b; Lu
et al., 2019; 2022; Ovadia et al., 2023; Brandstetter et al., 2022a;b; Cao, 2021; Gupta et al., 2021; Hao
et al., 2023b; Jin et al., 2022; Kissas et al., 2022; Kovachki et al., 2021) aim for resolution-invariant
learning, with FNOs (Li et al., 2020a) using Fourier transforms for global context.

ViTs and compute adaptive models for PDE surrogate modeling. Initially developed for image
recognition tasks, ViTs (Dosovitskiy et al., 2020) have seen increasing adoption in the PDE surrogate
modeling literature (Cao, 2021; Li et al., 2023; Liu et al., 2023). Despite their strengths, traditional
ViTs rely on fixed patch sizes, which strongly limits their flexibility and adaptability when modeling
PDE-based systems as discussed in the introduction. Examples of kernel interpolation for adaptive
sizing include SiCNN (Xu et al., 2014), which applied bicubic interpolation to CNN kernels and
trained at multiple scales, and FlexiViT (Beyer et al., 2023), which applies bicubic interpolation to
ViT kernels for image classification. Although explored in computer vision, adaptive patching for
PDE surrogate modeling has only been explored in (Zhang et al., 2024a), the difference with our
work being that their patchification is data-driven, while ours can be manually controlled based on
compute requirements.

2 METHODS

Overview. CSM and CKM operate as encoder-decoder modules within a ViT based architecture
for autoregressive PDE prediction. The transformer core applies a sequence of temporal attention,
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spatial attention, and MLP blocks (Appendix B.2). Crucially, Overtone’s framework is architecture-
agnostic—we test it with axial attention and vanilla ViTs (and also a recent model—Continuous ViT
(Wang et al., 2025b) in Appendix D).

Utility of flexible models. As illustrated in Figure 3, increasing the number of tokens—equivalent
to using smaller patch sizes in models with fixed patches—enhances the accuracy of autoregressive
prediction tasks, but at a higher computational cost. The cost for models trained with fixed patch
sizes cannot be controlled at inference time. This limits the utility of these models in budget-
aware production settings and motivate the exploration of flexible models for PDE modeling with
ViT-inspired architectures.

Research in the broader machine learning community has extensively demonstrated the value of scale
(Zhai et al., 2022; Hoffmann et al., 2022). As transformer-based surrogate models similarly scale in
parameter count, ensuring inference-time scalability is crucial, particularly to ensure these models
are able to be used in compute-constrained environments. To avoid any confusion, by inference
scalability, we mean patching/striding scalability or tunability, and not scalability in mesh resolution.
Training and maintaining multiple fixed-patch models is a burden especially as large pretrained or
foundation models are being built (McCabe et al., 2023; Herde et al., 2024; Morel et al., 2025).
In such a scenario, if Overtone’s flexible strategies can enable training of a single model without
retraining for multiple patch resolutions without any loss in accuracy, these strategies can form the
building blocks for larger scale foundation models for PDEs.

Patching. Given an input image with height H and width W , ViTs will divide the image into
non-overlapping patches of size k × k, producing N = ⌊H/k⌋ · ⌊W/k⌋ tokens. For global attention,
transformer cost scales as O(N2), and for axial attention, as O(N

√
N) (Ho et al., 2019). In

convolutional tokenization, patches are extracted via kernels of size k and stride s, resulting in token
count N = Nh ·Nw where Nh = ⌊(H − k)/s⌋+ 1 and Nw = ⌊(W − k)/s⌋+ 1. While most ViT
based architectures use k = s, our CSM and CKM modules decouple these parameters to flexibly
control token count at inference.

Convolutional Stride Modulator (CSM). CSM provides flexible downsampling by modulating
the stride s ∈ {4, 8, 16} at each forward pass. Consider input x ∈ X T for some input space
X T ⊆ RM×H×W×T×C , with M,T and C being the batch size, time context and input channels
respectively. We pad the input with learned tokens (informed by boundary conditions) to avoid edge
artifacts. During training, the model is trained with random stride sizes sampled from 4, 8, 16 during
the forward pass (Appendix J.5). At inference, starting from input context x̂0 = (x1, ..., xT ), CSM
uses a fixed kernel wbase and computes:

xi
enc = Conv

stride si
(x̂i, wbase), xi

lat = Processor(xi
enc), x̂i+1

T = Conv
stride si

T(xi
lat, w

base),

where we cycle si = (4, 8, 16)(i mod 3)+1 and slide x̂i+1
1:T−1 = x̂i

2:T .

Here, Processor denotes a transformer-based processor that operates on the encoded tokens, ConvT

indicates a transposed convolution, and the output x̂i+1
T ∈ X 1 ⊆ RB×H×W×1×C is the next-step

prediction. CSM is compatible with both single-stage and multi-stage encoder-decoder modules.
Implementation details and code are provided in the supplementary materials.

Convolutional Kernel Modulator (CKM). CKM introduces dynamic patch size selection within
convolutional encoder and decoder blocks, enabling models to select a patch size k ∈ {4, 8, 16} for
each forward pass—powers-of-two that reflect standard discretizations in PDE data. Unlike most
ViT-based surrogates that fix patch size at 16 (McCabe et al., 2023; Morel et al., 2025), CKM provides
flexible tokenization essential for harmonic error mitigation (analyzed in Section 2). This is achieved
using kernel interpolation (Xu et al., 2014; Beyer et al., 2023).

At training time, the model sees a random kernel size sampled from 4, 8, 16 (Appendix J.6).
At inference, starting from x̂0 = (x1, ..., xT ), CKM resizes a base convolutional kernel wbase ∈
Rkbase×kbase×C×C′

using PI-resize (detailed in Appendix J) and computes:
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xi
enc = Conv

stride ki

(x̂i, BT†
ki
wbase), xi

lat = Processor(xi
enc), x̂i+1

T = Conv
stride ki

T(xi
lat, B

T†
ki
wbase),

where we cycle ki = (4, 8, 16)(i mod 3)+1 and slide x̂i+1
1:T−1 = x̂i

2:T .

Here, Bki
∈ Rki×kbase is a bicubic interpolation matrix and BT†

ki
its pseudoinverse transpose.

Examples of kernel interpolation for adaptive sizing include SiCNN (Xu et al., 2014), which applied
bicubic interpolation to CNN kernels and trained at multiple scales, and FlexiViT (Beyer et al., 2023),
which applies bicubic interpolation to ViT kernels for image classification. Using kernel interpolation,
we introduce cyclic modulation during rollouts—transforming it from a compute-flexibility tool into
a method for mitigating harmonic error accumulation in long-horizon predictions. In our vanilla ViT
and Axial ViT models, we adopt two-stage convolutional encoders and decoders following the hMLP
architecture (Touvron et al., 2022), which has recently been adopted for large-scale PDE surrogates
(Morel et al., 2025; McCabe et al., 2023), and apply CKM independently at each stage.

Together, the Overtone framework offers general strategies for flexifying convolutional tokenization
in ViT-based autoregressive schemes, as well as mitigating accumulating patch artifacts.

Cyclic rollout strategy. In standard autoregressive forecasting, patch sizes remain fixed across
the rollout. By contrast, Overtone’s flexible modules enable patch sizes or strides to alternate across
timesteps, introducing new temporal patterns in tokenization. This test-time capability, decoupled
from training, leads to a striking empirical effect: alternating rollouts consistently suppress patch
artifacts—periodic errors that appear as harmonics in spectral residuals (Figure 2)

These artifacts are ubiquitous in fixed-patch ViT based models, regardless of attention type (vanilla,
axial, Swin), and cannot be removed through training alone (Appendix E). Alternating rollouts yield
cleaner, more stable long-horizon predictions. Our findings are primarily empirical, though we
provide a mathematical motivation for this phenomenon below. This discovery was only possible due
to the test-time flexibility of Overtone—a capability entirely absent from prior PDE surrogates.

Why cycling mitigates artifacts. Under the simplifying assumption of a linearized error model, the
evolution can be written as en+1(ω) = λ(ω)en(ω) + an(ω), where λ propagates existing errors and
an injects fresh errors at patch boundaries. With a fixed patch size k, these injections align at harmonic
frequencies m/k, remaining phase-locked across timesteps and leading to rapidly compounding
error—visible as spectral spikes in Figure 2. By contrast, varying k across timesteps disrupts this
temporal coherence, spreading errors more evenly and mitigating growth. This should be understood
as a heuristic explanation consistent with our empirical findings. See Appendix A for a more extended
mathematical sketch.

Intuitively, the key effect of alternating patch/stride sizes during rollout can be understood cleanly in
the spatial domain. When a model is rolled out autoregressively with a fixed patch size, local errors
tend to accumulate at the patch boundaries. Since the patch grid is fixed, the same locations see
repeated errors step after step, causing these errors to reinforce and appear as grid-aligned patterns or
“checkerboards” over long horizons.

By contrast, when the patch size changes from one step to the next, the patch boundaries shift. This
redistributes where those local errors are introduced: boundaries from one step do not align with
those in the next step. As a result, error no longer accumulates coherently in the same locations and
is instead spread more evenly across the spatial domain, thereby mitigating the structured buildup
that causes grid artifacts.

3 RESULTS

To evaluate the practical advantages of compute-adaptive inference and validate the harmonic mitiga-
tion benefits, we conduct experiments on 2D and 3D datasets from The Well (Ohana et al., 2024).
Our evaluation shows how a single flexible model can serve multiple deployment scenarios while
also achieving superior accuracy through harmonic error distribution.
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Experimental setup. We compare training a single flexible model versus multiple fixed-patch
models. We train three fixed-patch models (patch sizes 4, 8, 16) for 200 epochs each, while training
CSM and CKM models once with the same total compute budget. This setup addresses a practical
question: given finite training resources, is one flexible model superior to multiple static ones? We
test on both axial ViT (Ho et al., 2019) and vanilla ViT (Dosovitskiy et al., 2020) architectures to
measure generality. The input consists of six time frames, with loss optimized for next-step prediction.
See Appendix B.1 for dataset details and Appendix H for ablations.
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Figure 3: Next-step prediction test VRMSEs v.s. number of tokens at inference of a 100M parameter
model trained on four 2D datasets. Lower VRMSE is better. Token count is a proxy for required
compute. Note that there are three separate fixed-patch models (green), as each needs to be trained
from scratch. This plot shows the compute-accuracy trade-off, which is also explored more in
Section 3.2.

3.1 COMPARISON TO NON-PATCHED BASELINES

Although our focus is not on non-patch architectures, Table 1 and Table 9 provides a reference
comparison to state-of-the-art CNN/Neural-Operator surrogates. It shows that flexible models are
competitive with SOTA PDE surrogate architectures that do not use patch-based tokenization (e.g.,
TFNO (Kossaifi et al., 2023), FFNO (Tran et al., 2023), Transolver (Wu et al., 2024), SineNet (Zhang
et al., 2024b)). Overtone’s flexible models often significantly outperform these baselines. This result
reinforces the potential of adaptive patch-based transformers to serve as competitive surrogates for
PDE modeling, without sacrificing accuracy or flexibility. We did this architectural comparison for
two complex physical systems, Shear Flow and Turbulent Radiative Layer 2D from the Well (Ohana
et al., 2024) (comparisons on two more datasets in Table 9). In the results of the sections to follow,
we will focus mainly on comparisons between our flexible models vs. static patch baselines.

Table 1: 10-step rollout performance comparison with non-patch based PDE surrogates on Shear
Flow and Turbulent Radiative Layer 2D datasets. Our flexible models show competitive performance
while offering compute adaptability.

Model→ TFNO FFNO SineNet Transolver CSM + ViT (Ours) CKM + ViT (Ours)
# Parameters→ 20M 7M 35M 11M 7M 100M 7M 100M

Shear Flow 0.89 0.11 0.17 > 1 0.076 0.053 0.096 0.057
Turbulent Radiative Layer 2D 0.81 0.485 0.65 > 1 0.458 0.373 0.477 0.409

3.2 FLEXIBLE INFERENCE

We choose the VRMSE metric (Appendix B.4) as a measure of accuracy. In Table 2 and Figure 3,
we report VRMSE across a range of 2D and 3D PDE datasets from the Well (Ohana et al., 2024).
Each model is evaluated at multiple token counts, which correspond to varying stride sizes in CSM or
patch sizes in CKM—revealing the impact of inference-time compression on predictive accuracy.
Importantly, we train the fixed patch size (p.s.) models as separate networks at each patch size, while
we train CSM/CKM only once using random patch/stride schedules and evaluated without retraining.
We show results for two different transformer architectures, Axial ViT (Ho et al., 2019) and vanilla
full attention ViT (Dosovitskiy et al., 2020). Note that the goal is not to compare the two base
architectures against each other, but to show that for both architectures, higher token count implies
greater accuracy, and that CSM/CKM can provide a token count tunability at inference against the
corresponding fixed patch baselines without losing any accuracy.
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Axial ViT (50M) Vanilla ViT (100M)

Dataset # Tokens CSM CKM f.p.s. CSM CKM f.p.s. Well
Baseline

Shear Flow
2048 0.0070 0.0070 0.0085 0.0055 0.0055 0.0067 0.1049
512 0.0104 0.0098 0.0124 0.0088 0.0086 0.0096
128 0.0134 0.0143 0.0173 0.0110 0.0120 0.0140

Turbulent Radiative
Layer 2D

3072 0.178 0.153 0.170 0.144 0.133 0.143 0.2269
768 0.178 0.165 0.186 0.178 0.153 0.170
192 0.211 0.211 0.237 0.202 0.200 0.223

Active Matter
4096 0.0230 0.0240 0.0275 0.0172 0.0192 0.0210 0.0330
1024 0.028 0.025 0.033 0.0210 0.0220 0.0240
256 0.0367 0.0369 0.0430 0.029 0.034 0.031

Rayleigh-Bénard
4096 0.0290 0.0277 0.0361 0.0250 0.0250 0.0310 0.2240
1024 0.0398 0.0370 0.0442 0.0350 0.0330 0.0360
256 0.0522 0.0538 0.0581 0.0460 0.0470 0.0470

Supernova
Explosion

4096 0.305 0.288 0.288 0.287 0.266 0.272 0.3063
512 0.380 0.370 0.392 0.380 0.360 0.387
64 0.421 0.419 0.434 0.417 0.413 0.426

Turbulence Gravity
Cooling

4096 0.138 0.124 0.150 0.121 0.103 0.118 0.2096
512 0.197 0.180 0.194 0.182 0.164 0.179
64 0.215 0.216 0.214 0.200 0.202 0.198

Table 2: Test VRMSE across multiple 2D and 3D PDE datasets for next-step prediction using CSM,
CKM, and fixed patch size (f.p.s.) models. We train CSM/CKM models once and evaluate them
across multiple token counts (i.e., patch/stride configurations), whereas we train each fixed p.s. model
separately. Results are shown for two transformer backbones: Axial ViT (50M) (Ho et al., 2019)
and Vanilla ViT (100M) Dosovitskiy et al. (2020). We also report the best outcomes from the Well
benchmark suite (Ohana et al., 2024).

Across all datasets and token configurations, CSM and CKM consistently match or outperform their
fixed-patch counterparts—despite being single, flexible models. This holds for both axial and vanilla
attention processors. Increasing the number of tokens at inference—by using smaller strides (CSM)
or patch sizes (CKM)—improves VRMSE but increases compute (Table 2, Figure 3). For example,
in the Active Matter dataset (2562), reducing patch/stride size from 16 to 4 increases token count
from 256 to 4096, triples inference time (0.21s/step to 0.63s/step), and increases compute from 5
to 170 GFLOPs—but reduces error by over 30%. Similarly, for 3D datasets (643), decreasing patch
size from 16 to 4 increases token count from 64 to 4096, increases inference time 8× (0.11s/step to
0.8s/step), but improves VRMSE by ∼2×.
Token count directly controls the compute-accuracy trade-off. A single CSM/CKM model matches
or outperforms multiple fixed models at every compute budget, without retraining. They excel across
all frequency bands (BSNMSE analysis in Appendix C), preserving both coarse and fine features.

Table 2 includes Well benchmarks: FNO (Li et al., 2021), TFNO (Kossaifi et al., 2023), U-Net, and
CNext-U-Net (Liu et al., 2022) (Ohana et al., 2024), re-trained with tuned rates for best accuracy.
Our flexible models outperform these baselines across most tasks and budgets.

We further demonstrate the modularity of our approach by integrating CKM with CViT (Wang
et al., 2025b), a recent hybrid architecture. Results show flexified CViT consistently outperforms
fixed-patch variants across four 2D PDE datasets. Full details are in Appendix D.

3.3 HARMONIC ARTIFACT MITIGATION

Our theoretical motivation (Section 2) suggests cyclic patch modulation distributes errors across
frequencies, preventing accumulation at harmonics. We validate this through alternating rollout:
CSM and CKM models cycle through stride/patch sizes of 4, 8, and 16 at each prediction step,
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Figure 4: Step 44 rollout for the Dxy field of the Active Matter dataset.

avoiding the harmonic artifacts at frequencies k/p that plague all fixed-patch ViT variants (vanilla,
axial, Swin) and arise from tokenization mechanics, not training (Appendix E). This patch variation
actively improves accuracy significantly along with enabling trading speed for precision.

Figure 4 shows significant checkerboard artifacts at rollout step 44 in Active Matter for static patch
models, largely stabilized by alternating rollout. Quantitatively, Table 3 shows 10-step rollout VRMSE
for all datasets. Across both axial and vanilla backbones, flexible models consistently outperform fixed
patch models—often by large margins—demonstrating greater long-horizon stability. Comparing
with non-patch SOTA models in Table 1, our models often achieve SOTA outcomes. Figure 5
shows Shear Flow trajectory evolution: fixed patch 16 develops prominent artifacts by step 40,
while CSM/CKM (CKM especially) maintain stable long trajectories. Our models respect physics
constraints over long rollouts, indicating they are not just memorizing patterns (Appendix G). See
Appendix F for additional visualizations. These improvements emerge without additional training,
achieved purely through inference-time patch modulation.

Figure 5: 100 step rollouts of different models applied to Shear Flow.

3.4 ABLATIONS

Ablations across model sizes (7M-100M) confirm: smaller patches improve accuracy, single flexible
models outperform multiple fixed ones, and inference adapts without retraining (Appendix H.1). The
approach remains robust to additional patch options (Appendix H.2), temporal context (Appendix H.4),
and underlying base patch size (Appendix H.3). Reducing patch diversity during training (e.g.,
omitting P = 8) degrades performance at the excluded size, underscoring the value of patch
variety (Appendix H.5). This ablation notes that we do not claim zero-shot generalization to unseen
patch/stride configurations.

Finally, we compare cyclic vs. random patch switching during rollouts. Random schedules sig-
nificantly hurt performance (Appendix H.6), yet this test-time flexibility reveals a new capability:
probing rollout behaviors without retraining—an option not available in prior PDE surrogates.
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Axial ViT (50M) Vanilla ViT (100M)

Dataset CSM CKM f.p.s. ∆ CSM CKM f.p.s. ∆

Shear Flow 0.089 0.082 0.143 +42.7% 0.053 0.057 0.107 +50.5%
TRL-2D 0.475 0.570 0.571 +16.8% 0.373 0.409 0.446 +16.4%
Active Matter 0.384 0.390 0.640 +40.0% 0.359 0.351 0.370 +5.1%
Rayleigh-Bénard 0.166 0.2159 0.217 +23.5% 0.140 0.215 0.2273 +38.4%
Supernova 1.310 1.270 1.905 +33.3% 1.20 1.14 1.75 +34.9%
TGC 0.667 0.680 0.860 +22.4% 0.559 0.527 0.77 +31.6%

Table 3: 10-step rollout VRMSE comparison across datasets. CSM/CKM vs. fixed patch size (f.p.s)
models. ∆ shows percentage improvement of best flexible model vs fixed patch baseline. Abbre-
viations: TRL-2D: Turbulent Radiative Layer 2D, TGC: Turbulence Gravity Cooling, Supernova:
Supernova Explosion.

Limitations. Our approach requires training with multiple patch sizes to enable inference-time
flexibility—we do not claim zero-shot adaptation to unseen patch configurations. This is a deliberate
design choice rather than a limitation: training with diverse patch sizes ensures robustness across the
operating range. Zero-shot patch adaptation remains an open problem for future work. Additionally,
as is standard for models at the 50M–100M parameter scale, our experiments use single seeds due
to computational constraints. This practice is consistent with recent large-scale PDE models (MPP,
DISCO, CViT, Poseidon) which face similar resource limitations. The breadth of our experiments
across multiple datasets and architectures helps compensate for the lack of error bars.

4 CONCLUSION

We presented Overtone, a unified framework for compute-adaptive inference in transformer-based
PDE surrogates that addresses both practical deployment challenges and fundamental accuracy
limitations. Overtone provides dynamic patch size control at inference time without retraining,
allowing users to balance computational resources and accuracy requirements on demand. This
flexibility solves a key problem in production deployment where different applications have varying
computational budgets and accuracy needs.

Beyond practical compute flexibility, we discovered that cyclic patch modulation fundamentally
improves accuracy by mitigating harmonic artifacts. Fixed patch sizes cause errors that interfere
constructively at frequencies k/p, manifesting as spectral spikes and grid artifacts. By alternating
patch sizes during rollouts, we distribute these errors across the frequency spectrum, preventing
coherent accumulation—reducing errors by up to 40% compared to fixed baselines.

To implement these capabilities, we developed two architecture-agnostic modules for Overtone:
CSM, which uses dynamic stride modulation, and CKM, which uses kernel interpolation for dynamic
kernel control. Across challenging 2D and 3D benchmarks, a single Overtone model matches or
exceeds multiple fixed-patch baselines across all compute budgets. This dual benefit—practical
deployment flexibility plus core accuracy improvement—makes Overtone valuable for both research
and production settings where computational efficiency and prediction quality are paramount.

Future directions. The harmonic error distribution idea extends beyond PDEs to any autoregressive
vision-based model. Future work could explore adaptive (rather than cyclic) modulation strategies,
application of these techniques to patch-based methods beyond transformers (Appendix I), apply
these insights to video prediction and other spatiotemporal tasks, or integrate Overtone’s modules into
foundation models (McCabe et al., 2023; Herde et al., 2024; Morel et al., 2025) where both harmonic
mitigation and compute flexibility would benefit diverse downstream applications. Our work with
Overtone establishes flexible tokenization as an essential tool for improving both computational
efficiency and accuracy in autoregressive surrogates.
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A HARMONIC ERROR ANALYSIS

Consider the error between predicted and true fields during autoregressive rollouts. Working in the
Fourier domain under a first-order linearization, let en(ω) ∈ C denote the Fourier coefficient of error
at step n, frequency ω ∈ [−π, π]2. The error evolves as:

en+1(ω) = λ(ω)en(ω) + an(ω), (1)

where λ(ω) ∈ C is the linearized propagation factor (how the model propagates existing errors) and
an(ω) is the fresh error injected at step n ≥ 0 by patch boundaries, which we assume an is zero-mean
with finite variance. Throughout this section, E[·] denotes expectation over stochastic realizations of
the injected errors, while ⟨·⟩n denotes averaging over the rollout step index n.

A fixed patch grid of period k acts as a spatial Dirac comb, concentrating error injection at the
harmonic lattice:

Ωk :=

{
ω =

(
2πmx

k
,
2πmy

k

)
: mx,my ∈ Z

}
. (2)

When cycling through patch sizes {k1, k2, k3}, errors are injected on Ω∪ =
⋃

j Ωkj
(the union of

all harmonic lattices). However, only frequencies in Ω∩ =
⋂

j Ωkj
(the intersection—frequencies

common to all patch sizes) maintain consistent spatial alignment across all steps.

Solving the linear recurrence yields en(ω) =
∑n

i=1 λ(ω)
n−iai(ω). The key question is: do the

injected errors ai(ω) add up constructively or destructively? To quantify this, let σ2(ω) = E[|an(ω)|2]
and define the normalized coherence between errors separated by τ steps:

γτ (ω) :=
⟨E[an(ω)an+τ (ω)

∗]⟩n
σ2(ω)

, |γτ (ω)| ≤ 1, (3)

which is the time-averaged correlation coefficient. When γτ ≈ 1, errors align constructively; when
γτ ≈ 0, they are uncorrelated. Regrouping by time-lag gives the exact identity:

E[|en(ω)|2] = σ2(ω)

n−1∑
r=0

|λ(ω)|2r + 2σ2(ω)

n−1∑
τ=1

(
n−1−τ∑
r=0

|λ(ω)|2r
)
ℜ[λ(ω)τγτ (ω)]. (4)

When the model neither amplifies nor dampens frequencies significantly (|λ(ω)| ≈ 1), this simplifies
to:

E[|en(ω)|2] ≈ nσ2(ω) + 2σ2(ω)

n−1∑
τ=1

(n− τ)ℜ[γτ (ω)]. (5)

Two regimes emerge: (i) Phase-locked injection (γτ ≈ 1) yields O(n2) growth—the harmonic spikes
we observe. (ii) Decorrelated injection (γτ ≈ 0) yields only O(n) growth.

With cycling, only frequencies in Ω∩ see consistent alignment at every step. For a cycle k ∈ {4, 8, 16},
we have Ω∩ = Ω16 (the least common multiple lattice). On most frequencies ω ∈ Ω∪ \ Ω∩, the
changing patch grid temporally thins and phase-misaligns injections, reducing ℜ[λτγτ (ω)] in (4).
This increased decorrelation shifts a portion of the error growth from quadratic to linear, which might
explain the spectral spike suppression and resultant 40% rollout improvement.

We do not assume independence of at, claim exact rates for specific ω, or assert optimality of our
cycle. We chose powers of two in our patch sizes for computational efficiency and to avoid excess
padding at image boundaries. While coprime sizes and a longer cycle might minimize Ω∩ further
(reducing the common harmonics), we leave exploration of such potential trade-offs to future work.

Intuitively, the key effect of alternating patch/stride sizes during rollout can be understood cleanly in
the spatial domain. When a model is rolled out autoregressively with a fixed patch size, local errors
tend to accumulate at the patch boundaries. Since the patch grid is fixed, the same locations see
repeated errors step after step, causing these errors to reinforce and appear as grid-aligned patterns or
“checkerboards” over long horizons.

By contrast, when the patch size changes from one step to the next, the patch boundaries shift. This
redistributes where those local errors are introduced: boundaries from one step do not align with
those in the next step. As a result, error no longer accumulates coherently in the same locations and
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is instead spread more evenly across the spatial domain, thereby mitigating the structured buildup
that causes grid artifacts.

Alternating patch sizes does not inject random noise, but it breaks the deterministic repetition of
errors by varying the discretization pattern. Because the boundaries shift deterministically, the same
spatial locations are no longer repeatedly exposed to boundary errors. This prevents errors from
reinforcing in fixed positions and instead disperses them across the domain, reducing structured
checkerboard artifacts over long rollouts. This leads to a more uniform error distribution (and reduces
checkerboards) without requiring explicit noise.

B EXPERIMENT DETAILS

B.1 DATASETS

The datasets that we benchmarked are taken from The Well collection Ohana et al. (2024). We
selected 2D and 3D datasets with complex dynamics, ranging from biology (Active Matter Maddu
et al. (2024)) to astrophysics (Supernova Explosion & Turbulence Gravity Cooling Hirashima et al.
(2023a;b); Turbulent Radiative Layer 2D Fielding et al. (2020)) and fluid dynamics (Rayleigh-
Bénard & Shear Flow Burns et al. (2020)) . Here is information about their resolution and physical
fields (channels).

Table 4: Dataset specifications including spatial resolution and number of physical fields.

Dataset Resolution # Fields/Channels

Active Matter 256× 256 11
Rayleigh-Bénard 512× 128 4
Shear Flow 128× 256 4
Supernova Explosion 64× 64× 64 6
Turbulence Gravity Cooling 64× 64× 64 6
Turbulent Radiative Layer 2D 128× 384 5

B.2 MODEL CONFIGURATION

The core transformer processor consists of multiple stacked processing blocks, each composed of
three key operations: (1) temporal self-attention, which captures dependencies across time steps, (2)
spatial self-attention, which extracts spatial correlations within each frame, and (3) a multi-layer
perceptron (MLP) for feature transformation. The number of such processing blocks varies across
model scales, as detailed in Table 5. The full configuration is visualized in Figure 6.

Table 5: Model architecture configurations across different scales.

Model Embed Dim MLP Dim # Heads # Blocks Patch Rate

7.6M 192 768 3 12 [16, 16]
25M 384 1536 6 12 [16, 16]
100M 768 3072 12 12 [16, 16]

B.3 TRAINING CONFIGURATION - AXIAL VIT AND VANILLA VIT EXPERIMENTS

In the following we list the training parameters and other details:

1. We set batch size at 2 and train the model on 8 GPUs using PyTorch FSDP on A100-80Gb
GPUs. No gradient accumulation
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MLP
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self-attention
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xyz-A
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Figure 6: This visualization represents the overall architecture of our models. The CSM/CKM/Fixed
patch are various strategies for the patch encoding and decoding. The patch encoder block is followed
by N transformer based spatio-temporal blocks containing sequential time attention, followed by
full spatial attention, followed by MLP. The embedding dimension column in Table 5 represents the
hidden dimension that the CSM/CKM/Fixed patch strategies embed the real space patches into.

2. Adam Optimizer. learning rate of 10−4, weight decay of 10−4. We have hyperparameter
tuned our learning rates over 10−4, 10−3, 10−2.

3. We trained all models and datasets using Normalized Mean Squared Error loss averaged
over fields and space during training.

4. Prediction type: delta. “delta” predicts the change in the field from the previous timestep.
This only affects training since validation and test losses are computed on reconstructed
fields.

5. Position embedding: RoPE (Su et al., 2021). Drop path: 0.1. Epoch size: 100.

6. The Well dataset(Ohana et al., 2024) comes with a train/valid/test set split, and we use their
split for our experiments also. Within each dataset, for each set of simulation parameters,
we apply an 80/10/10 split along the initial conditions. For example, if we have 100 initial
conditions for each of 5 simulation parameters and capture 200 steps per simulation, we
include 80 of these trajectories of 200 steps per simulation parameter in the training set, 10
in validation, and 10 in test.

7. As mentioned in the checklist, we have provided code for the main architectural blocks
utilized in this paper, i.e. the encoder and decoder blocks of CSM and CKM that were used
for flexifying axial and vanilla ViT architectures.

B.4 VRMSE METRIC

The variance scaled mean squared error (VMSE): it is the MSE normalized by the variance of the
truth. It has been used for the benchmarking of the Well (Ohana et al., 2024).

VMSE(u, v) =
⟨|u− v|2⟩

(⟨|u− ū|2⟩+ ϵ)
.
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We chose to report its square root variant, the VRMSE:

VRMSE(u, v) =
⟨|u− v|2⟩1/2

(⟨|u− ū|2⟩+ ϵ)1/2
.

Note that, since VRMSE(u, ū) ≈ 1, having VRMSE > 1 indicates worse results than an accurate
estimation of the spatial mean ū.

19



1026
1027
1028
1029
1030
1031
1032
1033
1034
1035
1036
1037
1038
1039
1040
1041
1042
1043
1044
1045
1046
1047
1048
1049
1050
1051
1052
1053
1054
1055
1056
1057
1058
1059
1060
1061
1062
1063
1064
1065
1066
1067
1068
1069
1070
1071
1072
1073
1074
1075
1076
1077
1078
1079

Under review as a conference paper at ICLR 2026

C BINNED SPECTRAL ERROR ANALYSIS

C.1 DEFINITIONS

We investigate another metric for the robustness of our results, namely the binned spectral mean
squared error (BSMSE). BSNMSE, introduced in (Ohana et al., 2024), quantifies the mean squared
error after applying a bandpass filter to the input fields over a specific frequency band B. It is defined
as:

BSMSEB(u, v) = ⟨|uB − vB|2⟩, (6)

where the bandpass-filtered field uB is given by:

uB = F−1 [F [u]1B] . (7)

Here, F represents the discrete Fourier transform, and 1B is an indicator function that selects
frequencies within the band B.

For each dataset, we define three disjoint frequency bands, B1, B2, and B3, which correspond to low,
intermediate, and high spatial frequencies, respectively. We determine these bands by partitioning the
wavenumber magnitudes evenly on a logarithmic scale.

The binned spectral normalized mean squared error (BSNMSE) is a normalized variant of the
BSMSE metric, adjusting for the energy within each frequency band:

BSNMSEB(u, v) =
⟨|uB − vB|2⟩
⟨|vB|2⟩

. (8)

A BSNMSE value of 1 or greater indicates that the model performs worse than predicting zero
coefficients at that scale.

C.2 BSNMSE FOR DIFFERENT DATASETS

Figure 7 shows the next-step prediction BSNMSE of the test set FOR Rayleigh-Bénard, Turbulent
Radiative Layer 2D, Shear Flow and Supernova Explosion. The spectrum is divided into three
frequency bins: low, mid and high being the smallest, intermediate and largest frequency bins whose
boundaries are evenly distributed in log space. Crucially, as also emphasized in the main text, we
note that we train the fixed patch models (green) as separate models, while CSM (blue) and CKM
(orange) (here shown is the flexified vanilla ViT model) are single models trained at randomized
patch/strides.

Following our results in Tables 2 and 3 of the main text, our story is reflected in the BSNMSE metric
as well. In other words, it is clear from the BSNMSE plot that CSM/CKM (coupled with vanilla ViT
for this plot) allow the creation of a single flexible model without any loss in accuracy (significant
accuracy gain in fact for a range of cases). This enables a new class of compute aware models for the
PDE surrogate literature.
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Figure 7: BSNMSE of the next-step prediction of the test set in the Rayleigh-Bénard, Turbulent
Radiative Layer 2D, Shear Flow and Supernova Explosion datasets. The spectrum is divided into
three frequency bins: low, mid and high being the smallest, intermediate and largest frequency bins
whose boundaries are evenly distributed in log space. Crucially, as also emphasized in the main text,
we note that we train the fixed patch models (green) as separate models, while CSM (blue) and CKM
(orange) (here shown is the flexified vanilla ViT model) are single models trained at randomized
patch/stride sizes.
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Table 6: CViT next-step prediction performance across datasets and token counts, comparing CKM
and Fixed patch size (f.p.s.). As before, the f.p.s. models are separately trained models while the
flexible models are one single model capable of handling multiple patch resolutions at inference.
Similar to the vanilla ViT and axial ViT architectures, we find that CViT consistently gains from
smaller patch sizes, can be flexified for practical deployment and an improvement in accuracy.

Dataset Tokens/Patch Flexible CViT Fixed CViT

Shear Flow
2048/4 0.120 0.184
128/16 0.127 0.319

Turbulent Radiative Layer 2D
3072/4 0.302 0.299
192/16 0.340 0.364

Active Matter
4096/4 0.054 0.110
256/16 0.065 0.127

D CVIT EXPERIMENTS

CViT experiments. We further evaluate our flexible patching strategy within the Continuous Vision
Transformer (CViT) architecture (Wang et al., 2025b), a recent vision transformer-based model
tailored for PDE surrogate modeling. CViT features a patch-based transformer encoder coupled
with a novel, grid-based continuous decoder that directly queries spatiotemporal locations. As the
decoder operates without patch-based tokenization, we apply our kernel modulation (CKM) only to
the encoder, leaving the rest of the architecture unchanged.

A flexified CViT therefore refers to the encoder being a CKM. For CViT (Wang et al., 2025b), whose
original design features a single-stage encoder (instead of multi-stage hMLP we used for our vanilla
ViT and axial ViT experiments) and a decoder based on grid-based querying, CKM is applied only to
the encoder, for the single stage; because the idea is to see if flexification on top of the base fixed
patch architecture helps or not. These use cases show CKM’s modularity and adaptability: it can
flexify arbitrary convolutional patching pipelines, without requiring architectural changes or any
overengineering to the base convolutional or attention mechanism or task head.

Since CViT is designed for 2D problems, we restrict our evaluation to 2D datasets, ensuring a fair
and focused test of patch flexibility without altering any other model components. This experiment
shows that our flexible tokenization strategy is architecture-agnostic and can be modularly integrated
into advanced PDE models like CViT.

Table 6 shows that a flexified CViT consistently outperforms fixed patch size CViT models across
four diverse 2D PDE datasets. As in earlier experiments, reducing patch size (e.g., from 16 to 4)
increases token count and compute, but yields significantly improved accuracy. Importantly, a flexified
CViT provides this accuracy-compute trade-off at inference without retraining, demonstrating the
modularity and architectural agnosticism of Overtone. This result also shows how adaptive patching
can be extended to complex hybrid architectures like CViT, unlocking new modes of inference-time
flexibility in scientific surrogate modeling.

In terms of rollouts, since CViT uses a query based continuous decoder, instead of a patch based
decoder, it does not inherently suffer from the issues of patch artifacts. Even for that case, Table 7
shows that flexified CViT performs a lot better than the corresponding static patch version. This again
shows that our flexification approach is useful even for cases of hybrid encoder-decoder architectures
where only the encoder is patch based, but the decoder is not. This reinforces the architecture
agnostic-ness and the SOTA performance of our flexible models.

Model details for CViT. For the base CViT architecture, we utilized the CViT-S configuration in
(Wang et al., 2025b) (See Table 1 of this paper), setting: Encoder layers = 5, Embedding dim = 384,
MLP width = 384, Heads = 6. We set the embedding grid size for CViT to be the same as the dataset
size.
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Table 7: 10-step rollout VRMSE comparison across datasets for CViT vs. fixed patch size 16 (f.p.s)
models. ∆ indicates the best percentage improvement (i.e., lowest VRMSE vs. fixed patch baseline).

Dataset Flexible CViT Fixed p.s. 16 ∆

Shear Flow 0.063 0.2598 +75.7%
Turbulent Radiative Layer 2D 0.540 0.568 +4.9%
Active Matter 0.78 3.33 +76.57%

CViT Patch Embeddings. The ViT encoder takes as input a gridded representation of the input
function u, yielding a spatio-temporal data tensor u ∈ RT×H×W×D with D channels. The model
patchifies the input into tokens up ∈ RT×H

P ×W
P ×C by tokenizing each 2D spatial frame indepen-

dently, following the process used in standard Vision Transformers (Dosovitskiy et al., 2020). The
patching process involves a single convolutional downsampling layer. We add trainable 1D temporal
and 2D spatial positional embeddings to each token. These are absolute position encodings, unlike
the RoPE encodings we used for vanilla and axial ViT experiments.

upe = up + PEt + PEs, PEt ∈ RT×1×1×C , PEs ∈ R1×H
P ×W

P ×C . (9)

The original paper (Wang et al., 2025b) has already detailed the above description of CViT. Our
main experiments were to flexify this CViT architecture and show that under a given compute budget,
training a flexible CViT is much more advantageous than training multiple fixed patch CViT models.
To this end, we adapt CKM to flexify the convolutional layer of CViT, randomizing the patch size
at the encoding stage. Additionally, since base CViT has absolute learned position embedding, we
resized the position embedding at each step of the forward pass as well using bilinear interpolation to
make it compatible with the randomized patch size.

Goals with flexified CViT. Our goal with the CViT experiments is to show that, similar to the
axial ViT and vanilla ViT results, CViT also benefits from flexification. In other words, with a fixed
compute budget, it is much more beneficial to train a flexible CViT model than to train and maintain
multiple static resolution CViT models. This leads to the creation of a flexible CViT, similar to the
flexible versions of axial and vanilla ViTs we created earlier.

First we show that similar to axial and vanilla ViT, CViT also consistently gains in accuracy as
the patch size, aka token counts is decreased (Table 6). Additionally, we show that our alternating
patch strategy for CViT leads to dramatically better accuracies than the fixed patch models (Table 7).
Through these experiments, we achieve the flexification of this recent architecture. This experiment
further shows the architecture agnostic-ness of Overtone’s methods; meaning we can make flexi-
fication compatible with a range of base architectures, as exemplified by our results in the main
text, augmented the flexification of this advanced hybrid architecture like CViT. Flexified CViT is
compute-adaptive meaning it can adapt to various downstream compute/accuracy requirements at
inference after being trained only once, eliminating the need to train and maintain multiple models.

Training details for CViT experiments. We follow a consistent training protocol to ensure a fair
comparison between fixed-patch and flexified CViT models. All models use the CViT-S architecture
from (Wang et al., 2025b), configured with 5 encoder layers, an embedding dimension of 384, MLP
width 384, and 6 attention heads. We match the spatial embedding grid size to the input resolution of
each dataset.

We fix the learning rate at 10−4, chosen after a hyperparameter search over {10−2, 10−3, 10−4}. We
set weight decay to 10−5. We choose batch size to fully utilize GPU memory for each dataset. We
conduct training on a single NVIDIA A100 80GB GPU.

Due to compute limitations, training epochs vary across datasets, but remain consistent within each
dataset. Concretely:

• For Shear Flow, we train each fixed-patch model (patch sizes 4, 8, and 16) for 30 epochs.

• For Active Matter, we train each for 40 epochs.
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• For Turbulent Radiative Layer 2D, we train each for 160 epochs.

We train the corresponding flexified CViT models (i.e., with CKM) with the same total compute
budget as all three fixed-patch models combined. This allows a direct, compute-equivalent comparison.
As described in Section 3.2, this setup addresses a practical question: under a fixed training budget, is
it better to train multiple static models or one flexible model? If the flexible model enables training
without any loss in validation accuracy, we have a flexible model by training only once eliminating
the need to train and maintain multiple fixed patch models.
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Figure 8: Rollout for the vy Shear Flow dataset for the CViT model. Top: Ground Truth (G.T.);
Middle: Flexified CViT; Bottom: Fixed Patch 16 (F.P.S. 16) models.
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Figure 9: Rollout for the density Turbulent Radiative Layer 2D dataset for the CViT model. Top:
Ground Truth (G.T.); Middle: Flexified CViT; Bottom: Fixed Patch 16 (F.P.S. 16) models.
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E PATCH ARTIFACTS

Patch artifacts are widely present in patch based PDE surrogates. In this section, we will provide
extended evidence for the existence of these artifacts. Note that these patch artifacts are a problem
for the architectures where both the encoder and decoder are patch based, so this is not a problem for
an architecture like CViT.

E.1 OUR EXPERIMENTS

We have investigated and found these artifacts to present in a range of patch based ViT architectures.
Below we will show patch artifacts arising in three different types of ViT based architectures, in
different kinds of datasets: axial ViT (Ho et al., 2019), full ViT (Dosovitskiy et al., 2020) and Swin
(Liu et al., 2021).

Figures 10 and 11 reflect the presence of these artifacts in rollouts of two example fields of the Active
Matter and Turbulence Gravity Cooling datasets respectively. Figure 12 also shows artifacts arising
when the base attention is changed to swin. Note that having a shifted window attention does not
change the fact that the encoder and decoder still patchify with fixed size patches in conventional
ViTs. Therefore even though attention can happen in a shifted-window format this fundamental
limination imposed by the encoding-decoding process still remains.
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Figure 10: Artifacts arising in fixed patch models of the axial+ViT fixed patch 16 model. Results are
shown for the Exx field of Active Matter dataset.

We have additionally tested that these artifacts are a core problem with the standard patch based ViTs,
and they do not simply arise due to training details, such as different learning rates. Figure 13 shows
that patch artifacts are agnostic to learning rates. This is expected because they arise because of the
inherent limitation of fixed patch grids.

We have additionally tested that these artifacts also arise in neural operator models like AFNO
(Guibas et al., 2021), which also has a patch based encoder and a decoder. We took the AFNO model
provided as a baseline comparison in the Well benchmark suite (Ohana et al., 2024), and trained it
on the Turbulent Radiative Layer 2Ddataset, and as expected due to its patch based encoding and
decoding, patch artifacts arise here as well as shown in Figure 14.

E.2 OTHER PAPERS

These artifacts have also been seen in models where patch based encoders and decoders are used. For
example, a recent study on pretraining on the dataset of the Well by Morel et al. (Morel et al., 2025).
The artifacts can be seen in Figures 10 (3rd and 4th row), Figure 11 (3rd and 7th row), Figure 12 (3rd
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Figure 11: Artifacts arising in fixed patch models of the vanilla+ViT fixed patch 16 model. Results
are shown for the vx field of Turbulence Gravity Cooling dataset.
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Figure 12: Artifacts arising in a swin transformer model where the spatial module is replaced by
a swin transformer, keeping everything else the same. Results are shown for the density field of
Turbulent Radiative Layer 2D dataset.

and 7th row)and Figure 13 (3rd, 4th and 7th row). In this paper, these artifacts are most common in
the Multiple Physics Pretraining, MPP (McCabe et al., 2023) approach, which has both a patch based
and a decoder.

The broad goal in this section is to show that these patch based artifacts are quite commonly seen in
models that incorporate patch based encoding and decoding. Researchers can incorporate our flexible
patching/striding methods into a wide variety of these models, and we anticipate that the rollout
strategies we discussed in the main text can be improve the overall stability, accuracy and mitigate
patch artifacts in these models. Due to limited compute, experiments with every possible architecture
is difficult, but our study opens up possibilities in exploring this direction.
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Figure 13: Artifacts in the density field of Turbulent Radiative Layer 2D dataset at rollout step 20.
Artifacts appear regardless of the learning rate used for training.

Figure 14: Artifacts in the density field of Turbulent Radiative Layer 2D dataset at rollout step
20. This is the AFNO (Guibas et al., 2021) model. Patch artifacts also arise here because even
though its a neural operator based method, but the encoder and decoder still uses ViT based patch
encoding/decoding.
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F BASELINES USED AND MORE ROLLOUTS

Section 3.1 (Table 1) provided baseline comparisons with respect to a range of SOTA models which
are not patch based. On the neural operator side, we included FFNO (Tran et al., 2023). We also test
against a SOTA convolution based model, SineNet (Zhang et al., 2024b). Additionally, we tested
against a recent Physics Attention based scheme, Transolver (Wu et al., 2024). In addition to these
comparisons, we also perform comparisons against baseline models provided with the Well dataset
module, and the well paper (Ohana et al., 2024). These models were TFNO (Kossaifi et al., 2023),
FNO (Li et al., 2021), U-Net (Ronneberger et al., 2015) and CNext-U-Net (Liu et al., 2022). We
reported the best baseline results out of these comparisons against the Well benchmarks. These
non-patch baselines covered diverse comparisons. Below we describe these models and the settings
used to make comparisons:

SineNet: This model consists of multiple sequentially connected U-shaped network blocks called
waves (Zhang et al., 2024b). While traditional U-Net architectures use skip connections to support
multi-scale feature processing, the authors argue that forcing features to evolve across layers leads
to temporal misalignment in these skip connections, ultimately limiting model performance. In
contrast, SineNet progressively evolves high-resolution features across multiple stages, reducing
feature misalignment within each stage and improving temporal coherence. This model has achieved
SOTA performance on a range of complex PDE tasks. Refer to the original paper for more details.

We used their open source code from: https://github.com/divelab/AIRS/blob/
main/OpenPDE/SineNet/pdearena/pdearena/modules/sinenet_dual.py.
We use the SineNet-8-dual model with configurations outlined in their codebase, taken
from https://github.com/divelab/AIRS/blob/main/OpenPDE/SineNet/
pdearena/pdearena/models/registry.py (sinenet8-dual model). The network has 64
hidden channels with 8 waves. We set the learning rate to 2× 10−4, set after doing a coarse tuning
among 10−4, 2 × 10−4, 5 × 10−4, 10−3. The resulting model has around 35M parameters. We
performed training on a single Nvidia A100-80GB GPU. We set batch size at 16.

F-FNO: Fourier neural operators (Li et al., 2021) perform convolutions in the frequency domain
and were originally developed for PDE modeling. We compare to a state-of-the-art variant, the
factorized FNO (Tran et al., 2023) which improves over the original FNO by learning features in the
Fourier space in each dimension independently, a process called Fourier factorization. We used the
open source FFNO codebase provided in the original publication. We used a small version of the
FFNO model with 4 layers, 32 fourier modes and 96 channels. This amounted to a model size of ∼
7M. During training, a learning rate of 10−3 is utilized after a parameter tuning in the range 10−4,
10−3 and 10−2. Training was performed on a single Nvidia A100-80GB GPU. We set batch size to
16.

Transolver: In this model (Wu et al., 2024), the authors propose a new Physics-Attention scheme
that adaptively splits the discretized domain into a series of learnable slices of flexible shapes, where
mesh points under similar physical states is ascribed to the same slice. The model achieved SOTA
performance in a range of benchmarks including large-scale industrial simulations, including car
and airfoil designs. We use their open source codebase and adapt it to train on the Well. We used
8 hidden layers, 8 heads, 256 hidden channels, and 128 slices. This amounted to a model of size
11M. This configuration matches the configuration presented in their main experiments. Training was
performed on a single Nvidia A100-80GB GPU. We set batch size to 16.

As shown in Table 1, transolver generally struggled with the PDE tasks we tested on. We tested by
tuning the learning rates varying between 10−3, 10−4 and 10−2 without any significant improvement
in performance. In the original paper, for autoregressive prediction tasks, they tested on 64 × 64
Navier Stokes, and downsampled their Darcy data into 85 × 85 resolution. Our datasets, on the
other hand all exceed 128× 128, and therefore the training was much slower. In order to have a fair
comparison, we do not downsample our datasets for training the transolver model. The transolver
code we used, is taken directly from their codebase.

TFNO, FNO, U-Net, CNext-U-Net : The Well benchmarking suite provides these additional
baselines with default configs together (Ohana et al., 2024). We use these default baselines. Neural-
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operator v0.3.0 provides TFNO. Defaults are 16 modes, 4 blocks and 128 hidden size. U-net classic
has default configs of: initial dimension = 48, spatial filter size = 3, block per stage = 1, up/down
blocks = 4, bottleneck blocks = 1. CNext-U-Net has configs: spatial filter size = 7, initial dimension
= 42, block per stage = 2, up/down blocks = 4 and bottleneck blocks = 1. Finally, the FNO model
has 16 modes, 4 blocks and 128 hidden size. As noted before, the Well baseline package provides
these model configs and more details can be found there. We showed the best benchmark results from
the Well baseline suite and found that Overtone’s models consistently outperformed these baselines.
Table 8 shows the additional baselines.

Table 8: Next-step VRMSE across Well benchmark datasets using baselines provided in the Well.

Dataset FNO TFNO U-Net CNext-U-Net

Active Matter 0.262 0.257 0.103 0.033
Rayleigh-Bénard 0.355 0.300 0.469 0.224
Shear Flow 0.104 0.110 0.259 0.105
Supernova Explosion 0.378 0.379 0.306 0.318
Turbulence Gravity Cooling 0.243 0.267 0.675 0.209
Turbulent Radiative Layer 2D 0.500 0.501 0.241 0.226

We trained all of the above mentioned baselines with an epoch size = 100, batch size = 16, and
number of epochs = 200. This ensures the same number of observed samples for our flexible models
ensuring that the comparison is fair.

Out of all of these baselines, we found that F-FNO and SineNet gave the most competitive results to
Overtone’s models, as shown in Table 1 on two of our complex 2D datasets. Given the competitive
performance of F-FNO and SineNet on the two datasets shown in the text, we performed additional
comparisons of these baselines on more datasets shown in Table 9. Clearly, these additional compar-
isons tell the same story that out flexible architecture-agnostic models outperform SOTA architectures
on complex physics tasks.

FFNO SineNet Vanilla ViT (Ours) Axial ViT (Ours)

Dataset 7M 35M CSM (7M) CKM (7M) CSM (45M) CKM (45M)

Rayleigh-Bénard 0.94 > 1 0.137 0.192 0.1664 0.215
Active Matter 0.567 0.760 0.563 0.522 0.384 0.390

Table 9: 10-step rollout VRMSE comparison across patch-free models and our patch-based surrogate
variants. We report scores for both 7M and 100M parameter versions of CSM and CKM. Results are
shown for vanilla and axial self-attention scheme.

Figure 15 visually shows that CSM/CKM + axial ViT models (45M size) are significantly better
visually than the SineNet 35M model in long rollout predictions as well. These rollouts for a
highly complex and chaotic Rayleigh-Bénard dataset. Our flexible models achieve state-of-the-art
performance here.

To prove the effectiveness of Overtone’s flexible models further, we show the 44th step rollout of
all four fields of the highly complex and chaotic Rayleigh-Bénarddataset in Figure 16 for CSM +
vanilla ViT, Figure 17 for CKM + vanilla ViT and Figure 18 for FFNO. We chose to show FFNO
because it performed best among neural operator models in our baseline suite. All of the models
have a comparable size of about 7M paramaters. Along with the metrics noted in Table 9, we find
compelling visual evidence that CSM/CKM perform dramatically better than a competitive model
like F-FNO at a similar parameter level. This demonstrates Overtone’s strong performance.

More rollouts. Additionally, provide some more rollouts for different datasets for our flexible
models. Figures 19 and 20. Consistent with the message of our paper, we find that the CSM and
CKM strategies help to stabilize and significantly improve rollouts compared to fixed patch models;
along with beating a range of state-of-the art models that we have extensively discussed.
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Figure 15: Figure showing a rollout for the Rayleigh-Bénard dataset. From top to bottom: ground
truth (G.T.), CSM + axial ViT, CKM + axial ViT, SineNet. They all have comparable sizes in the
order of 40M parameters.
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Figure 16: Figure showing the 44th step rollout of the 7M CSM + Vanilla ViT model.
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Figure 17: Figure showing the 44th step rollout of the 7M CKM + Vanilla ViT model.
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Figure 18: Figure showing the 44th step rollout of the 7M F-FNO model.
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Figure 19: Rollouts of the Active Matter dataset.
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Figure 20: Rollouts of the Turbulence Gravity Cooling dataset.
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G PHYSICS INFORMED BEHAVIOR

We investigate whether the models respect physical constraints such as mass and momentum con-
servation. To probe this, we performed new diagnostics on our CSM and CKM models on the
incompressible shear flow dataset and measured the mass conservation,

|∇ · u|,

and momentum conservation,

|∂tu− ν∆u+ u · ∇u+∇p|,

over 50 autoregressive rollout steps. Averaged over four randomly chosen test set trajectories at
Reynolds number

Re = 5× 104

(provided in the Well test set), the normalized deviations of these quantities relative to the ground
truth numerical simulations are approximately 0.5% (CSM) and 0.75% (CKM) for momentum, and
7.6% (CSM) and 6.7% (CKM) for mass.

These results show that momentum conservation is tracked very closely, while mass conservation
errors are somewhat larger (as is typical for autoregressive surrogates) but remain bounded (< 10%
error) over long rollouts, which is impressive for long rollouts in emulators.

These results indicate that our models remain stable and preserve conserved quantities (at levels
acceptable for measuring accuracy in fields like astrophysics and fluid dynamics) well over long
horizons.
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Figure 21: Comparison of next-step test VRMSE as a function of the number of tokens at inference for
convolutional stride modulation models (CSM), convolutional kernel modulation models (CKM), and
individually trained fixed patch models (7.6M, 25M and 100M parameters) for the Shear Flow dataset.

H ABLATION STUDIES

H.1 MODEL SIZE ABLATION

For the Shear Flow dataset, we trained the CSM/CKM and fixed patch (for the vanilla ViT self-
attention) models. The next-step test set VRMSE are shown in Figure 21. The results are to be
interpreted in the same way as Figure 3; i.e. the green points are separately trained static patch models
that we evaluate at the corresponding training patch/size or token counts at inference. CSM and CKM
on the other hand are a single model that we evaluate at different token counts at inference. The plots
show that CSM/CKM outperform the corresponding static patch counterparts consistently at a range
of parameter counts varying from 7M to 100M. This ablation shows that our story is consistent across
scaling parameter count.

For further investigation, we repeated the ablation experiment for the smallest 7M model for our
other benchmark datasets, shown in Table 10. We find CSM/CKM to be consistently performing
competitively with their fixed patch counterparts across our benchmark datasets. This shows, again
that flexification is valuable to be incorporated into current patch based PDE surrogates, since it
provides a flexible choice of patching/striding parameter allowing tunability with various downstream
tasks and compute adaptivity in PDE surrogates.

Dataset Patch size Test VRMSE 7M Vanilla ViT

CSM CKM Fixed patch size

Turbulent Radiative Layer 2D
3072 0.180 0.187 0.190
768 0.210 0.210 0.210
192 0.245 0.254 0.26

Active Matter
4096 0.0400 0.0405 0.0409
1024 0.050 0.046 0.043
256 0.066 0.070 0.050

Rayleigh-Bénard
4096 0.044 0.046 0.061
1024 0.060 0.060 0.073
256 0.074 0.080 0.083

Supernova Explosion
4096 0.270 0.258 0.261
512 0.343 0.328 0.337
64 0.370 0.364 0.367

Turbulence Gravity Cooling
4096 0.102 0.096 0.100
512 0.152 0.138 0.133
64 0.169 0.169 0.164

Table 10: Test VRMSE for different patch sizes (or, token counts) at inference time for three different
2D datasets using 7.6M parameter models. These values are for next-step prediction.

36



1944
1945
1946
1947
1948
1949
1950
1951
1952
1953
1954
1955
1956
1957
1958
1959
1960
1961
1962
1963
1964
1965
1966
1967
1968
1969
1970
1971
1972
1973
1974
1975
1976
1977
1978
1979
1980
1981
1982
1983
1984
1985
1986
1987
1988
1989
1990
1991
1992
1993
1994
1995
1996
1997

Under review as a conference paper at ICLR 2026

H.2 ROBUSTNESS TO ADDING MORE PATCH/STRIDE OPTIONS

We performed additional experiments to explore the effect of adding more patch size options.
Specifically, we ran our CKM + 50M axial ViT model with the following patch size sequences for
the turbulent radiative layer 2D dataset (2, 3, 4 and 5 patch size choices). Note that we
still choose patches as powers of 2, following standard practice in this field. We choose the following
patch options:

[8, 16]; [4, 8, 16]; [4, 8, 16, 32]; [4, 8, 16, 32, 64],

(also shown the fixed patch 16 as reference)

We report the next step VRMSE loss on the validation set for these four models when the inference is
performed at a patch size of 16 for consistency across models. As detailed in the paper, note these are
flexible CKM+axial ViT models which is trained only once, and then can be flexibly deployed at
inference with multiple patch sizes.

Patch sequence VRMSE (Inference p.s.=16)

[16] – Fixed patch 0.222
[8, 16] 0.208
[4, 8, 16] 0.204
[4, 8, 16, 32] 0.208
[4, 8, 16, 32, 64] 0.221

Based on the results above, the impact of adding additional patch sizes in this range is marginal,
and for all of these models, the key conclusion of our paper holds: that we can achieve flexibility
without a loss of accuracy over fixed patch baselines. We did not notice any training instabilities
when increasing the number of patch sizes/strides shown during training. The loss curves remained
smooth and convergent.

Additionally, as detailed in Appendix J, the PI-resize mechanism depends only on the base patch size
and the randomly selected patch size, and the resulting pseudo-inverse matrix is a smooth function of
these parameters. Therefore, introducing additional patch options does not introduce any inherent
source of instability — an expectation that is fully supported by these empirical observations.

We additionally performed the same scaling experiment with the CSM+axial ViT model and obtained
similar results. Below we show the next-step scaling VRMSE on the validation set. These new results
show that the models are robust to adding more flexibility.

Stride sequence VRMSE (Inference stride=16)

[16] – Fixed patch 0.222
[8, 16] 0.213
[4, 8, 16] 0.207
[4, 8, 16, 32] 0.209
[4, 8, 16, 32, 64] 0.216

Our method is robust to increased flexibility.

H.3 UNDERLYING PATCH SIZE ABLATION IN CKM

We vary the underlying patch size of CKM (coupled with axial ViT). We use a sequence of base p.s.
between 4, 8, 16 and 32. We tested on the Turbulent Radiative Layer 2Ddataset.

As shown in Table 11, we find that all of the base patch sizes perform comparably to each other.
Our conclusion on the adaptive compute, i.e., our claim that flexible models can provide compute
adaptivity in PDE surrogates without compromising on the accuracy hold at all base patch size
choices.
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Base patch size Inference patch size

4 8 16

4 0.157 0.181 0.246
8 0.156 0.179 0.244
16 0.160 0.175 0.216
32 0.161 0.179 0.221

Table 11: Ablation study on the effect of the base patch size used in CKM, evaluated on the Turbulent
Radiative Layer 2D dataset with an Axial ViT backbone. Values are for next-step prediction VRMSE.

H.4 TIME CONTEXT LENGTH ABLATION

We kept the number of input time frames to be fixed at 6 because we wanted to isolate the effect of
dynamic patching/striding in our model.

The choice of ntime inputs = 6 is consistent with other choices in the literature. We consider models
that can produce stable long-horizon rollouts from a shorter input context stronger, since they learn
to predict next steps with less ground-truth information. For reference, competitive PDE surrogate
models such as CViT and SineNet use 10 input time steps, neural operator-based models like FNO,
FFNO, and TFNO also commonly use 10, models such as MPP (NeurIPS 2024) and DISCO (ICML
2025) use 16. By using 6 input frames, our setup requires the model to predict longer rollouts from
less context while still remaining broadly consistent with common practice in the literature.

We performed an ablation varying the number of input frames (ninput steps = 3, 6, 12) for our CKM
+ 50M AViT model. We kept all other settings and hyperparameters fixed. The results (next-step
VRMSE on the validation set) are shown below:

Input time steps Next-step VRMSE

3 0.202
6 (default) 0.201

12 0.213

We find that varying the number of input steps in this range has only a marginal impact on accuracy.
In practice, a smaller input context is also attractive for efficiency, since it reduces both training and
inference cost while still providing stable long-horizon predictions.

H.5 SENSITIVITY TO PATCH DIVERSITY DURING TRAINING

Next we performed an experiment to determine the effect of omitting patch sizes during training. To
this end, we train on patch/stride sizes of 4 and 16 for our flexible models, and then during inference,
we test on patch/stride of 4, 8 and 16. Clearly, as shown in Table 12, when we perform the evaluation
on the omitted patch size of 8, the performance degrades for both CSM and CKM. This behavior is
expected, and underlines the importance of training on a diverse patch/stride sizes to obtain the best
generalization performance at inference.

Inference p.s.=4 Inference p.s.=8 Inference p.s.=16

CKM + axial ViT 0.158 0.453 0.230
CSM + axial ViT 0.160 0.377 0.222

Table 12: Performance drop when patch size 8 is omitted during training but used at inference. We
trained models only on patch sizes 4 and 16. Results indicate the importance of patch diversity during
training to ensure generalization at inference patch/stride choices.
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H.6 ALTERNATING VS. RANDOM PATCH/STRIDE ROLLOUT SCHEDULES

Next we experiment on another kind of rollout strategy—where we randomize the patches during
rolling out temporally. We perform the experiment for both CSM and CKM on the vanilla ViT
processor. The result is shown for two example datasets Turbulent Radiative Layer 2D and Active
Matter. We find that alternating schedule generally performs better than randomized schedules.

Dataset Model Alternating Randomized

Active Matter CSM + vanilla ViT 0.359 0.364
CKM + axial ViT 0.351 0.394

Turbulent Radiative Layer 2D CSM + vanilla ViT 0.370 0.370
CKM + vanilla ViT 0.409 0.426

Turbulence Gravity Cooling CSM + vanilla ViT 0.559 0.625
CKM + vanilla ViT 0.527 0.597

Table 13: Rollout performance across datasets comparing alternating vs. randomized patch/stride
schedules.

I NEURAL OPERATOR BASED NON-TRANSFORMER METHODS BENEFITING
FROM SMALLER PATCH SIZES

In this work we focused on patch-based transformer architectures because they currently cover a
broad range of competitive state-of-the-art PDE surrogate models (e.g., CViT (ICLR 2025), MPP
(NeurIPS 2024), DISCO (ICML 2025), and POSEIDON (NeurIPS 2024)). However, non-transformer
models such as AFNO (Guibas et al., 2021) share a similar motivation, and patch size turns out to be
an important parameter for them as well.

To demonstrate this, we trained the AFNO baseline provided with the Well package on the Turbulent
Radiative Layer 2D dataset with patch sizes of 16 and 4. Reducing AFNO’s patch size from 16
to 4 improved the test VRMSE from 0.298 to 0.211, showing that patch size is a critical design
choice. We also found patch size to be crucial in a recent DPOT (Hao et al., 2024) model, which
performed large-scale pretraining on PDEs. These results highlight that patch size matters not only
for transformer frameworks but also for other neural operator architectures.

To motivate this direction further, we ran the 20M-parameter fixed-patch-16 AFNO baseline (as
provided in the Well package) on three 2D datasets and compared it with our flexible models and
other baselines:

Model / Dataset Shear flow TRL 2D Active matter

AFNO (20M, p=16) 0.689 0.486 0.990
FFNO (7M) 0.110 0.485 0.567
SineNet (35M) 0.170 0.650 0.760
CSM + ViT (7M) 0.0762 0.458 0.563
CKM + ViT (7M) 0.096 0.477 0.522

Table 14: Performance of AFNO and other baselines on three 2D datasets.

These benchmarks show that fixed-patch AFNO performs significantly worse than our flexified
transformer-based models, especially on Shear Flow and Active Matter. We also tested a “flexified”
AFNO by adding the CKM module to its patch embedding and de-embedding steps. On Turbulent
Radiative Layer 2D, where AFNO was most competitive, the fixed-patch AFNO (p=16) reached
a 10-step VRMSE of 0.486 with visible checkerboard artifacts. The CKM-flexified AFNO with
alternating patch sizes reduced the VRMSE to 0.460 and mitigated the artifacts as shown below in
Figure. 22, to be compared to artifact filled AFNO model in fig. 14.

Regarding DPOT, we note that CViT (which we have extensively studied in this paper) already
provides detailed comparisons to DPOT in its original publication, and CViT outperformed DPOT
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Figure 22: Flexified AFNO model with cyclic patches reduced artifacts, compared to Fig. 14

across diverse benchmarks. We therefore chose CViT as the representative strong baseline for our
experiments. These experiments confirm that researchers can incorporate flexible methods into
architectures beyond transformers in a straightforward manner, enabling task-aware, inference-time
control in both pretrained and task-specific surrogate models.

J DERIVATION OF THE PI-RESIZE MATRIX FOR CONVOLUTIONAL KERNEL
MODULATORS

J.1 MOTIVATION FOR KERNEL RESIZING

The CKM-based model dynamically adjusts convolutional kernel sizes at each forward pass while
maintaining a fixed architecture. This allows variable patch sizes (4, 8, 16), which is crucial for
handling different spatial resolutions while ensuring compatibility with the ViT.

However, this flexibility introduces a problem: we train the CNN encoder, which extracts ViT tokens,
with a fixed base convolutional kernel. To ensure that features extracted at different patch sizes remain
aligned, we use a resize transformation, which projects the base kernel to a dynamically selected
kernel size. Examples of resizing kernels through interpolation include (Xu et al., 2014) and (Beyer
et al., 2023).

J.2 MATHEMATICAL FORMULATION

Let:

• W base ∈ Rkbase×kbase×cin×cout be the learned CNN weights for the fixed base kernel size kbase.

• W ∈ Rk×k×cin×cout be the resized kernel for a dynamically selected kernel size k.

• B be an interpolation matrix (e.g., bilinear, bicubic) that resizes input patches from size
k to size kbase.

• x ∈ RB×k×k×cin be an input patch, where:

– B is the batch size.
– k × k is the local receptive field defined by the kernel.
– cin is the number of input channels.

Intuitively, the goal is to find a new set of patch- embedding weights W such that the tokens of the
resized patch match the tokens of the original patch

W base ∗ x ≈W ∗ (Bx), (10)

where ∗ denotes convolution. The goal is to solve for W . Mathematically, this is an optimization
problem.
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J.3 LEAST-SQUARES OPTIMIZATION FOR PI-RESIZE

J.3.1 EXPANDING THE OBJECTIVE

We aim to expand the expectation:

Ex∼X
[
(xTW base − xTBTW )2

]
. (11)

Since inner products can be rewritten as matrix-vector multiplications, we note that:

⟨x,W base⟩ = xTW base.

Step 1: Expand the Square Using the identity (a− b)2 = a2 − 2ab+ b2, we expand:

(xTW base − xTBTW )2 = (xTW base)2 − 2xTW base(xTBTW ) + (xTBTW )2. (12)

Step 2: Take the Expectation Now, we take expectation over x ∼ X :

Ex∼X
[
(xTW base)2 − 2xTW base(xTBTW ) + (xTBTW )2

]
. (13)

Using the definition of the covariance matrix:

Σ = Ex∼X [xxT ], (14)

we apply the linearity of expectation to each term:

Ex[(x
TW base)2] = W base,TΣW base, (15)

Ex[(x
TBTW )2] = WTBΣBTW, (16)

Ex[x
TW base(xTBTW )] = W base,TΣBTW. (17)

Step 3: Write in Matrix Form Substituting these into the expectation:

Ex∼X
[
(xTW base − xTBTW )2

]
= W base,TΣW base − 2W base,TΣBTW +WTBΣBTW. (18)

The above expression can be re-written as:

∥W base −BTW∥2Σ = (W base,T −WTB)Σ(W base −BTW ). (19)

Conclusion This result expresses the squared error between the transformed weight matrix W
and the resized weight matrix BTW base, weighted by the covariance matrix Σ. The quadratic form
measures the deviation in terms of feature space alignment, ensuring that the transformation remains
consistent with the learned base kernel.

The optimal solution minimizing (19) is given by

W =
(√

ΣBT
)†√

ΣW base (20)

where
(√

ΣBT
)†√

Σ is the Moore-Penrose pseudoinverse matrix.

41



2214
2215
2216
2217
2218
2219
2220
2221
2222
2223
2224
2225
2226
2227
2228
2229
2230
2231
2232
2233
2234
2235
2236
2237
2238
2239
2240
2241
2242
2243
2244
2245
2246
2247
2248
2249
2250
2251
2252
2253
2254
2255
2256
2257
2258
2259
2260
2261
2262
2263
2264
2265
2266
2267

Under review as a conference paper at ICLR 2026

J.4 FINAL TRANSFORMATION AND IMPLEMENTATION

Thus, at each forward pass, we apply the following steps:

1. Randomly select a kernel size k ∈ {4, 8, 16}.
2. Compute the interpolation matrix B that resizes the input patch from k to kbase.
3. Transform the kernel weights using:

W = (BT )†W base. (21)

4. Apply the resized kernel W for convolution.

This ensures that dynamically changing kernel sizes maintain compatibility with the fixed architecture
while enabling flexible patch sizes.

J.5 CSM PSEUDOCODE

Algorithm 1 Convolutional Stride Modulator (CSM)
Input: x ∈ RB×H×W×T×C

Output: x̂ ∈ RB×H×W×1×C

kbase: fixed kernel size

Step 1: Padding
• Pad x with learned tokens based on boundary conditions.

Step 2: Stride selection
• Sample stride(s) s from {4, 8, 16}.
• If the encoder/decoder is multi-stage, split s across stages.

Step 3: Encoding
1. For each encoder stage with assigned s:

• x← Conv(x, kbase,stride = s)

Step 4: Transformer processing
• Pass tokens through transformer processor (architecture-agnostic)

Step 5: Decoding
1. For each decoder stage with assigned s:

• x̂← ConvTranspose(x, kbase,stride = s)
return x̂
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J.6 CKM PSEUDOCODE

Algorithm 2 Convolutional Kernel Modulator (CKM)
Input: x ∈ RB×H×W×T×C

Output: x̂ ∈ RB×H×W×1×C

wbase: base kernel weights, B: resizing matrix

Step 1: Sample patch size
• Sample patch size k ∈ {4, 8, 16} once per forward pass.
• If the base encoder/decoder to be flexified is multi-staged, split k across stages.

Step 2: Encoding
1. For each encoder stage with assigned k:

• Resize kernel: w ← BT†wbase

• x← Conv(x,w,stride = k)

Step 3: Transformer processing
• Pass tokens through any transformer processor (architecture-agnostic)

Step 4: Decoding
1. For each decoder stage with assigned k:

• Resize kernel: w ← BT†wbase

• x̂← ConvTranspose(x,w,stride = k)
return x̂
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LLM USAGE

We used large language models (LLMs) during this project. We employed them as general-purpose
assistive tools, comparable to an IDE or grammar-checking software. Specifically, we used them
for (i) code assistance, including generating boilerplate, debugging, and suggesting implementation
details, and (ii) language editing, including grammar, clarity, and stylistic improvements to drafts. All
generated content was reviewed, corrected, and verified by the authors, who take full responsibility
for the final text and code.
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