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Abstract

Assessing the video comprehension capabili-001
ties of multimodal AI systems can effectively002
measure their understanding and reasoning abil-003
ities. Most video evaluation benchmarks are004
limited to a single language, typically English,005
and predominantly feature videos rooted in006
Western cultural contexts. In this paper, we007
present VideoVista2, the first video evalua-008
tion benchmark designed to bridge cultural,009
linguistic, and domain divide in video com-010
prehension. Our work differs from existing011
benchmarks in the following ways: 1) Cul-012
tural diversity, incorporating cultures from013
China, North America, and Europe; 2) Multi-014
linguistics, with questions presented in Chi-015
nese and English—two of the most widely spo-016
ken languages; and 3) Broad domain, featur-017
ing videos sourced from hundreds of human-018
created domains. VideoVista2 contains 1,389019
videos and 3,134 QA pairs, and we have evalu-020
ated 24 recent open-source or proprietary video021
large models. From the experiment results, we022
observe that: 1) Existing models perform worse023
on Chinese-centric questions than Western-024
centric ones, particularly those related to Chi-025
nese history; 2) Current open-source models026
still exhibit limitations in temporal understand-027
ing, especially in the Event Localization task,028
achieving a maximum score of only 45.2%;029
3) Mainstream models demonstrate strong per-030
formance in general scientific questions, while031
open-source models demonstrate weak perfor-032
mance in mathematics.033

1 Introduction034

Large Multimodal Models (LMMs) built upon035

Large Language Models (LLMs) have demon-036

strated unprecedented capabilities across various037

domains, including text, image, video, and au-038

dio over several years. Particularly in the past039

year, there has been a surge in the development040

of LMMs capable of processing video inputs. The041

dramatic expansion in the length of video frame042

Question: 视频中主角一开始前往的寺庙的历史最早可以
追溯到哪个朝代?
(To which dynasty can the history of the first temple 
mentioned in the video be traced?)

A.唐朝(Tang Dynasty) B. 宋朝(Song Dynasty) 
C.明朝(Ming Dynasty) D. 清朝(Qing Dynasty)

Corresponding video clips

Figure 1: An example of Chinese Culture in Video-
Vista2. The correct answer is highlighted in yellow.

sequences—from just a few frames to several hun- 043

dred—demonstrates significant progress in video 044

understanding capabilities. Meanwhile, video eval- 045

uation benchmarks have also emerged, evolving 046

from early-stage basic video question answering 047

tasks (Yu et al., 2019; Xu et al., 2017) to general 048

video evaluation benchmarks (Fu et al., 2024; Zhou 049

et al., 2024; Wang et al., 2024b). However, existing 050

video evaluation benchmarks predominantly select 051

videos from sources such as YouTube, Shutterstock, 052

or established video datasets like Ego4D (Grau- 053

man et al., 2022) and Movie101 (Yue et al., 2023). 054

These datasets are primarily Western-centric, with 055

a limited representation of Chinese-centric videos 056

as shown in Figure 1. In addition, current video 057

evaluation benchmarks tend to focus on specific 058

events within the videos, neglecting the cultural 059

context and connotations embedded in the content 060

while overlooking the scientific principles and in- 061

formation that the videos are intended to convey. 062

To advance the development of LMMs, we intro- 063

duce VideoVista2, the first video evaluation bench- 064

mark designed to bridge cultures, languages, and 065
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Category Size

Task Classes 4
Subtask Classes 14
Video Sources 1,389
Video Clips 2,052
Max Duration 1,877.7
Average Duration 267.5
YouTube Video Domains 30
RedNote Video Domains 104
BiliBili Video Domains 12
Chinese Question Number 1,446
English Question Number 1,668
Chinese Culture QA Number 231
American Culture QA Number 200
European Culture QA Number 200

Average Question Length 18
Average Option Length 13
Average Choice Number 4
Total Samples 3,134
Total Questions 3,134

Figure 2: (Left) Comprehensive statistics from different perspectives. The durations reported are based on the
statistics from the 2,052 video clips. The question and answer length is count in tokens; (Right) Videos in
VideoVista2 is sourced hundreds of domains from 3 popular video websites across the world. In the video sourced
from Xiaohongshu(RedNote), we only present 42 of the all domains.

domains in video comprehension. In Figure 2,066

we present detailed statistics on the questions and067

videos in VideoVista2. It comprises 3,134 ques-068

tions organized into 14 tasks, spanning 2,052 video069

clips of varying lengths and reflecting both West-070

ern and Chinese cultures. English-language videos071

are sourced from YouTube, while Chinese videos072

are collected from Xiaohongshu (RedNote) and073

BiliBili. These videos cover hundreds of distinct074

domains, ranging from everyday life topics—such075

as news reports, travel recommendations, sports076

events, and vlogs—to scientific topics, including077

calculus, deep learning, organic chemistry, and078

quantum mechanics. Video durations vary widely,079

from a few seconds to tens of minutes.080

To efficiently annotate such a large-scale video081

dataset, we employ a hybrid annotation framework082

that combines the strengths of both (M)LLMs and083

human efforts. This framework leverages the pow-084

erful capabilities of existing large models, such as085

Qwen2-VL (Wang et al., 2024a) and DeepSeek-086

R1 (DeepSeek-AI et al., 2025), to generate an ini-087

tial pool of question-options-answer (QA) pairs.088

Human annotators then select the high-quality ques-089

tions from generated QA pairs and further refine090

them to enhance clarity and quality.091

We have evaluated 24 state-of-the-art (SOTA)092

LMMs, including proprietary LMMs such as GPT-093

4o, Gemini-2.0-Flash, as well as open-source 094

video LMMs like Qwen2.5-VL (Team, 2025) and 095

VideoLLaMA3 (Zhang et al., 2025), and image 096

LMMs such as Molmo (Deitke et al., 2024) and 097

DeepSeek2-VL (Wu et al., 2024). Experimental re- 098

sults show that Gemini-2.0-Flash demonstrates the 099

strongest performance among all models, achieving 100

an accuracy score of 76.3%. Among open-source 101

video LMMs, Qwen2.5-VL-72B achieves the high- 102

est score of 61.3%, with a large performance gap 103

compared to Gemini-2.0-Flash in video location 104

tasks. Interestingly, Qwen2.5-VL performs best 105

on cultural understanding, yet still achieves only 106

65.8% in Chinese cultural understanding. In sum- 107

mary, the main contributions are as follows: 108

• We present the first video evaluation benchmark 109

that covers diverse domains, languages, and cul- 110

tures in video comprehension. 111

• We introduce an autonomic video annotation 112

framework, harnessing the strengths of (M)LLMs 113

(including Qwen2-VL and DeepSeek-R1) and vi- 114

sual recognition tools (including SAM2) to im- 115

prove the efficiency of video annotation. 116

• We conduct extensive experiments and in-depth 117

analysis with VideoVista2, revealing the limita- 118

tions of existing LMMs in videos with different 119

cultural or linguistic contexts. 120
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Figure 3: The three-stage annotation process of VideoVista2.

2 Related Work121

Development of Video LMMs. Unified encod-122

ing methods for both image and video modalities123

have become the mainstream approach adopted by124

LMMs over the past year. LongVA (Zhang et al.,125

2024a) utilizes a unified encoding method, Uni-126

Res, which allows models trained solely on image127

datasets to demonstrate strong potential in video128

evaluation tasks. Qwen2-VL (Wang et al., 2024a)129

and Qwen2.5VL (Team, 2025) introduce the M-130

RoPE positional encoding, incorporating temporal,131

height, and width components, enabling unified132

positional modeling across text, image, and video133

modalities. LLaVA-Video (Zhang et al., 2024b)134

draws inspiration from the SlowFast approach, en-135

coding video frames at varying granularities into136

visual sequences of different lengths, effectively137

addressing the issue of excessively long sequences138

during video encoding. Current LMMs (Chen et al.,139

2024c; Yao et al., 2024; Li et al., 2024a, 2025b,140

2024c) are capable of unified encoding for image141

and video modalities, leveraging rich image modal-142

ity data to enhance visual capabilities and demon-143

strate strong performance in video evaluation tasks.144

Progress of Video Benchmark. Video eval-145

uation benchmarks have also made significant146

progress. Previously, evaluation datasets (Yu et al., 147

2019; Xu et al., 2017) typically involved posing 148

broad questions and having the model generate a 149

one or a few-word answer, which was then assessed 150

for accuracy and scored by LLMs (Maaz et al., 151

2024). The videos used in these datasets were often 152

limited to just a few dozen seconds or minutes in 153

length. Recent video benchmarks (Li et al., 2024b) 154

have seen considerable improvements, both in the 155

variety of evaluation tasks and the duration of the 156

videos. Video-MME (Fu et al., 2024) has extended 157

the evaluation video length to an hour, while also 158

introducing twelve distinct evaluation tasks, includ- 159

ing Temporal Reasoning and Information Synopsis. 160

MLVU (Zhou et al., 2024) includes videos of vary- 161

ing lengths, ranging from 3 minutes to 2 hours, 162

covering nine different evaluation tasks, such as 163

Needle Question-Answering. The process of video 164

benchmarks (Fang et al., 2024; Wang et al., 2024b; 165

Liu et al., 2024a) have undoubtedly provided a sig- 166

nificant boost to the development of LMMs. 167

3 VideoVista2 168

3.1 Video Collecting and Preprocessing 169

The videos in our study can be divided into two cat- 170

egories: non-scientific and scientific videos. Non- 171

scientific English videos are randomly crawled 172
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from YouTube, while their Chinese counterparts173

are collected from Xiaohongshu to ensure diver-174

sity within the dataset. For scientific videos, we175

first identified four major disciplines: mathematics,176

physics, chemistry, and computer science. Within177

each discipline, we further defined four representa-178

tive sub-disciplines, such as linear algebra in math-179

ematics and quantum mechanics in physics. These180

sub-disciplines guide the collection of English sci-181

entific videos via the YouTube Data API. For Chi-182

nese scientific videos, human annotators manually183

collected videos from BiliBili.184

All videos undergo audio extraction via FFmpeg,185

followed by transcription using Whisper-Large-v3186

with sentence-level timestamp alignment. An au-187

dio quality assessment pipeline is implemented188

using Qwen2.5-32B (Yang et al., 2024), evaluat-189

ing three dimensions: logical coherence, continu-190

ity, and information density. Videos are subse-191

quently classified as either audio-rich (high-quality192

speech) or audio-noisy (including silent videos).193

For audio-rich videos, the Qwen2.5-72B model194

segments transcriptions into contextually coherent195

paragraphs, which are synchronized with visual196

content through Whisper’s sentence-level align-197

ment to generate short video clips. Audio-noisy198

videos are processed using the semantics-aware199

video splitting algorithm from Panda-70M (Chen200

et al., 2024b), which utilizes visual features to par-201

tition videos into semantically consistent segments.202

This process is illustrated in Figure 3 (a).203

To address the challenges of Chinese homo-204

phone ambiguity in transcriptions, we develop a205

context-aware refinement module using Qwen2.5-206

72B. This module performs three key operations:207

(1) disambiguation of homophones through seman-208

tic analysis, (2) correction of domain-specific termi-209

nology, and (3) fluency enhancement, while strictly210

preserving original semantic content.211

3.2 Automatic QA Annotation212

The annotation framework comprises four distinct213

tasks: Event, Culture, Object, and Science. Our214

pipeline employs Qwen2-VL-72B as the primary215

annotator, Qwen2.5-72B for text-only annotation216

tasks, and paraphrase-multilingual-MiniLM-L12-217

v2 for embedding generation. For non-scientific218

tasks, DeepSeek-V3 (DeepSeek-AI et al., 2024)219

is employed as the question generator, while220

DeepSeek-R1 (DeepSeek-AI et al., 2025) is used221

for generating scientific questions. During the an-222

notation process, while generating questions, four223

options and the correct answer are also created. 224

The process of automatic QA annotation is illus- 225

trated in Figure 3 (b). The details and prompt for 226

annotation is provided in Appendix D. 227

Event. We input the segmented video clips and 228

refined audio transcriptions into the event anno- 229

tator to label the events occurring in each video 230

segment. For the i-th segment, the model re- 231

ceives historical event annotations from the pre- 232

vious i− 1 segments to maintain temporal consis- 233

tency. Each annotated segment follows the struc- 234

ture (event, audio, start, end), where start and 235

end denote the timestamps marking the beginning 236

and conclusion of the current video segment within 237

the full video. The aggregated event sequence is 238

then fed into the question generator, which gen- 239

erates questions of the corresponding task, along 240

with four options for each question and correct an- 241

swer. Specifically, for event prediction questions, 242

the model is instructed to select the segment that 243

is most logically related to the preceding context 244

as the predicted content. During this process, each 245

task is associated with a specific prompt. 246

Object. We feed videos into the object classifier 247

to filter those videos that meet three criteria: real- 248

world content, richness in objects, and motion in 249

objects. The filtered videos are then processed by 250

the object extractor to identify three to five primary 251

objects followed by frame-wise presence detection 252

via InternVL2-8B at 1fps sampling. The detected 253

objects are processed through a pipeline combining 254

Grounding-DINO (Liu et al., 2023a) for bounding 255

box prediction and SAM2 (Ravi et al., 2024) for 256

image segmentation. The resulting information 257

is then fed into the object description annotator 258

to generate object-level descriptions that capture 259

both the temporal and spatial aspects of each object. 260

Finally, the object-level descriptions, along with 261

the aggregated event sequence, are input into the 262

question generator to generate the questions. 263

Culture. We input videos and audio transcrip- 264

tions into the cultural classifier to evaluate their 265

relationship to Chinese, American, and European 266

cultures individually. Culturally relevant videos are 267

then processed by the cultural concept extractor to 268

identify the two most prominent cultural concepts. 269

These cultural concepts are subsequently encoded 270

into embeddings, which are used to retrieve the en- 271

tries from pre-encoded Wikipedia data. Using these 272

entries, along with a local backup of Wikipedia, we 273
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Benchmarks #Videos #Clips Len.(s) #QA Pairs Anno. M.L. M.C M.D Open.

MSRVTT-QA (Xu et al., 2017) 2,990 2,990 15.2 72,821 A ✗ ✗ ✗ ✔
MSVD-QA (Xu et al., 2017) 504 504 9.8 13,157 A ✗ ✗ ✗ ✔
TGIF-QA (Li et al., 2016) 9,575 9,575 3.0 8,506 A&M ✗ ✗ ✗ ✔
ActivityNet-QA (Yu et al., 2019) 800 800 111.4 8,000 M ✗ ✗ ✗ ✗
TVQA (Lei et al., 2018) 2,179 15,253 11.2 15,253 M ✗ ✗ ✗ ✗
NExT-QA (Xiao et al., 2021) 1,000 1,000 39.5 8,564 A ✗ ✗ ✗ ✔

MVBench (Li et al., 2023) 3,641 3,641 16.0 4,000 A ✗ ✗ ✗ ✔
EgoSchema (Mangalam et al., 2024) 5,063 5,063 180.0 5,063 A&M ✗ ✗ ✗ ✗
TempCompass (Liu et al., 2024a) 410 500 11.4 7,540 A&M ✗ ✗ ✗ ✔
Video-MME (Fu et al., 2024) 900 900 1024.0 2,700 M ✗ ✗ ✔ ✔
MLVU (Zhou et al., 2024) 1,323 1,323 720 2,593 A&M ✗ ✗ ✔ ✔
LVBench (Wang et al., 2024b) 500 500 4,101.0 1,549 M ✗ ✗ ✔ ✔
MMBench-Video (Fang et al., 2024) 600 600 165.4 1,998 M ✗ ✗ ✔ ✔

VideoVista2 1,389 2,052 267.5 3,134 A&M ✔ ✔ ✔ ✔

Table 1: The comparison of various benchmarks involves several key aspects: total number of videos (#Videos), num-
ber of clips (#Clips), average video duration (Len.), number of QA pairs (#QA Pairs), annotation method (Anno.,
where M/A indicates manual/automatic annotation), whether the videos span multiple language (M.L.),whether the
videos span multiple culture background (M.C.) ,whether the videos span multiple duration levels (M.D.), and if the
videos are sourced from diverse open domains (Open.)

can retrieve Wikipedia articles corresponding to274

the identified cultural concepts. By combining this275

external knowledge with the aggregated event se-276

quence, we input the data into the specific question277

generator to generate the questions.278

Science. The video is input into the science clas-279

sifier to evaluate its quality based on scientific the-280

matic relevance and knowledge density. After fil-281

tering, the aggregated event sequence of the video282

is fed into the question generator, DeepSeek-R1,283

to generate questions. Unlike the questions gen-284

eration in the previous three tasks, the options for285

scientific questions must adhere to a strict set of286

rules: Correct Option, Video Comprehension Er-287

ror Option, Domain Knowledge Error Option, and288

Dual Error Option. These options are designed to289

assess the model’s ability to comprehend the video290

content and perform scientific reasoning.291

3.3 Human Check and Revision292

Before human annotation, all generated ques-293

tions undergo a linguistic filtering process using294

Qwen2.5-7B with the CircularEval strategy (Liu295

et al., 2023b) to eliminate video-agnostic questions.296

We then establish a Gradio-based annotation plat-297

form that includes three assessment dimensions:298

correctness, type relevance, and video relevance.299

The correctness score ranges from 0 to 1, assessing300

whether the model-generated answer is correct; the301

type relevance score ranges from 0 to 2, evaluat-302

ing the degree of relevance between the question303

and task type; and the video relevance score ranges304

from 0 to 2, determining the degree of relevance be-305

tween the question and the video content, ensuring306

that questions are not unrelated to the video frames.307

Questions achieving maximum scores (score=5) 308

across all dimensions are selected. For borderline 309

cases (score=4), we utilize differentiated handling: 310

first, for the question with wrong answer (correct- 311

ness=0), we manually correct the answers; second, 312

for the question with suboptimal type or video rele- 313

vance, we manually refine the questions, options, 314

and answers based on the original questions. We 315

have illustrated this process in the Figure 3 (c). This 316

pipeline eliminates 60% of low-quality questions 317

through combined automatic and manual filtering. 318

3.4 Statistic and Analysis 319

As shown in Figure 2, VideoVista2 consists of 320

2,052 video clips or full videos derived from 1,389 321

original videos, with an average duration of 267.5 322

seconds. Additionally, VideoVista2 contains 1,446 323

questions in Chinese and 1,668 questions in En- 324

glish, with a comparable number of questions in 325

both languages. In Table 1, we compare the key 326

characteristics of our benchmark with others. No- 327

tably, VideoVista2 includes the largest collection 328

of raw videos, totaling 1,389, among benchmarks 329

that have videos multiple duration levels. These 330

1,389 original videos encompass a diverse range of 331

languages and cultural backgrounds, a feature that 332

sets our benchmark apart from previous ones. 333

4 Experiment 334

4.1 Baselines 335

We conducted evaluations on 17 open-source 336

video LMMs, 3 image LMMs, and 4 proprietary 337

LMMs, including the recently released Gemini- 338

2.0-Flash, Qwen2.5-VL (Team, 2025), VideoL- 339

LaMA3 (Zhang et al., 2025), DeepSeek2-VL (Wu 340

5



Model LLM Frames Overall Event Object Culture Science
Open-source Video LMMs

ShareGPT4Video (Chen et al., 2024a) Vicuna-7B-v1.5 16f 25.6 23.2 18.9 31.4 34.1
VideoChat2-Mistral (KunChang et al., 2023) Mistral-7B-Instruct-v0.2 16f 29.6 27.5 25.9 34.7 33.1
Video-LLaVA (Lin et al., 2023a) Vicuna-7B-v1.5 8f 38.2 42.2 34.4 34.5 41.1
VideoLLaMA2 (Cheng et al., 2024) Mistral-7B-Instruct-v0.2 32f 31.4 33.6 23.3 34.9 36.6
LLaVA-OneVision (Li et al., 2024a) Qwen2-7B-Instruct 32f 41.8 43.9 33.8 38.8 53.5
MiniCPM-V 2.6 (Yao et al., 2024) Qwen2-7B-Instruct 1fps(64) 42.9 44.1 24.1 49.4 62.9
mPLUG-Owl3 (Ye et al., 2024) Qwen2-7B-Instruct 1fps(128) 49.9 54.4 41.9 45.0 60.1
Oryx-1.5 (Liu et al., 2024b) Qwen2.5-7B-Instruct 128f 41.4 43.8 32.2 37.6 55.8
LLaVA-Video (Zhang et al., 2024b) Qwen2-7B-Instruct 1fps(64) 51.0 57.9 39.1 48.8 60.3
Qwen2-VL (Wang et al., 2024a) Qwen2-7B-Instruct 1fps(300) 49.7 50.1 33.8 54.8 68.0
InternVL2.5 (Chen et al., 2024c) Internlm2.5-7b-Chat 64f 52.0 56.5 35.5 56.1 65.7
MiniCPM-o 2.6 (Yao et al., 2024) Qwen2.5-7B-Instruct 1fps(64) 49.0 52.9 28.5 55.9 67.1
TPO (Li et al., 2025a) Qwen2-7B-Instruct 1fps(96) 50.6 57.2 37.8 49.6 60.4
InternVideo2.5 (Wang et al., 2025) Internlm2.5-7b-Chat 1fps(512) 52.0 52.5 38.1 58.2 65.9
VideoLLaMA3 (Zhang et al., 2025) Qwen2.5-7B-Instruct 1fps(180) 60.7 58.0 66.4 53.1 64.4
Qwen2.5-VL-7B (Team, 2025) Qwen2.5-7B-Instruct 1fps(300) 54.3 56.7 38.9 55.2 73.3
Qwen2.5-VL-72B (Team, 2025) Qwen2.5-72B-Instruct 1fps(300) 61.3 61.0 40.5 71.2 83.3

Open-source Image LMMs

VILA1.5-13B (Lin et al., 2023b) Vicuna-13B-v1.5 1f 33.3 33.3 29.2 33.9 39.2
VILA1.5-13B (Lin et al., 2023b) Vicuna-13B-v1.5 8f 36.9 38.2 31.3 38.2 41.9
Molmo 7B-D (Deitke et al., 2024) Qwen2-7B-Instruct 1f 38.3 44.5 25.3 39.8 46.5
Molmo 7B-D (Deitke et al., 2024) Qwen2-7B-Instruct 8f 40.3 44.3 30.1 41.8 48.0
DeepSeek2-VL (Wu et al., 2024) DeepSeekMoE-27B 1f 40.9 44.3 32.2 39.3 50.5
DeepSeek2-VL (Wu et al., 2024) DeepSeekMoE-27B 8f 42.6 47.0 27.2 44.4 57.5

Proprietary LMMs

GPT-4o-2024-11-20 GPT-4o 1fps(128) 56.7 53.4 38.2 68.0 78.3
Gemini-1.5-Flash Gemini-1.5-Flash 1fps 69.4 70.0 65.8 59.0 84.7
Gemini-2.0-Flash-Lite Gemini-2.0-Flash-Lite 1fps 70.7 63.1 71.6 63.1 82.1
Gemini-2.0-Flash Gemini-2.0-Flash 1fps 76.3 74.0 77.1 68.0 87.4

Table 2: Evaluation results on VideoVista2 benchmark. The large language model used by LMMs (LLM),
frames sample strategy (Frames), overall evaluation scores (Overall), evaluation scores in Event Task(Event),
evaluation scores in Object Task (Object), evaluation scores in Culture Task (Culture), evaluation scores in Science
Task (Science). -[N f] indicates this LMM task N frames uniformly sampled from a video as input. -[N fps(M )]
indicates this LMM uses N frames per second uniformly sampled from a video as input, with a max frames number
M . We have highlighted the highest results in each tasks using bold. Meanwhile, the highest results within the
7B/8B open-source Video LMMs are highlighted with an underline.

et al., 2024), among others. The detailed experi-341

ment settings are shown in Appendix B.342

4.2 Main Results343

As shown in Table 2, Qwen2.5-VL-72B exhibits344

the best performance among all open-source video345

LMMs, achieving an overall score of 61.3%. Addi-346

tionally, VideoLLaMA3 demonstrates the best per-347

formance among all 7B/8B models, with an overall348

score of 60.7%. This is primarily due to VideoL-349

LaMA3’s exceptional capabilities in fine-grained350

object tasks, making it the only open-source LMM351

that can compete with proprietary LMMs in this352

task. In the event task, VideoLLaMA3 also outper-353

forms all other 7B models. Among the open-source354

image LMMs, DeepSeek2-VL achieved the highest355

score of 42.6% under 8-frame uniform sampling,356

demonstrating its superior generalization capac-357

ity on sequential image data. However, this still358

shows a gap compared to the leading open-source 359

video LMMs, indicating that questions in Video- 360

Vista2 generally require longer video durations to 361

answer. Among proprietary LMMs, Gemini-2.0- 362

Flash clearly outperforms all others, surpassing the 363

strongest open-source video LMM, Qwen2.5-VL- 364

72B, by 15.0%. The largest performance gap be- 365

tween these two models is observed in fine-grained 366

object understanding tasks. 367

4.3 Detailed Analysis 368

We present the detailed evaluation results of 6 main- 369

stream models across 14 sub-tasks in Table 3. 370

Event. The Event task consists of four sub-tasks: 371

Event Description, Event Prediction, Event Se- 372

quence, and Event Localization, all of which re- 373

quire the model to have a coarse-grained under- 374

standing of video content. Current open-source 375

video LMMs exhibit performance comparable to 376
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Model
Event Object Culture Science

ED EP ES EL OTL OTS OSL CC AC EC SS COM AP SP

MiniCPM-o 2.6 83.6 55.0 53.1 35.2 20.1 52.4 35.7 48.9 56.3 63.7 72.1 61.3 69.5 52.7
InternVideo2.5 80.5 52.7 60.3 33.0 37.1 61.2 31.8 53.7 56.3 65.2 72.1 61.3 64.0 54.8
VideoLLaMA3 77.9 57.4 61.7 45.2 72.1 64.1 56.6 45.5 55.8 59.2 70.2 54.7 64.0 55.9
Qwen2.5-VL-72B 79.2 60.5 78.9 42.1 31.5 67.0 49.7 65.8 67.8 80.6 86.4 85.3 79.3 79.6
GPT-4o 86.3 47.3 70.3 28.6 29.4 61.2 46.5 57.1 71.9 76.6 81.6 77.3 80.5 65.6
Gemini-2.0-Flash 92.9 51.9 73.7 70.7 87.2 74.8 59.1 62.3 64.8 77.6 88.2 87.8 81.7 90.7

Table 3: Detailed Evaluation results on VideoVista2 benchmark. We only showcase 6 mainstream LMMs.
Abbreviations used in the table: Event Description (ED), Event Prediction (EP), Event Sequence (ES), Event
Localization (EL), Object Temporal Localization (OTL), Object Temporal Sequence (OTS), Object Spatial
Localization (OSL), Chinese Culture (CC), American Culture (AC), European Culture (EC), Summarization &
Synthesis (SS), Comparison & Contrast (COM), Application & Procedure (AP), Scientific Principle (SP). The full
evaluation results are provided in the Appendix C.4, and an introduction to tasks is presented in Appendix E.

(a) Culture-based Evaluation Results. (b) Language-based Evaluation Results. (c) Duration-based Evaluation Results.

Figure 4: The LMMs performance divided by Culture, Language and Duration. The Duration in (c): <2
minutes (Short), 2-10 minutes (Medium), >10 minutes (Long).

that of proprietary LMMs on the first three sub-377

tasks, but there remains a gap in the Event Local-378

ization task when compared to Gemini-2.0-Flash,379

with a performance difference of up to 25.5%.380

Object. The Object task consists of three sub-381

tasks: Object Temporal Localization, Object Tem-382

poral Sequence, and Object Spatial Localization,383

which assess the LMMs’ ability to perceive the384

spatial-temporal aspects of fine-grained objects385

in videos. Video-LLaMA3 and Gemini-2.0-Flash386

demonstrate strong temporal localization capabil-387

ities in the Object Temporal Localization task,388

achieving scores more than 30% higher than those389

of other LMMs. Additionally, both LMMs exhibit390

commendable spatial understanding in the Object391

Spatial Localization task.392

Culture. The Culture task consists of three sub-393

tasks: Chinese Culture, American Culture, and394

European Culture, primarily evaluating the model’s395

understanding and generalization abilities across396

different regional cultures. As shown in Figure 4a,397

compared to the more prevalent Western cultures in398

the training data, current LMMs exhibit relatively399

weaker recognition of Chinese Culture.400

Science. The Science task consists of four sub- 401

tasks: Summarization & Synthesis, Comparison 402

& Contrast, Application & Procedure, and Scien- 403

tific Principle. The first three sub-tasks involve 404

course-oriented educational videos, while the last 405

one focuses on experimental videos. This task pri- 406

marily evaluates the model’s ability to summarize, 407

comprehend, and apply scientific knowledge from 408

videos. The difficulty level covers general knowl- 409

edge areas rather than in-depth specialized topics. 410

The questions are relatively simple and can be an- 411

swered with one or two-hop reasoning, so most 412

models perform well in these tasks. We observe 413

that existing open-source LMMs perform compara- 414

bly to proprietary LMMs across most disciplines. 415

However, there remains a noticeable gap in perfor- 416

mance within math. The detailed comparison is 417

presented in the Appendix C.1. 418

4.4 Ablation Study 419

Language. In Figure 4b, we present the perfor- 420

mance differences of 6 mainstream LMMs on Chi- 421

nese and English. The results in the figure are based 422

on 7 subtasks from the culture and science tasks, 423

as these subtasks contain more domain-specific 424
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(a) Domains in YouTube (b) Domains in Xiaohongshu (c) Domains in BiliBili

Figure 5: The LMMs performance divided by domains from 3 video sources: Gemini-2.0-Flash, GPT-4o,
Qwen2.5-VL-72B, VideoLLaMA3, InternVideo2.5, MiniCPM-o 2.6. In Figures 5a and Figures 5b, we present only
the 18 domains with the highest number of videos. In Figure 5c, we exclude domains containing fewer than 10
videos. The domains in these figures are represented by abbreviations, as described in Appendix A.2.

Question: Which of the following literary works does not feature the main characters shown 
in the video?
Options: 
A. Journey to the North(北游记)
B. The Poetic Story of Tang Seng‘s Journey to the West(大唐三藏取经诗话)
C. Journey to the South(南游记)
D. Strange Tales from a Chinese Studio(聊斋志异)

Golden: A, Gemini-2.0-Flash: D, GPT-4o: D, Qwen2.5-VL-72B: D,  VideoLLaMA3: D

Question: Why is it necessary to cool the heated liquid before pouring it into water to 
observe the color change in the video?
Options: 
A. When the liquid temperature is too high, the blue substance generated is unstable, and 

cooling helps preserve it.
B. At high temperatures, concentrated sulfuric acid has excessive reactivity, which may lead 

to the formation of by-products; diluting it makes the reaction conditions more suitable.
C. At high temperatures, the concentration of concentrated sulfuric acid is too high to 

generate the blue product; diluting it changes the reaction conditions.
D. At high temperatures, the thermal motion of the reaction system is too fast, preventing 

the color reaction from appearing; cooling makes the reaction clearly visible.

Golden: C, Gemini-2.0-Flash: B, GPT-4o: D, Qwen2.5-VL-72B: A,  VideoLLaMA3: B

Figure 6: Two cases from VideoVista2.

terms, providing a more accurate assessment of an425

LMM’s capabilities in each respective language.426

The experiments reveal a noticeable performance427

gap between the majority of mainstream LMMs428

when evaluated on Chinese versus English.429

Duration. In Figure 4c, we compare the perfor-430

mance of 6 mainstream LMMs across 4 subtasks431

of event task from videos of varying lengths. The432

experimental results indicate that as the video dura-433

tion increases, the performance of model tends to434

decrease, including Gemini-2.0-Flash.435

Domain. In Figure 5, we illustrate the perfor-436

mance of LMMs across different video domains437

on various video websites. It can be observed 438

that Gemini-2.0-Flash demonstrates strong perfor- 439

mance across all domains of videos. 440

4.5 Case Study 441

In Figure 6, we present two examples with evalua- 442

tion results from VideoVista2. The Chinese ques- 443

tions and options in the examples has been trans- 444

lated into English. Example 1 is from Chinese 445

Culture. It can be observed that the models dis- 446

played have a limited understanding of traditional 447

Chinese literature, which results in the selection of 448

the most misleading incorrect option D. Example 449

2 is from Scientific Principles, where the models 450

incorrectly interpreted the scientific principles be- 451

hind the experiment shown in the video, leading 452

to the selection of an incorrect option. More cases 453

are provided in Appendix E. 454

5 Conclusion 455

In this paper, we introduce VideoVista2, the first 456

video evaluation benchmark that spans multiple 457

languages, cultures, and domains. VideoVista2 458

includes comprehensive evaluation metrics, rang- 459

ing from coarse-grained event understanding to 460

fine-grained object recognition, and from explor- 461

ing the cultural context of videos to uncovering 462

their scientific implications, enabling a comprehen- 463

sive assessment of current LMMs’ capabilities on 464

video tasks. Through our extensive experiments, 465

we highlight weaknesses in the spatial-temporal 466

localization abilities of existing open-source video 467

LMMs and their limitations in recognizing Chinese 468

culture. We hope that VideoVista2 will inspire the 469

development and advancement of video LMMs. 470
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Limitations471

The proposed benchmark has several limitations:472

1) The scientific questions in the benchmark lack473

domain-specific depth, which prevents them from474

effectively showcasing the model’s performance in475

specialized scientific fields. In future versions, we476

plan to incorporate more human expert annotators477

to enhance the professionalism and complexity of478

the scientific questions. 2) Due to limitations in479

the linguistic proficiency and backgrounds of the480

annotators, the benchmark questions are restricted481

to two major languages, Chinese and English. This482

excludes other widely spoken languages such as483

Spanish, Portuguese, German, and Japanese.484
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A Additional Dataset Statistics856

A.1 Further Statistics857

In Figure 7a, we present the statistics for all task858

categories in VideoVista2. In VideoVista2, the859

number of English questions is slightly higher than860

that of Chinese questions, with an additional 222861

English questions. The task type with the fewest862

questions in the dataset is "Comparison & Con-863

trast", with a total of only 75 questions, while the864

task type with the most questions is "Object Tempo-865

ral Localization," with a total of 537 questions. Fig-866

ure 7b (b) shows the temporal distribution of video867

clips. Due to the fine-grained object recognition868

task, the selected videos are often short segments869

Full Name Abbreviation
YouTube Domains

News & Politics NP
Sports Spt
Entertainment Ent
Howto & Style HS
People & Blogs PB
Autos & Vehicles AV
Education Edu
Travel & Events TE
Film & Animation FA
Comedy Com
Chemical Experiments CE
Science & Technology ST
Artificial Intelligence AI
Physics Experiment PE
Pets & Animals PA
Quantum Mechanics QM
Calculus Cal
Linear Algebra LA

Xiaohongshu Domains
Travel Scenery TS
Cooking Process CP
Cooking Tutorial CT
Entrepreneurship Ent
TV Series Commentary TSC
Tourist Attractions TA
Food Review FR
Food Exploration FE
Food Curiosities FC
Astronomy Knowledge AK
Art Explanation AE
Historical Gossip HG
Product Information PI
Travel Vlog TV
Fashion Trends FT
Travel Guide TG
Civil Service Exam Preparation CSEP
Relationship Issues RI

BiliBili Domains
Organic Chemistry OC
Advanced Mathematics AM
High School Experiments HSE
Mid School Experiments MSE
University Physics UP
Machine Learning ML
Deep Learning DL
Quantum Mechanics QM

Table 4: Abbreviations of domains from different
video websites in Figure 5. The Chinese domains have
been translated into English using GPT-4o.

of longer videos, resulting in a larger proportion 870

of videos that are under one minute in length in 871

the dataset. However, VideoVista2 still contains 872

315 videos longer than 10 minutes, with these long 873

videos primarily concentrated in the Event and Sci- 874

ence task categories. 875

12

https://arxiv.org/abs/2408.04840
https://arxiv.org/abs/2408.04840
https://arxiv.org/abs/2408.04840
https://doi.org/10.18653/v1/2023.acl-long.257
https://doi.org/10.18653/v1/2023.acl-long.257
https://doi.org/10.18653/v1/2023.acl-long.257
https://arxiv.org/abs/2501.13106
https://arxiv.org/abs/2501.13106
https://arxiv.org/abs/2501.13106
https://arxiv.org/abs/2406.16852
https://arxiv.org/abs/2406.16852
https://arxiv.org/abs/2406.16852
https://arxiv.org/abs/2410.02713
https://arxiv.org/abs/2410.02713
https://arxiv.org/abs/2410.02713


(a) The statistics of 14 subtasks divided by languages.
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(b) The statistics of duration of videos in VideoVista2.

Figure 7: (a) shows the quantity statistics for the 14 task categories under both Chinese and English languages. (b)
presents the duration statistics of all video clips in VideoVista2, measured in minutes.

A.2 Abbreviations of Domains876

We provided the abbreviations of domains in Fig-877

ure 5 in Table 4.878

B Detailed Experiment Setting879

B.1 Open-source Video LMMs880

We evaluated the newly released Qwen2.5-881

VL (Team, 2025), VideoLLaMA3 (Zhang et al.,882

2025), InternVideo2.5 (Wang et al., 2025), and883

TPO (Li et al., 2025a) from 2025. Addition-884

ally, we evaluated several popular video-capable885

LMMs introduced in the past two years, includ-886

ing InternVL2.5 (Chen et al., 2024c), LLaVA-887

Video (Zhang et al., 2024b), mPLUG-Owl3 (Ye888

et al., 2024), and others.889

In evaluating open-source video LMMs, we use890

the default hyperparameters specified in their re-891

spective open-source implementations for infer-892

ence. The temperature is generally set to 0 or 0.2,893

num_beamsis set to 1, do_sampleis set to False,894

and top_pis set to 1.0. The frame sampling meth-895

ods for different video models are provided in the896

Table 2. Specifically, for the Qwen2.5-VL and897

Qwen2-VL models, we set the maximum resolu-898

tion per frame to 224x224 to avoid excessively long899

sequence lengths.900

B.2 Open-source Image LMMs901

We also evaluated three open-source image LMMs902

on our benchmarks, including VILA 1.5 (Lin et al.,903

2023b), DeepSeek2-VL (Wu et al., 2024), and904

Molmo (Deitke et al., 2024). For open-source im- 905

age LMMs, we employed two video input methods: 906

uniform sampling of 1 frame and uniform sampling 907

of 8 frames. 908

In evaluating these open-source image LMMs, 909

we also adopted the hyperparameter settings pro- 910

vided in the implementations for inference. Regard- 911

less of whether single-frame or eight-frame input 912

is used for evaluation, all images are presented 913

at their original resolution without compression. 914

Specifically, due to an error in the official code of 915

the Molmo model when inputting eight images si- 916

multaneously, we concatenated the eight images 917

horizontally into a single image and noted this in 918

the prompt. An example of this image is Figure 8. 919

B.3 Proprietary LMMs 920

For proprietary LMMs, we evaluated the newly 921

released Gemini 2.0-Flash and Gemini 2.0-Flash- 922

Lite in February, which are currently the workhorse 923

models of the Google Gemini series. Addition- 924

ally, we conducted evaluations on other prominent 925

proprietary LMMs, including GPT-4o and Gemini 926

1.5-Flash. 927

In evaluating proprietary LMMs, we optimize 928

API resource usage and accelerate the evaluation 929

process by input multiple questions for each video. 930

Thanks to the powerful instruction-following ca- 931

pability of Proprietary LMMs, they are able to re- 932

turn a dictionary in the format of {"question id": 933

"prediction"} accurately. Although this may in- 934

troduce some evaluation bias, Proprietary LMMs 935
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Figure 8: An example of eight images combined in a horizontal layout.

still demonstrated exceptional performance on our936

benchmark. Additionally, when evaluating the937

GPT-4 model, we compressed all video frames to a938

resolution of 512x512 for input.939

C Further Experiments940

C.1 Model Performance in Science941

For the third finding discussed in the abstract, we942

present detailed experimental results in Figure 9.943

We present a performance comparison between944

the four best-performing open-source video LMMs945

and the strongest proprietary model, Gemini-2.0-946

Flash. As shown in Figure 9a, the primary perfor-947

mance gap between open-source Video LMMs and948

proprietary LMMs in scientific tasks is observed949

in the Mathematics disciplines. Specifically, for950

Physics, Chemistry, and Computer Science ques-951

tions, the top-performing open-source Video LMM,952

Qwen2.5-VL-72B, exhibits a performance gap of953

less than 5% compared to Gemini-2.0-Flash. How-954

ever, for Math questions, the gap between the two955

models increases to nearly 10%.956

In Figure 9b, we further compare the perfor-957

mance differences of various models across specific958

math sub-disciplines. It is evident that, regardless959

of whether the questions are in Chinese or English,960

existing open-source video LMMs still exhibit a961

performance gap when compared to the proprietary962

LMM Gemini-2.0-Flash. The largest gaps are ob-963

served in the Calculus (English) and Statistics and964

Probability (English) categories, where the lead-965

ing open-source video LMMs show a performance966

difference exceeding 10% compared to Gemini-2.0-967

Flash.968

C.2 Impact of Frame Sampling969

We conduct an experiment to evaluate the frame970

sampling upper bound for event task questions us-971

ing the Qwen2.5-VL-7B model, and the results are972

shown in the Figure 10. It can be observed that as973

the frame sampling upper upper bound increases,974

the overall evaluation performance of the model975

gradually improves. However, there is no signifi- 976

cant leap in performance, which could be due to 977

the fact that our final frame sampling upper limit 978

of 300 is still not high enough. 979

C.3 Impact of Audio Information 980

We also conduct experiments using the Qwen2.5- 981

VL-7B model to investigate the impact of adding 982

audio transcripts in VideoVista2, with the exper- 983

imental results are shown in the Figure 11. The 984

input audio transcript is the unrefined version ex- 985

tracted from Whisper-Large-V3. It can be observed 986

that incorporating additional information from the 987

audio modality, the model’s performance improves 988

in the tasks of Event, Culture, and Science. In 989

the Science task, the improvement in model perfor- 990

mance is most significant. This is likely because the 991

audio in the science videos we selected is generally 992

clear and explicit, covering the experimental and 993

course-related information. However, in the Event 994

and Culture tasks, the inclusion of audio transcripts 995

only resulted in a small improvement. We encour- 996

age LMMs to process both audio and video frames 997

simultaneously, and therefore, we did not include 998

the audio information in our model evaluation. 999

C.4 Detailed Experiment Results 1000

In Table 5, we provide a detailed presentation of the 1001

performance of all evaluated models across 14 sub- 1002

tasks. In Tables 6 and 7, we present the detailed 1003

evaluation results used to plot Figures 4b and 4c. 1004

These evaluation results effectively demonstrate the 1005

models’ performance across different languages 1006

and video durations. 1007

D Detailed Annotations Pipeline 1008

D.1 Prompt for Video Preprocessing 1009

We introduce the prompt to determine whether the 1010

audio of video is noisy above Figure 12 and the 1011

prompt to split the video based on audio in be- 1012

low of Figure 12. Both two prompt are input to 1013

Qwen2.5-72B language model during the video 1014
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(a) Science-based Evaluation Results. (b) Math-based Evaluation Results.

Figure 9: The Evaluation results in 4 disciplines and 4 math sub-disciplines. The experimental results in the
figure represent the average values of the four scientific sub-tasks. In (a),we have list the four disciplines covered by
the scientific videos in VideoVista2: Math, Physics, Chemistry, and Computer Science ; In (b), we have listed four
math sub-disciplines with a larger number of questions: Calculus (English), Linear Algebra (English), Statistics and
Probability (English), and Calculus (Chinese)/Advanced Mathematics.

Figure 10: The Evaluation results divided by frames
upper bound of Qwen2.5-VL-7B. We conducted ex-
periments with four sampling methods at frame upper
bound of 64, 128, 256, and 300 frames.

preprocessing stage.1015

In the Figure 13, we present the prompt used1016

to refine the audio transcripts recognized by Whis-1017

perX, primarily aimed at eliminating homophones1018

in Chinese, reducing ambiguity, and enhancing flu-1019

ency. This process is also carried out using the1020

Qwen2.5-72B language model.1021

Figure 11: The Evaluation results divided by whether
input audio transcript into Qwen2.5-VL-7B. The au-
dio transcript is extracted using Whisper-Large-V3.

D.2 Prompt for QA Annotation 1022

In Figure 14, we present the system prompt used in 1023

our automatic QA annotation process for labeling 1024

video events. This system prompt is input into 1025

the Qwen2-VL-72B model, along with the cor- 1026

responding video frames, audio information, and 1027

prior events, to annotate the events. 1028

In Figure 15, we present the specific prompt 1029

used to generate Event Description questions in 1030

the automatic QA annotation process. During the 1031

generation of Event questions, only the aggregated 1032

event sequence is input, without any additional 1033
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Model
Event Object Culture Science

ED EP ES EL OTL OTS OSL CC AC EC SS COM AP SP

Open-source Video LMMs

ShareGPT4Video 29.2 20.2 17.7 23.7 10.4 27.2 30.8 19.0 34.7 42.3 32.4 48.0 32.9 30.1

VideoChat2-Mistral 38.5 28.7 31.1 19.3 25.1 26.2 27.6 25.1 40.2 40.3 36.4 44.0 23.8 31.2

Video-LLaVA 51.3 46.5 31.1 41.6 32.2 24.3 42.3 27.7 35.2 41.8 42.6 38.7 40.9 38.7

VideoLLaMA2 36.3 28.7 41.6 29.6 17.9 15.5 36.4 25.1 38.7 42.3 36.4 42.7 35.4 34.4

LLaVA-OneVision 47.8 34.9 44.0 44.5 30.7 35.0 39.2 36.4 41.7 38.8 55.1 44.0 57.9 48.4

MiniCPM-V 2.6 74.3 38.0 41.1 30.8 18.8 35.0 30.1 44.6 48.7 55.7 70.6 53.3 60.4 52.7

mPLUG-Owl3 66.4 56.6 52.2 48.2 35.3 61.2 41.7 37.7 45.7 52.7 62.1 58.7 60.4 54.8

Oryx-1.5 54.4 40.3 45.9 37.7 33.1 24.3 33.2 35.5 39.2 38.3 58.5 46.7 57.9 51.6

LLaVA-Video 75.7 57.4 48.3 53.1 33.7 67.0 39.2 41.6 51.3 54.7 63.6 53.3 61.0 52.7

Qwen2-VL 72.6 51.2 56.9 33.3 30.0 47.6 36.0 48.5 54.8 62.2 72.1 60.0 66.5 65.6

InternVL2.5 81.4 57.4 59.3 41.1 35.9 47.8 30.4 55.4 47.7 65.2 69.8 56.0 65.2 62.4

MiniCPM-o 2.6 83.6 55.0 53.1 35.2 20.1 52.4 35.7 48.9 56.3 63.7 72.1 61.3 69.5 52.7

TPO 75.2 56.6 49.8 48.2 31.2 67.0 38.8 43.7 50.8 55.2 63.2 50.7 62.8 55.9

InternVideo2.5 80.5 52.7 60.3 33.0 37.1 61.2 31.8 53.7 56.3 65.2 72.1 61.3 64.0 54.8

VideoLLaMA3 77.9 57.4 61.7 45.2 72.1 64.1 56.6 45.5 55.8 59.2 70.2 54.7 64.0 55.9

Qwen2.5-VL-7B 75.2 51.2 72.7 40.1 39.3 56.3 31.8 51.9 50.8 63.2 80.5 65.3 72.6 60.2

Qwen2.5-VL-72B 79.2 60.5 78.9 42.1 31.5 67.0 49.7 65.8 67.8 80.6 86.4 85.3 79.3 79.6

Open-source Image LMMs

VILA1.5-13B[1f] 33.3 33.3 29.2 33.9 26.8 26.2 34.6 31.6 30.7 39.8 36.8 46.7 39.6 39.8

VILA1.5-13B[8f] 36.9 38.2 31.3 38.2 23.1 35.9 45.1 23.4 42.2 51.2 43.4 41.3 40.9 39.8

Molmo 7B-D[1f] 38.3 44.5 25.3 39.8 26.6 34.0 19.6 39.0 40.7 39.8 46.3 41.3 50.0 45.2

Molmo 7B-D[8f] 40.3 44.3 30.1 41.8 29.6 45.6 25.5 37.7 44.2 44.3 50.0 42.7 49.4 44.1

DeepSeek2-VL[1f] 40.9 44.3 32.2 39.3 32.4 33.0 31.5 37.7 38.2 42.3 52.2 44.0 49.4 52.7

DeepSeek2-VL[8f] 42.6 47.0 27.2 44.4 25.0 33.0 29.4 37.2 40.7 56.2 62.9 50.7 53.0 54.8

Proprietary LMMs

GPT-4o 86.3 47.3 70.3 28.6 29.4 61.2 46.5 57.1 71.9 76.6 81.6 77.3 80.5 65.6

Gemini-1.5-Flash 92.5 42.6 63.6 69.4 87.3 69.9 23.7 49.4 61.3 67.7 87.9 87.7 82.9 77.4

Gemini-2.0-Flash-Lite 87.2 44.1 68.4 63.8 87.5 63.1 44.8 58.4 61.3 70.1 83.1 81.3 80.5 82.8

Gemini-2.0-Flash 92.9 51.9 73.7 70.7 87.2 74.8 59.1 62.3 64.8 77.6 88.2 87.8 81.7 90.7

Table 5: Detailed Evaluation results on VideoVista2 benchmark. Abbreviations used in the table:Event Descrip-
tion (ED), Event Prediction (EP), Event Sequence (ES), Event Localization (EL), Object Temporal Localization
(OTL), Object Temporal Sequence (OTS), Object Spatial Localization (OSL), Chinese Culture (CC), American
Culture (AC), European Culture (EC), Summarization & Synthesis (SS), Comparison & Contrast (COM), Applica-
tion & Procedure (AP), Scientific Principle (SP).

Model Chinese English
MiniCPM-o 2.6 58.77 63.49
InternVideo2.5 60.04 63.49
VideoLLaMA3 52.26 63.78
Qwen2.5-VL-72B 75.59 78.30

GPT-4o 68.35 76.83
Gemini-2.0-Flash 76.49 78.30

Table 6: Model Performance by Video Language.

information. The model used in this process is the1034

DeepSeek-V3 language model.1035

In Figure 16, we present the specific prompt used1036

to generate Chinese Culture questions in the auto-1037

matic QA annotation process. Unlike the Event1038

Description task, in addition to inputting the aggre-1039

gated event sequence, we also provide pre-retrieved1040

cultural background information from Wikipedia1041

using embeddings model, requiring the model to1042

Model Short Medium Long
MiniCPM-o 2.6 54.46 52.91 44.30
InternVideo2.5 53.12 52.69 48.10
VideoLLaMA3 61.16 56.05 50.63
Qwen2.5-VL-72B 62.72 59.64 59.49

GPT-4o 54.91 52.69 49.37
Gemini-2.0-Flash 75.89 74.22 62.03

Table 7: Model Performance by Video Duration. The
Duration: <2 minutes (Short), 2-10 minutes (Medium),
>10 minutes (Long).

generate questions that necessitate both video con- 1043

tent and cultural background knowledge to answer. 1044

The model used in this process is the DeepSeek-V3 1045

language model. 1046

In Figure 17, we present the specific prompt used 1047

to generate Scientific Principle questions in the au- 1048

tomatic QA annotation process. In contrast to the 1049
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You are Qwen, created by Alibaba Cloud. You are a helpful assistant.
# Input Information
You will receive an audio transcript of a video.
# Task Instruction
You need to determine whether the input audio transcript is noisy.
We consider the audio transcript to be noisy in the following situations:
1. The proportion of meaningless or worthless information in the audio transcript 
exceeds 50% of the total information.
2. The audio transcript contains a large amount of repetitive content.
3. The audio transcript is too brief and lacks practical value
# Output Format
The final output should be structured as follows:
{"result": noisy or not noisy}
# Reference Example
{"result": "noisy"}
{"result": "not noisy"}

You are Qwen, created by Alibaba Cloud. 
# Input Information
The input will consist of a complete, continuous paragraph.
# Task Instruction
Your goal is to divide the input paragraph into smaller, logically coherent paragraphs. 
The output must retain the exact same content as the input, with only the addition of 
paragraph breaks. 
Do not alter, omit, or add any words or punctuation. Maintain the original context and 
coherence throughout the division.
**Ensure the following conditions are met:**
1. No words or punctuation are missing or added during the division.
2. Splits occur at meaningful transitions or logical separations within the text.
3. The original integrity and context of the text are preserved.
4. The lengths of the resulting paragraphs should be relatively uniform, and no single 
paragraph should be excessively long or excessively short.
5. If the input contains multiple languages, splits must occur between the main 
language and other languages. For example, if the text is primarily in Chinese with 
some Russian, do not split within the Russian sections.
# Output Format
The output should be structured in JSON format as follows:
{"result": ["Paragraph 1", "Paragraph 2", ...]}

Figure 12: Prompt for Video Processing.

You are Qwen, created by Alibaba Cloud
# Input Information
The input will consist of a noisy audio transcript extracted by the whisperX model.
The transcript may be in English or Chinese and may contain errors, inconsistencies, 
or homophonic ambiguities.
# Task Instruction
Your goal is to polish the input transcript to enhance its fluency and coherence 
without altering the original semantics. 
The language of the polished transcript should be consistent with the original 
language of the input audio transcript.
When the input is in Chinese, you must identify and replace homophones with different 
meanings based on the context. For example, in a video discussing Tang Dynasty culture, 
replace "开国皇帝李元" with "开国皇帝李渊" by leveraging historical knowledge and 
contextual information.
**Ensure the following conditions are met:**
1. Enhance the flow and readability of the transcript while preserving the original 
meaning.
2. Maintain the integrity and context of the original transcript throughout the 
polishing process.
3. Ensure that the polished transcript is free of grammatical errors and is logically 
coherent.
4. When the input is in Chinese, replace homophonic words with their correct 
counterparts based on contextual understanding. Do not alter names or terms that are 
already correct.
# Output Format
The output should be structured in JSON format as follows:
{"polished_transcript": "Polished transcript text"}

Figure 13: Prompt for Audio Refine.

question generation above, where the options are1050

more flexible, we strictly impose requirements on1051

the model when generating options at this stage.1052

This approach increases the complexity of the ques-1053

tions and prevents the possibility of answering the1054

questions without reference to the video content.1055

The model used in this process is the DeepSeek-R11056

language model.1057

D.3 Webpage for Human Scoring1058

We built an annotation interface using Gradio, as1059

shown in the Figure 18. Each annotator only needs1060

to enter their name in the top left corner, watch the1061

video, review question, options, and check whether1062

the answers align. Then, they can select the appro-1063

priate score in the bottom right corner. For complex1064

cultural questions, we provide the corresponding1065

Wikipedia entry name within the Entry, enabling an-1066

notators to efficiently look up answers to questions1067

they may not be familiar with. This benchmark 1068

includes a total of ten annotators, each with at least 1069

an undergraduate degree and proficiency in both 1070

Chinese and English. 1071

D.4 Annotation Model 1072

During the data annotation process, the Whisper, 1073

SAM2, Qwen series models, and InternVL series 1074

models were deployed for inference on local GPU 1075

servers. The DeepSeek-V3 and DeepSeek-R1 mod- 1076

els is utilized the API services provided by the 1077

official 1. The specific Whisper model used in the 1078

experiment is WhisperX2, based on Whisper-large- 1079

V3. When obtaining Chinese transcripts, a special 1080

initial prompt "以下是中文普通话句子。" was 1081

set to ensure that the model could correctly add 1082

punctuation. The pipeline used for annotating ob- 1083

jects, which involves Grounding Dino and SAM2, 1084

is derived from Grounded-SAM-23. 1085

D.5 External Resources 1086

The three websites to collect videos: YouTube4, 1087

Xiaohongshu(RedNote)5 and BiliBili6. 1088

The multilingual Wikipedia used in the auto- 1089

matic QA annotation pipeline was downloaded 1090

from Wikimedia Downloads7, and the extraction 1091

and processing were performed using regular ex- 1092

pression rules8. The tool used to collect videos 1093

from BiliBili is Downkyi9. 1094

E Case Data 1095

In Figures 19-32, we present a specific case for 1096

each proposed task type. Each case includes sam- 1097

pled frames from the video, along with the corre- 1098

sponding questions and options. The ground truth 1099

is highlighted in yellow. 1100

Event Description. The Event Description task 1101

primarily focuses on explaining how a specific 1102

event in the video occurred, typically beginning 1103

with questions such as ’What’ or ’How’. 1104

1https://platform.deepseek.com/usage
2https://github.com/m-bain/whisperX
3https://github.com/IDEA-Research/

Grounded-SAM-2
4http://www.youtube.com
5https://www.xiaohongshu.com
6https://www.bilibili.com
7https://dumps.wikimedia.org/

backup-index-bydb.html
8https://spaces.ac.cn/archives/4176
9https://github.com/leiurayer/downkyi
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You are an AI assistant tasked with summarizing events from video clips and their corresponding audio transcripts.
# Input Information
The input will consist of:
- A video clip (a segment cut from a complete video)..
- Its corresponding audio transcript.
- All events from previous video clips in the sequence to provide comprehensive context.
# Task Instruction
Your objective is to analyze both the video and the audio transcript to identify and summarize the main event depicted in the video. 
The summary should accurately capture the key actions or occurrences.
Ensure the following conditions are met:
1. **Accurate Reflection:** The summary must accurately reflect the event depicted in the video and the information provided in the audio transcript without omitting or adding 
any information.
2. **Integration of Audio and Visual Data:** Effectively integrate details from both the video and the audio transcript to create a comprehensive summary. Ensure that key 
points from the audio are included, especially if they provide specific information not easily discernible from the video.
3. **Clarity and Detail:** The summary should be clear, detailed, and written in a comprehensive paragraph that encapsulates the recognized event.
4. **Primary Event Focus:** If multiple significant events occur, prioritize summarizing the main event unless otherwise specified.
5. **Exclude Minor Actions:** Background activities or minor actions that do not contribute to the main event should be excluded from the summary.
6. **Conflict Resolution:** In cases where there is conflicting information between the video and the transcript, prioritize information depicted in the video. However, ensure 
that all relevant details from the audio transcript are still considered and integrated where possible.
7. **Objective Tone:** The summary should be written in an objective and neutral tone, avoiding personal opinions or subjective interpretations.
8. **Handle Uncertainty:** If certain aspects of the event are unclear or missing from the video or transcript, acknowledge the uncertainty without making assumptions.
9. **Contextual Awareness:** If the current video clip is not the first in the sequence, utilize the event from the previous clip provided to maintain context and coherence in 
the summary.
10. **Focus on Differences:** Concentrate on identifying and highlighting the differences between the current clip and all previously provided events when previous events is 
provided. This includes new actions, changes in setting, introduction of new participants, or any other alterations in the event sequence.
11. **Content Prioritization:**

- **Narration-Based Videos:** For videos that are narration-based with minimal visual changes, focus on summarizing the events from the ASR audio transcript.
- **Visually-Rich Videos:** If the video contains rich visual information, use the ASR audio transcript as supplementary information, prioritizing the visual content in 

your summary.
# Output Format
The final output should be a JSON object with the following structure:
{"event": "recognized event"}

Figure 14: Prompt for Event Annotation.

You are an AI assistant tasked with generating detail-oriented questions based on segmented video content.
# Input Information
The input consists of a sequence of video clips divided based on semantic content. For the *i-th* clip, the following information is provided:
- **event**: *e_i*
- **audio** transcript: *a_i*
- **begin** time: *b_i* (start time of the *i-th* clip in the original video)
- **end** time: *c_i* (end time of the *i-th* clip in the original video)
The annotation information for all *n* clips is provided in the following format:
`[{"event": e_1, "audio": a_1, "begin": b_1, "end": c_1}, ..., {"event": e_n, "audio": a_n, "begin": b_n, "end": c_n}]`.
# Task Instruction
Your objective is to analyze the provided video clip annotations and generate three questions focused on specific details of events within the video. Each question must include 
four options: one correct answer and three incorrect options.
Ensure the following conditions are met:
1. **Question Focus**:
- Each question should primarily start with **"How"** or **"What"** and inquire about specific details of an event in the video.
- **Incorporate both the timing of the event and the context within the video** within the question. Use phrases like **"in the early part of the video,"** **"during the middle 
section of the video,"** or **"towards the end of the video"** to specify when the event takes place. Additionally, include the phrase **"in the video"** to provide clear 
context.
- The incorrect options should reference plausible but incorrect details related to the event to ensure plausibility.
2. **Event Selection**:
- The events being asked about should be clear and specific events within the video.
- Avoid selecting very short or brief events for questioning to ensure that the questions are meaningful and relevant.
3. **Options**:
- Each question must have four options: one correct answer and three incorrect answers.
- Length of the options should be relatively consistent to avoid giving away the correct answer based on length.
- **Avoid Ambiguous or Overlapping Options**:

- Ensure that all four options are **mutually exclusive**; no two options should be correct or partially correct.
- The incorrect options (distractors) should be **plausible** and **relevant** to the event but **distinct** from the correct answer.
- **Ensure Distractors Cover Different Incorrect Aspects**: Each incorrect option should address a different plausible but incorrect aspect related to the event to prevent 

overlap.
- Avoid extreme or outlandish options that do not align with the context of the event.
- Maintain a **consistent level of detail and complexity** across all options to prevent giving away the correct answer.
- **Ensure Logical Diversity**: Distractors should vary in nature (e.g., actions, reasons, consequences) to cover a broader range of incorrect possibilities without 

overlapping.
4. **Number of Questions**:
- Generate exactly three questions as specified.
# Output Format
The final output should be structured as follows:
{"questions": [{"question": "question1", "options": ["optionA", "optionB", "optionC", "optionD"], "answer": "correct option"}, ...]}

Figure 15: Prompt for Event Description Quetions, Options and Answer Generation.

Event Prediction. The Event Prediction task pri-1105

marily involves predicting the event most likely to1106

occur after the input video ends. In this task, the1107

selected video is typically a segment from a full1108

video, such as a clip spanning from 0 to 45 seconds1109

of the full video1110

Event Sequence. The Event Sequence task pri-1111

marily asks about the order in which multiple1112

events occur in the input video, requiring the model1113

to select the most accurate sequence of events from1114

the options provided.1115

Event Localization. The Event Sequence task1116

primarily focuses on determining the order in1117

which multiple events occur in the input video,1118

requiring the model to select the most accurate se-1119

quence of events from the available options.1120

Object Temporal Localization. The Object1121

Temporal Localization task primarily requires iden-1122

tifying the timestamp of the first appearance of a 1123

specific object in the video. The selected object 1124

typically occupies a significant portion of the frame 1125

to ensure it is easily noticeable, avoiding objects 1126

that may be difficult for humans to detect. 1127

Object Temporal Sequence. The Object Tempo- 1128

ral Sequence task primarily focuses on determining 1129

the order in which multiple distinct objects appear 1130

in the video. 1131

Object Spatial Localization. The Object Spatial 1132

Localization task primarily requires identifying the 1133

spatial bounding boxes of a specific object in the 1134

video at a particular time, typically when the object 1135

first appears. The answer is provided in a normal- 1136

ized format, represented as bounding boxes in the 1137

xyxy format. 1138

Chinese Culture. The Chinese Culture task pri- 1139

marily focuses on the Chinese cultural background 1140
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You are an AI assistant tasked with generating detail-oriented questions based on segmented video content.
# Input Information
1. The input consists of a sequence of video clips divided based on semantic content. For the *i-th* clip, the following information is provided:
- **event**: *e_i*
- **audio** transcript: *a_i*
- **begin** time: *b_i* (start time of the *i-th* clip in the original video)
- **end** time: *c_i* (end time of the *i-th* clip in the original video)
The annotation information for all *n* clips is provided in the following format:
`[{"event": e_1, "audio": a_1, "begin": b_1, "end": c_1}, ..., {"event": e_n, "audio": a_n, "begin": b_n, "end": c_n}]`.
2. Additionally, relevant external knowledge from Wikipedia related to the video content will be provided. This knowledge will begin with a Wikipedia Entry.
Please note that the external knowledge may not always be directly related to the video content; please assess based on the video and audio content.
# Task Instruction
Your objective is to analyze the provided video clip annotations and generate two questions focused on specific details of events within the video. Each question must include 
four options: one correct answer and three incorrect options.
Ensure the following conditions are met:
1. **Language Requirement**: 
- All generated questions and options must be in {region}.
2. **Question Focus**:
- Ensure that answering the questions requires understanding both the video content and the external knowledge provided.
- Questions should recognize cultural phenomena depicted in the video and utilize external knowledge to extend the inquiry.
- Questions should indirectly refer to cultural phenomena depicted in the video without explicitly naming them.
- Cultural entry terms must not appear in the questions and should only be referred to indirectly.
3. **Options**:
- Each question must have four options: one correct answer and three incorrect answers.
- Length of the options should be relatively consistent to avoid giving away the correct answer based on length.
- **Avoid Ambiguous or Overlapping Options**:

- Ensure that all four options are **mutually exclusive**; no two options should be correct or partially correct.
- The incorrect options (distractors) should be **plausible** and **relevant** to the {region} culture but **distinct** from the correct answer.
- Avoid extreme or outlandish options that do not align with the context of the {region} culture.
- Maintain a **consistent level of detail and complexity** across all options to prevent giving away the correct answer.

4. **Number of Questions**:
- Generate exactly two questions as specified.
# Output Format
The final output should be structured as follows:
{"questions": [{"question": "question1", "options": ["optionA", "optionB", "optionC", "optionD"], "answer": "correct option"}, ...]}

Figure 16: Prompt for Chinese Culture Quetions, Options and Answer Generation.

You are an AI assistant tasked with generating science reasoning questions focused on experimental phenomena or procedural principles from segmented video content in chemistry 
or physics experiments.
# Input Information
The input consists of a sequence of video clips divided by semantic content. For the *i-th* clip, the following information is provided:
- **event**: *e_i*
- **audio transcript**: *a_i*
- **begin time**: *b_i* (start timestamp)
- **end time**: *c_i* (end timestamp)
Annotations for all *n* clips are formatted as:
`[{"event": e_1, "audio": a_1, "begin": b_1, "end": c_1}, ..., {"event": e_n, "audio": a_n, "begin": b_n, "end": c_n}]`.
# Task Instruction
Analyze the video annotations and generate two questions that ask about the scientific principles behind experimental phenomena or procedural steps. 
All questions must belong to the unified category: Science Principle.
Conditions:
1. **Questions**:
- Focus on explaining why an observed phenomenon occurs or why a specific experimental action is required.
- **Avoid technical jargon or proper nouns(e.g., 氢氧化钠溶液, 胆矾溶液, 苯酚溶液, ...).** Use general terms from the video, such as "无色透明的溶液" or "蓝色溶液."
- Include contextual anchors like "in the video" or "according to the video."
2. **Options**:

- **Four distinct distractor types must be included**:
- **Correct Option**: Accurately explains the phenomenon/procedure using principles both from the video and scientific domain knowledge.
- **Video Comprehension Error**: Correct scientific principle but irrelevant to the video's specific experiment (e.g., cites temperature changes when the video emphasizes 

concentration shifts).
- **Domain Knowledge Error**: Misapplies the principle demonstrated in the video (e.g., omits a critical factor like surface area in a reaction rate explanation).
- **Dual Error**: Combines an incorrect scientific principle and irrelevant experimental factors (e.g., attributes a color change to magnetism instead of chemical 

equilibrium).
- Prioritize:
- Uniqueness: Ensure the correct option is unambiguous.
- Consistency: Video Comprehension Errors must relate to the same technical domain (e.g., chemical kinetics for reaction rate questions).
- Minimal Distortion: Domain Knowledge Errors should alter only one critical step/factor.

3. **Output**: 
- Return exactly 2 questions from different categories
- Prioritize categories most relevant to the video's technical depth
# Output Format
The final output should be structured as follows:
{"Explanation": "Explanation of the question generation process", "questions": [{"question": "question1", "options": ["Correct Option", "Video Comprehension Error", "Domain 
Knowledge Error", "Dual Error"], "answer": "Correct Option", "category": "category"}, {"question": "question2", "options": ["Correct Option", "Video Comprehension Error", 
"Domain Knowledge Error", "Dual Error"], "answer": "Correct Option", "category": "category"}]}

Figure 17: Prompt for Scientific Principle Quetions, Options and Answer Generation.

presented in the video, covering areas such as tra-1141

ditional culture, culinary traditions, ancient history,1142

and more.1143

American Culture. The American Culture task1144

primarily focuses on the American cultural back-1145

ground presented in the video, emphasizing areas1146

such as political culture, superhero culture, pop1147

culture, holiday traditions, and more.1148

European Culture. The European Culture task1149

primarily focuses on the European cultural back-1150

ground presented in the video, emphasizing ar-1151

eas such as cultural differences between European1152

countries, football culture, culinary traditions, clas-1153

sical culture, and more.1154

Summarization & Synthesis. The Summariza-1155

tion & Synthesis task primarily requires the model1156

to summarize and synthesize the key points pre- 1157

sented in educational or popular science videos, 1158

assessing the model’s ability to consolidate the es- 1159

sential concepts conveyed in the video. 1160

Comparison & Contrast. "The Comparison & 1161

Contrast task primarily requires the model to com- 1162

pare the specific method described in the educa- 1163

tional or popular science video with other similar 1164

methods, emphasizing the differences or distinc- 1165

tions between them. This task assesses the model’s 1166

ability to comprehend the key concepts presented 1167

in the video. 1168

Application & Procedure. The Application & 1169

Procedure task primarily requires the model to de- 1170

termine the operational procedure or application 1171

method of a specific concept described in the educa- 1172

tional or popular science video. This task assesses 1173
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Figure 18: Gradio Interface for scoring.

the model’s understanding of the key concepts pre-1174

sented in the video."1175

Scientific Principle The Scientific Principle task1176

requires the model to comprehend the scientific1177

principles underlying the experimental procedures1178

or phenomena presented in the video.1179
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Category: Event-Event Description
Question:在视频的早期部分，女士如何将第一张纸张进行折格？
(In the early part of the video, how does the lady fold the first sheet of paper?)
A.横向四等分并折叠，然后竖向四等分并折叠。
(Fold horizontally into four equal parts, then fold vertically into four equal parts.)
B.横向三等分并折叠，然后竖向四等分并折叠。
(Fold horizontally into three equal parts, then fold vertically into four equal parts.)
C.横向四等分并折叠，然后竖向三等分并折叠。
(Fold horizontally into four equal parts, then fold vertically into three equal parts.)
D.横向五等分并折叠，然后竖向二等分并折叠。
(Fold horizontally into five equal parts, then fold vertically into two equal parts.)

Figure 19: An Example of Event Description from VideoVista2.

Category: Event-Event Prediction
Question:在介绍完鸡爪后，女子接下来会做什么？
(After introducing the chicken feet, what will the woman do next?)
A.她会尝试茅台制作成的果冻。。
(She will try jelly made from Maotai.)
B.她会尝试红烧肉作为晚餐。
(She will try braised pork as dinner.)
C.她会尝试五花肉软糖。
(She will try pork belly gummies.)
D.她会结束视频并道别。
(She will end the video and say goodbye.)

Figure 20: An Example of Event Prediction from VideoVista2.
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Category: Event-Event Sequence
Question: Which of the following event sequences is correct?

A. A news anchor reports on a historic cathedral fire in Paris, discusses a school cafeteria 
renovation, covers a landslide in China, and concludes with a weather update.

B. A news anchor discusses a school cafeteria renovation, reports on a historic cathedral fire 
in Paris, covers airline price increases, and concludes with a weather update.

C. A news anchor covers airline price increases, reports on a historic cathedral fire in Paris, 
discusses a school cafeteria renovation, and concludes with a weather update.

D. A news anchor discusses a school cafeteria renovation, covers airline price increases, 
reports on a landslide in China, and concludes with a weather update.

Figure 21: An Example of Event Sequence from VideoVista2.

Category: Event-Event Localization
Question: When does the video approximately start tasting the pizza?

A. 0:06:35 B. 0:05:35 C. 0:04:35 D. 0:07:35

Figure 22: An Example of Event Localization from VideoVista2.

Category: Object-Object Temporal Localization
Question: At what time does the statue of Dr. Julius Kugy first appear in the video?

A. 0:00:16 B. 0:00:20 C. 0:00:12 D. 0:00:24

Figure 23: An Example of Object Temporal Localization from VideoVista2.
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Category: Object-Object Temporal Sequence
Question:以下哪个是视频中物体出现的正确顺序？
(In the video, which of the following is the correct order in which the objects appear?)
A.番茄、生肉沫、白糖、生抽。
(Tomato, raw minced meat, white sugar, soy sauce.)
B.番茄、生抽、白糖、生肉沫。
(Tomato, soy sauce, white sugar, raw minced meat.)
C.番茄、白糖、生抽、生肉沫。
(Tomato, white sugar, soy sauce, raw minced meat.)
D.生抽、白糖、生肉沫、番茄。
(Soy sauce, white sugar, raw minced meat, tomato.)

Figure 24: An Example of Object Temporal Sequence from VideoVista2.

Category: Object-Object Spatial Localization
Question:Which of the following bounding boxes most accurately depicts the position of the 
silver trophy with red, white, and blue ribbons at 4 seconds?\nThe bounding box in the answer 
is in 'xyxy' format and has been resized to the range [0, 1].

A. [0.14, 0.07, 0.30, 0.96] B.  [0.24, 0.14, 0.54, 0.92]
C. [0.63, 0.06, 0.79, 0.61] D. [0.53, 0.03, 0.70, 0.95]

4s

Figure 25: An Example of Object Spatial Localization from VideoVista2.

Category: Culture-Chinese Culture
Question: 视频中提到的这道菜的主要的流行地点是?
(What are the main popular locations for the dish mentioned in the video?)

A.山西、山东(Shanxi, Shandong) B.北京、河北(Beijing, Hebei)
C.江苏、上海(Jiangsu, Shanghai) D.陕西、山西(Shaanxi, Shanxi)

Figure 26: An Example of Chinese Culture from VideoVista2.
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Category: Culture-American Culture
Question: Who is the director of the movie mentioned in the video?

A. David Leitch B. James Gunn C. Tim Miller D. Matthew Vaughn

Figure 27: An Example of American Culture from VideoVista2.

Category: Culture-European Culture
Question: In which country is the beverage mentioned in the video primarily associated with 
anti-social behavior?

A. England B. Scotland C. Ireland D. Wales

Figure 28: An Example of European Culture from VideoVista2.

Category: Science-Summarization & Synthesis
Question: According to the video, what key quantum physics concepts are essential for 
understanding the quantum world?

A. Quantum tunneling, Heisenberg uncertainty principle, superposition, and the role of particles 
in multiverses
B. Superposition, quantum entanglement, photoelectric effect, and theories of wormholes and 
time travel
C. Wave-particle duality, quantum field theories, applications in cybersecurity, and the limits of 
relativity
D. Photoelectric effect, superposition, quantum tunneling, and applications in advanced 
computing and energy

Figure 29: An Example of Summarization & Synthesis from VideoVista2.
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Category: Science-Comparison & Contrast
Question: How does the first activation function discussed in the video differ from modern 
alternatives like ReLU?

A. The video's function utilizes a hyperbolic tangent structure for interpretability, while ReLU
simplifies gradient flow in deep layers.
B. The video's function compresses outputs to [0,1] for interpretability, while ReLU simplifies 
training via piecewise linearity.
C. The video's function facilitates identity mapping for dynamic routing, while ReLU utilizes a 
slope-modifying kernel.
D. The video's function uses piecewise linearity for speed, while ReLU compresses outputs to 
[0,1]

Figure 30: An Example of Comparison & Contrast from VideoVista2.

Category: Science-Application & Procedure
Question:视频中所讲述的最后一种搜索算法的正确实施步骤是以下哪一项？
(Which of the following is the correct implementation step for the last search algorithm 
described in the video?)
A.维护k个候选序列 → 遍历所有可能扩展 → 选择当前时刻最优的k个 → 应用动态规划算法。
(Maintain k candidate sequences → Traverse all possible expansions → Choose the k most optimal at 
the current moment → Apply dynamic programming.)
B.使用贪婪搜索 → 遍历所有候选序列 → 选择概率最高的k个 → 调整序列长度权重。
(Use greedy search → Traverse all candidate sequences → Choose the k with the highest 
probability → Adjust the sequence length weight.)
C.维护所有可能的序列 → 遍历k个候选序列 → 选择概率最大的序列。
(Maintain all possible sequences → Traverse k candidate sequences → Choose the sequence with the 
highest probability.)
D.维护k个候选序列 → 遍历所有可能扩展 → 选择概率乘积最高的k个 → 平衡长短句子权重。
(Maintain k candidate sequences → Traverse all possible expansions → Choose the k with the 
highest product of probabilities → Balance the weight of long and short sentences.)

Figure 31: An Example of Application & Procedure from VideoVista2.
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Category: Science-Scientific Principle
Question:为什么视频中浸过某溶液的木条在火焰中不会燃烧？
(Why does the wooden strip soaked in a certain solution not burn in the flame in the video?)
A.溶液中的成分与纸条中的纤维发生反应，降低其燃烧性。
(The components in the solution react with the fibers in the wood strip, reducing its flammability.)
B.溶液分解时释放的抑制气体降低了氧气浓度，防止燃烧。
(The gases released during the decomposition of the solution lower the oxygen concentration, 
preventing combustion.)
C.高温下溶液成分形成隔绝氧气的保护层，阻止燃烧。
(The components of the solution form a protective layer that isolates oxygen at high temperatures, 
preventing combustion.)
D.溶液的高粘度使氧气难以接触纸条表面，阻止燃烧。
(The high viscosity of the solution makes it difficult for oxygen to contact the surface of the wood 
strip, preventing combustion.)

Figure 32: An Example of Scientific Principle from VideoVista2.
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