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Abstract

Estimating the uncertainty of responses from Large Language Models (LLMs)
remains a critical challenge. While recent Bayesian methods have demonstrated
effectiveness in quantifying uncertainty through low-rank weight updates, they
typically require complex fine-tuning or post-training procedures. In this paper, we
propose Training-Free Bayesianization (TFB), a simple yet theoretically grounded
framework that efficiently transforms trained low-rank adapters into Bayesian
ones without additional training. TFB systematically searches for the maximally
acceptable level of variance in the weight posterior, constrained within a fam-
ily of low-rank isotropic Gaussian distributions. Our theoretical analysis shows
that under mild conditions, this search process is equivalent to KL-regularized
variational optimization, a generalized form of variational inference. Through
comprehensive experiments, we show that TFB achieves superior uncertainty
estimation and generalization compared to existing methods while eliminating
the need for complex Bayesianization training procedures. Code is available at
https://github.com/Wang-ML-Lab/bayesian-peft.

1 Introduction

Despite recent advances in Large Language Models (LLMs) showing great capacity for generating
responsive answers to human instructions [5, 64, 63, 44, 9, 3, 54, 55, 49, 8, 2, 48], the reliability of
such large models remains a critical concern [59, 58], as untruthful yet confident answers could cause
significant damage to individuals and society [17, 47, 66, 28]. The accurate estimation of uncertainty
in LLMs has thus emerged as an urgent challenge. Current approaches mainly follow two paths: one
focuses on directly asking the model to elicit its internal internal (verbalized) uncertainty [65, 52, 28],
while the other employs complex fine-tuning techniques [28, 67, 62].

Both approaches suffer from inherent limitations. Verbalized uncertainty, while simple to implement,
remains controversial in terms of its empirical reliability and theoretical soundness [27, 38]. On
the other hand, low-rank adapters (LoRA [23]), which offer a parameter-efficient way to adapt
LLMs by adding a small set of low-rank weight matrices, have emerged as a promising direction for
fine-tuning models. However, while LoRA efficiently adapts large models to new tasks, it does not
itself provide a mechanism for principled uncertainty estimation. In response, recent Bayesianization
attempts [67, 62], integrate Bayesian methods with LoRA, but they still require complex training
procedures and sophisticated hyperparameter tuning, limiting their practicality. These constraints
motivate the following research question:

Can we “Bayesianize” LLM low-rank adapters in a theoretically sound yet empirically simple way?

In this paper, we diverge from conventional fine-tuning and post-training approaches. Instead, we
develop a Training-Free Bayesianization (TFB) technique applicable to any given low-rank LLM
adapter. TFB constrains the family of full-weight approximate posteriors produced by LoRA adapters
to low-rank isotropic Gaussian distributions. Given a trained LoRA adapter, it systematically searches
for the maximally acceptable variance of the variational distribution of the weight posterior, without
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the need for complex fine-tuning procedures. TFB’s search range and stopping criteria can be
determined using any in-distribution “anchor dataset,” e.g., a small subset of the training dataset.
Note that (1) this eliminates the need for an additional calibration or validation dataset; (2) this
flexibility extends to both supervised and unsupervised data, even regardless of whether it was used
in the original LoRA training.

Despite its simplicity, we theoretically demonstrate that, TFB’s process of finding the maximal variance
of the low-rank isotropic Gaussian posterior is equivalent to generalized variational inference, under
mild conditions.

We verify TFB’s effectiveness through extensive empirical evaluation across various settings, datasets,
LLM backbones, LoRA weights, and LoRA variants. Our comprehensive experiments demonstrate
that this novel training-free Bayesianization framework consistently achieves superior generalization
and more accurate uncertainty estimation. To summarize, the main contributions of this paper are:

* We propose Training-Free Bayesianization (TFB), the first framework to transform trained
LoRAs into Bayesian ones without re-training, continued training, or gradient estimation.

* We establish theoretical connections between TFB and generalized variational inference,
proving their equivalence under mild conditions.

* We develop an efficient implementation of TFB requiring only an anchor dataset for search,
making it widely applicable across different application scenarios.

* Through comprehensive experiments, we demonstrate that TFB consistently improves uncer-
tainty estimation for off-the-shelf LoRA adapters, and overall surpasses the state-of-the-art
counterparts of Bayesian LoRA.

2 Related Work

LLM Uncertainty Estimation. To estimate the uncertainty of LLMs, the models are often em-
ployed to generate and evaluate their own uncertainty [40, 27]. However, such approaches typically
rely on task-specific labels and require additional training. Semantic entropy [38] leverages the
invariance of language stemming from shared meanings to estimate uncertainty, while mutual infor-
mation is used to compute a lower bound on model uncertainty by sampling from the model’s output
distribution [66]. Despite their contributions, these methods fail to accurately capture true model
uncertainty, as they do not model the probability distribution over the LLM parameters [25, 1, 15].

Bayesian Low-Rank Adaptation. The Bayesian framework provides a powerful approach for
capturing and estimating uncertainty during fine-tuning by defining prior distributions and approx-
imating posterior distributions over the model parameters [46, 21, 14, 56]. Recent research has
explored combining Bayesian methods with LoRA to mitigate the additional computational overhead
associated with modeling parameter distributions across the entire parameter space. Yang et al.
[67] applies a Kronecker-factorized Laplace approximation to fine-tuned LoRA parameters. More
recently, BLoB [62] advances the field by simultaneously estimating both the mean and covariance
of LLM parameters within a single fine-tuning stage. Our proposed training-free Bayesianization
represents a significant departure from these existing methods. Unlike approaches that require
re-training [14, 61, 4, 62] or rely on continued training and gradient estimation [67], our method
achieves uncertainty estimation without any additional training steps, substantially improving the
simplicity and efficiency for Bayesian learning of LLMs.

3 Training-Free Bayesianization (TFB)

This section introduces our Training-Free Bayesianization (TFB). Sec. 3.1 introduces the problem
setup. Sec. 3.2 and Sec. 3.3 present the two key parts of TFB: low-rank Gaussian variational distribu-
tion family and a novel approach for converting deterministic weights to probabilistic distributions
without training. The complete algorithmic implementation is provided in Sec. 3.4, with theoretical
foundations addressed in a separate section (Sec. 4).

Notation. Scalars, vectors, and matrices are denoted by lowercase letters, lowercase boldface
letters, and uppercase boldface letters, respectively. For a matrix X = [x1, - ,x,] € R™*",
we use vec(X) = [z, x5, .-,z ]T € R™X1 to denote vectorization. ® and o denote the

Kronecker and element-wise product, respectively. We use 0,, € R™*"™ to denote a zero matrix.
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Figure 1: Overview of Training-Free Bayesianization (TFB, Ours, right), as well as comparison with
existing methods such as LoRA (middle) and BLoB (left).

3.1 Preliminaries

Low-Rank Adaptation (LoRA). Given a pre-trained neural network layer with weight matrix
Wy, Low-Rank Adaptation (LoRA) [23] confines weight updates to a low-rank subspace during fine-
tuning, expressing the update as AW = BA, where AW € R™*" B € R™*" and A € R"™*",
For input h and output z of the LoRA layer, the forward pass computation is then given by:

2z = Woh + AWh = Wyh + BAh. (1)

LoRA Bayesianization with Low-Rank Gaussian Distribution. BLoB [62], a pioneering work
in low-rank Bayesianization for LLMs, empirically demonstrates that modeling A’s elements with
independent Gaussian variables suffices for effective uncertainty estimation in LoRA. Specifically,
the probability density of each element of A follows q(A;;) = N (A M;;, Q;), Vi € [r],Vj € [n],
where matrices M and €2, sharing the dimensions of A, represent the mean and standard deviation of
the random variable A, respectively. This formulation is equivalent to approximating the Bayesianized
low-rank adapter’s posterior in the full-weight space of W with a low-rank degenerate distribution:

q(vec(W)|B, ) = N (vec(W) g, Zy), )
where @ = {M, Q} denotes the set of parameters for modeling A’s posterior distribution, p, =
vec(Wo+BM) is its mean, and X, = [I,,® B][diag(vec(€2)?)][I,® B ] is its low-rank degenerate

covariance matrix. In this paper, we adopt a similar approach for modeling the variational distribution
of the weight posterior, focusing exclusively on Bayesianizing the weight update matrix A.

3.2 TFB’s Variational Low-Rank Isotropic Gaussians

Variational Distribution Family. In TFB, we constrain the variational distributions of the weight
posterior to a more compact family of Gaussians than BLoB: specifically, we employ full-space
isotropic Gaussian distributions projected onto the low-rank space:

q(vec(W)|B,0) = N (vec(W)|py, proj(o3 1)), ©)

where p, is defined as in Eqn. 2. Here, O’?I € R x™™ represents a full-rank isotropic covariance
matrix with standard deviation o4, and proj(-) denotes a linear projection operator that maps the
full-space covariance matrix onto the low-rank space (see Proposition D.1.1 for details). >

TFB as Generalized Variational Inference. The choice of low-rank isotropic Gaussian approx-
imate posteriors serves both theoretical and empirical purposes: it provides a single-parameter
family that enables converting the generalized variational inference into a variance maximization
problem (more details in Sec. 3.3, Theorem 4.2, and Appendix F.1), and empirically outperforms
alternative distribution families (Sec. 5.4). Below, we present a practically efficient implementation
for Bayesianizing LoRA under the constraint specified in Eqn. 3, with detailed theoretical analysis
provided in Theorem 4.1.

TFB in Practice. Consider a LoRA layer with weight updates B € R"™*" A € R"™ ™ and a
standard deviation scale o, > 0. We begin by computing the compact Singular Value Decomposi-
tion (SVD) [33] of B:

B = U diag(d)V ", “)

2proj(-) only depends on the rank 7 of the trained LoRA.



where U € R™*" and V' € R"*" are orthonormal matrices, and d = [dy, da, - - - ,dT}T is the vector
consisting of singular values with all positive entries®. We then transform the original weight matrices
{B, A} into an equivalent pair

{B' = Udiag(d),A' =V " A}, 5)

maintaining the equality AW = BA = B’A’. Following BLoB’s Asymmetric Bayesianization
scheme, we define the variational distribution for A’ using the mean matrix M = A’ and the standard
deviation matrix 2 € R"*", such that

q(Afy) = N(A | My, %)), Vi € [r], V] € [n]. ©)

Unlike BLoB, our €2 is not freely parameterized but instead derived from projecting the full-space
matrix o, onto the low-rank weight space:

Qij = o4fd;, Vi€ [r],Vj € [n], (7

where d is defined in Eqn. 4. This solution can be expressed compactly as 2 = [74/d, - -+ ,7a/d],
comprising n repeated vectors. To summarize, our TFB

* takes as input a trained LoRA matrix pair { B = U diag(d)V ", A} and a predetermined
standard deviation o, and

* outputs a “Bayesianized” LoRA adapter {B’, A'}, where B’ = U diag(d), and A’
becomes a distribution q(A’) = [T;c( e N (A5 1Mij, QF;), with M = VT A, and
Q= [o'q/d7 s ,Uq/d].

Note that the formulation in Eqn. 7 significantly improves memory efficiency during inference,
reducing the storage for standard deviation parameters from O(rn) to O(r). While alternative
parameterization approaches are possible, they must be capable of generating the low-rank isotropic
Gaussian noises as demonstrated in Theorem 4.1. We have selected the current method (implemen-
tation) to ensure maximum compatibility with existing codebases [62]. In TFB, we use a single o,
shared across all LoRA layers.

3.3 TFB as Variance Maximization

The previous section presents a straightforward Bayesianization scheme for a predetermined value
of 0,. In this section, we describe a practical method for determining o,.

A General Bayesianization Framework. Consider an in-distribution “anchor” dataset D, an
associated evaluation metric /, and a performance change tolerance e. TFB determines o, by solving
a constrained optimization problem:

max oy

s.t. |(D|B',M,Q(0,)) —I(D|B, A)| <e,
where I(D|B, A) and [(D|B’, M,Q(0,)) = Egar(0,02)[[(D|B’, M + E)] denote the pre- and
post-Bayesianization performance, respectively. This optimization maximizes the noise scale o,

applied to model weights M while ensuring that the resulting performance change remains within an
acceptable threshold e.

®)

Anchor Dataset D and Evaluation Metric [. Our general TFB framework accommodates various
choices of anchor dataset D and evaluation metric [ based on practical requirements. Below, we
consider two key scenarios (with N being slightly overloaded in its notation).

For supervised dataset D = {x,,, y, })_,: The Negative-Log Likelihood (NLL) serves as a natural

evaluation metric in Eqn. 8: [,i(D]0) = — % 227:1 log Py (yn|®y), as it theoretically corresponds
to minimizing the KL-regularized variational objective (more details in Sec. 4). The anchor dataset D
can be either the original training set used for the LoORA model or an independent calibration dataset,
as commonly employed in calibration-based methods [ 16, 70]. Alternative evaluation metrics such as
accuracy or F1 score are also readily applicable. In our experimental setup, to ensure fair comparisons
across uncertainty estimation baselines, we use the original training data as D (maintaining the same
information access as baselines) and employ NLL as the evaluation metric. Additional results with
accuracy as [ can be found in Appendix E.5.

3By stating d > 0, we assume B has the full column rank r, which usually holds for LLM adaptation.



For unsupervised dataset D = {x,,}\_,: One approach is to generate pseudo-labels % using the
model before Bayesianization, effectively converting the problem to the supervised case with D =
{Zn, Jn }2_,. TFB can also directly incorporate purely unsupervised metrics such as the expected
embedding norm leyp (D]0) = Eyppl|lemb(x|0)]|], where we are only concerned with properties of
the representations themselves rather than any supervised signal. Hence our TFB offers substantially
more flexibility compared to pure calibration methods, which typically rely on a labeled unseen
calibration dataset. As a general framework, TFB also supports alternative evaluation metrics and
statistical measures specifically designed for unsupervised data.

Performance Change Tolerance e. The selection of performance change tolerance ¢ is critical
in TFB. While our experiments demonstrate that a fixed relative change rate, i.e., ¢/po = 0.3% for
NLL and ¢/p, = 1% for accuracy, where py denotes the pre-Bayesianization performance, can
achieve effective uncertainty estimation across various datasets and LoRA checkpoints, an adaptive
e can further improve the performance of TFB. Users can determine the appropriate value for € by
considering multiple factors simultaneously, among which the most important is the given LoRA
checkpoint. For instance, an overfitted LoRA can typically accommodate a larger tolerance ¢ when
using the training dataset (or its subset) as the anchor dataset. Additional properties of the data,
model, and adaptation tasks can inform the choice of € as well.

3.4 TFB: Final Algorithm

Final TFB Algorithm: Automatically Determining o,. Our final algorithm, presented in Al-
gorithm I and Fig. 1, employs binary search to determine the optimal o within an initial range

[0 qmin> Tamax)- After identifying the optimal o,, we Bayesianize all LoRA layers using this value.

Prediction. For prediction, we average multiple outputs produced by samples from TFB’s posterior:

1 N
Po(y|2) = Egwi)[Pulz, W) = £ 3 Plyle, W), Wo~q(Wie), O

where ¢(W0) denotes the variational distribution defined in Eqn. 3, and we set the number of
test-time samples to N = 10, following BLoB’s protocol [62].

Remark on TFB’s Efficiency. While TFB with binary search is efficient in terms of both time and
memory (Appendix 5.3), and yields near-optimal solution of o,*, more efficient parallel searching
technique can be applied in practice. For instance, in Appendix F.10, we conduct a grid search across
8 different o, values in parallel, construct an approximate function o, (p) through piecewise linear
interpolation of the observed performance, and estimate o ~ 7,(po — €), where py denotes the
model’s performance before TFB.

4 Theoretical Analysis

In this section, we discuss our theoretical analysis, with complete proofs provided in Appendix D.
First, we demonstrate that our TFB’s Bayesianization scheme, defined in Equations 4, 5, and 7,
projects a full-rank isotropic Gaussian distribution onto the low-rank space. We then prove that
Eqn. 8 is equivalent to generalized variational inference for LLMs’ weights under specific, achievable
conditions, offering solid theoretical grounding for TFB.

Assumption 4.1. The evaluation metric lp : Ry — Ry is the Negative Log Likelihood (NLL)
evaluated on the data distribution D for the variational standard deviation o :

Ip(0q) = —E(a,1)~D,W~q(-|o,) [10g P(y|z, W)]. (10)

Furthermore, we assume lp is locally convex, i.e., Ieg > 0 s.t. U5 (04) > 0, Vo, € [0, €).

Remark. The local convexity of the loss function is not unrealistic [43]. For instance, a local
minimum Wy of a twice-differentiable loss function | will imply the local convexity around Wy, as
assumed in Laplace Approximation [53, 6].

Theorem 4.1 (Equivalent Variational Distribution of the Full Weight W in TFB). With the pre-
trained weight matrix Wy € R™*"™, the low-rank weight update matrix { B’ € R™*" A’ € R"™*"}
transformed from the given matrices { B, A} following Eqn. 4 and 5, suppose that the variational

“While traditional search algorithms require monotonicity within the search range to guarantee optimal
solutions, empirically a near-optimal o is sufficient for effective uncertainty estimation.



distribution of A" is Gaussian q(A'|0) = [],; N'(Aq;| Mi;, Q3;), where M = [M;; = Aj;] € R™*™
is its mean and Q = [Q;;] € R™*™ is the standard deviation calculated as in Eqn. 7. The equivalent
variational distribution q(vec(W)|o,) defined on the full weight W is

q(vec(W)|og) = N(vec(W)|pq, Zy),
where  p, = vec(Wy + B'M),

(1D
Eq = O'gIn ® |:IT 0 :| .
m—r

Theorem 4.1 establishes that for any given o, our algorithm for regrouping B, A and computing
the standard deviation matrix €2 successfully constrains the corresponding full-weight variational
distributions to the family of low-rank isotropic Gaussian distributions. This lays the foundation for
the equivalence between our TFB and generalized variational inference to approximate the posterior
distribution of LLM parameters (details in Theorem 4.2).

While alternative families of Gaussian distributions parameterized by a single scale o, are possible,
our empirical results demonstrate that our approach achieves superior performance (Sec. 5.4).

Theorem 4.2 (TFB as Generalized Variational Inference). Suppose the evaluation metric lp(oy)
defined following Assumption 4.1 is locally convex within the range of o, € [0,¢€p). Suppose the
approximate distribution of W given o is defined following Theorem 4.1. Suppose we have the
prior distribution P(vec(W')) = N (vec(W)|pp, ), where p,, = pg = vec(Wy + B’ M), and
X, = O';I with o, > €. Then for YA > 0, J¢, s.t. the following two optimization problems
(i) Generalized Variational Inference [7, 22, 30, 34]

min  Ip(og) + AKL[g(Wlay) [| P(W)], (12)

q
and (ii) Training-Free Bayesianization ( TFB)
max oy

s.t. Ip(og) <F, (13)

are equivalent, i.e., the two optimization problems have the same optimal solution, where \ is the
regularization coefficient of the KL-divergence.

This theorem provides the primary theoretical foundation for TFB. It demonstrates that under specific
conditions — namely, local convexity within [0, €) and prior standard deviation o, > €y — maximizing
the scale o, of the standard deviation matrix is equivalent to generalized variational inference [34],
which approximates the posterior distribution of LLM parameters. Notably, when A = 1/|Dj is set to
the reciprocal of the dataset size, generalized variational inference reduces to variational inference.

Remark. TFB maintains theoretical soundness (through its equivalence to variational optimization)
while offering practical simplicity, as it eliminates the need to explicitly specify the prior distribution’s
standard deviation o,,. The condition oy, > € is naturally satisfied by common choices such as the
standard normal distribution (o, = 1) or uniform distribution (o, — +00).

5 Experiments
We evaluate TFB through comprehensive experiments.
5.1 Settings

Models, Datasets, and Evaluation. We use the latest open-source Meta-Llama-3.1-8B as our
primary LLM backbone while also providing additional results on other recent LLM architec-
tures in Sec. 5.5, including 11ama-2-7b-hf, Meta-Llama-3-8B, and Mistral-7B-v0. 3 from the
Llama [12] and Mistral [26] families.

For in-distribution experiments, we evaluate model performance on six commonsense reasoning tasks:
Winogrande-Small (WG-S) and Winogrande-Medium (WG-M) [50], ARC-Challenge (ARC-C)
and ARC-Easy (ARC-E) [11], Open Book Question Answering (OBQA) [42], and BoolQ [10].
Furthermore, we use models fine-tuned on OBQA [42] to evaluate their generalization ability on out-
of-distribution datasets: college-level chemistry (Chem) and physics (Phy) subsets of MMLU [20].
Label spaces and prompt templates are detailed in Appendix E. 1.



Table 1: Performance of different methods applied to LoRA on Llama3.1-8B pre-trained
weights, where Accuracy (ACC) and Expected Calibration Error (ECE) are reported in percentages.
“TF?” denotes whether a method is Training-Free. The evaluation is done across six common-sense
reasoning tasks with a shared hyper-parameter setting after fine-tuning of 5 epochs. We use N = 10
samples during inference in all sampling-based methods including BLoB [62] and TFB. Rows with
shading indicate training-free Bayesianization methods that use a pre-trained LoRA as their mean.
Cells highlighted in BLUE indicate improved performance achieved by TFB compared to the weight
mean. “1” and “|” indicate that higher and lower values are preferred, respectively. Boldface and
underlining denote the best and the second-best performance, respectively.

e Out-of-Distribution Datasets (OBQA—X)
. 5 In-Distribution Datasets - -
Metric Method TF? Small Shift Large Shift
WG-S ARC-C  ARC-E  WG-M  OBQA BoolQ  ARC-C  ARC-E Chem Phy

MCD X 78.03+061 81.64+179 91.37+038 83.18+084 87.20+1.02 89.93+0.16 81.42+1.38 87.27+084 47.92+225 46.53+0.49
ENS X 78.82+052 82.55+042 91.84+036 83.99:+074 87.37+067 90.50+0.14 79.62+057 86.56+060 49.65+322 44.44+1.96
LAP BP 76.05+092 79.95+042 90.73+0.08 82.83+085 87.90+020 89.36+0.52 81.08+120 87.21+120 48.26+3.93 46.18+1.30
MonteCLoRA X 69.20+0.18 78.38+089 90.79+0.62 74.79+023 84.13+031 89.17+030 79.63+087 86.58+049 50.00+1.04 42.01+2.41
BLoB X 76454037 82.32+1.15 91.14+054 82.01+056 87.57+021 89.65+0.15 79.75+043 87.13+0.00 42.71+371 44.79+6.64
ACC (1) MLE - 77.87+054 81.08+048 91.67+036 82.30+053 87.90+087 89.58+026 81.48+241 86.83+0.87 45.83+055 42.36+1.77
+TFB (Ours) v 77.444030 82.53+1.00 91.33+037 82.53+056 88.53+0.57 89.75+025 79.76+124 85.52+056 44.33+4.03 37.00+2.16
MAP - 76.90+097 81.08+248 91.61+0.44 82.59+028 85.73+0.19 90.09+028 79.98+087 86.58+0.79 43.40+4.98 38.54+3.40
+ TFB (Ours) v 76.43+072 82.80+142 91.39+037 82.64+058 86.00+0.16 89.96+0.18 80.61+124 86.30+089 45.33+287 35.67+4.11
BLoB-Mean X 77.72+012 82.60+060 91.64+055 83.92+048 88.00+080 89.86+0.05 82.06+1.15 88.54+031 39.93+520 39.93+4.02
+ TFB (Ours) v 77.81+036 83.33+0.19 91.76+048 83.81+039 87.80+0.16 90.11+028 82.93+1.54 87.64+051 39.67+7.32 37.33+6.65
MCD X 16131054 13.69+1.11 6.73x071 13.05+099 9.76+071  7.95+017 13.63+118 9.27+060 30.91+357 33.08+1.40
ENS X 14724017 13.45+119 6.59+045 11.17+092 8.17+086 7.35+055 11.37+182 7.21+1.13 18.92+6.03 26.80+3.23
LAP BP 4.18+011 9.26+308 527x0s51 3.50x078 8.93+034 1931022 7.83+149 7.80+199 14.49+057 13.17+2.14
MonteCLoRA X 18294027 12.22+075 7.23+071 15.97+045 9.794007 7.09+052 10.65+053 8.18+026 23.21+0.17 30.39+4.76
BLoB X 99302 541+117 2.70+087 4.28+t064 2912092 2.58+025 5.61+040 2.48+043 16.67+087 12.78+4a8
ECE (/) MLE - 17.02+046 16.35+068 7.00x053 13.83x0.65 9.77x081 8.69x021 14.45+219 10.78+050 32.46+260 38.41+d.44
+ TFB (Ours) v/ 12.98+037 11.63+068 5.14+014 10.01+070 7.20+047 7.394026 6.54+053 5.69+164 14.63+146 19.68+327
MAP - 18.71x074 15.77+160 6.62+064 14.26+092 12.19x055 8.40+025 16.46+044 11.36+058 34.79+376 38.50+2.18
+TFB (Ours) v 14.95+065 11.27+253 5.76+063 10.97+1.19 9.70+069 6.86+031 13.25+095 9.22+091 27.21+262 35.91+4.12
BLoB-Mean X 15434015 12.41+152 4.91+028 9.37+133 6442015 6.26+029 11.22+038 6.34+071 26.65+3.06 25.40+5.40
+TFB (Ours) v 8.16+048 6.48+036 2.44+050 3.834043 2.67+018 3.10+059 6.69+1.63 3.61+087 18.45+675 20.53+6.27
MCD X 0.83x001 0.99:+010 0.45+006 0.64+003 0.62+008 0.49+001 1.03+002 0.61+003 1.91+018 2.02+0.15
ENS X 0.75+002 0.80+0.11 0.38+003 0.55+002 0.454005 0.42+005 0.72+007 0.444003 1.40+018 1.50+0.13
LAP BP 0.56+000 1.18+002 1.04+001 0.51+000 0.94+000 0.43+000 1.17+001 1.11+000 1.27+001 1.28+0.00
MonteCLoRA X 0.82x002 0.71x003 0.51x004 0.74x002 0.55+002 0.36+002 0.68+003 0.49+001 1.43+000 1.44+006
BLoB X 0.58+000 0.51+003 0.23+001 0.43+001 0.34+001 0.26+001 0.56+002 0.35+002 1.34+004 1.35+0.10
NLL () MLE - 0.88+004 1.20+011 0.46+004 0.68+001 0.61+006 0.52+001 1.07+006 0.72+006 1.91+016 2.25+021
+TFB (Ours) v 0.68+003 0.85+002 0.33+003 0.53+001 0.46+004 0.42+000 0.66+002 0.44+001 1.39+011 1.49+005
MAP - 0.99+007 1.12+023 0.46+003 0.74+007 0.79+002 0.52+001 1.19+004 0.83+006 1.97+013 2.32+0.10
+TFB (Ours) v 0.77+005 0.80+0.15 0.384003 0.57+005 0.61+003 0.40+001 0.96+008 0.66+006 1.69+0.16 2.12:+0.08
BLoB-Mean X 0.74x002 0.73x004 0.29+003 0.47+003 0.37x002 0.32x002 0.67+007 0.39+003 1.53x0.13 1.54x0.15
+ TFB (Ours) v/ 0.55+001 0.53+004 0.23+0.02 0.40+001 0.33+002 0.27+001 0.52+0.05 0.35+0.02 1.36+013 1.46+0.11

To assess uncertainty estimation, we measure Expected Calibration Error (ECE [45]) and Negative
Log-Likelihood (NLL) on the test dataset. We also report Accuracy (ACC) to ensure models maintain
strong performance. Additional evaluation details are provided in Appendix E.2.

Baselines. We compare TFB with state-of-the-art uncertainty estimation methods for LoRA-adapted
LLMs, including ensemble-based method: Deep Ensemble (ENS) [39, 4, 61], variational inference
methods: Monte-Carlo Dropout (MCD) [14], Monte Carlo-enhanced LoRA (MonteCLoRA) [51],
Bayesian LoRA by Backprop (BLoB) [62], and post-training method: Laplace-LoRA (LAP) [67].
For reference, we also include two standard Parameter-Efficient Fine-Tuning (PEFT) baselines:
Maximum Likelihood Estimation (MLE) [23] and Maximum A Posteriori (MAP). All baselines are
implemented following the protocols established in BLoB, detailed in Appendix E.4.

TFB Implementation. TFB can be directly applied to trained LoRA adapters without additional
training. As indicated by the “TF?”’ column in Table 1, TFB is Training-Free and requires only
LLM inference (v'), while the other methods need full retraining (X) or gradient estimation with
Backpropagation (BP). We evaluate TFB on three off-the-shelf LoRA checkpoints: MLE, MAP, and
the mean component of BLoB (obtained by discarding BLoB’s standard deviation matrix £2). More
details are included in Appendix E.4.



Table 2: A comparison of running time and maximum GPU memory cost between TFB and
BLoB during the process of Bayesianizatioin. The experiments are conducted on a single NVIDIA
A100 GPU. The subscripts in the table calculate the relative cost of a method compared to that of
LoRA, a non-Bayesian baseline method. RED and GREEN represent worse and better efficiency,
respectivley. Note that varying batch sizes do not impact the performance of TFB, as Algorithm 1 is
independent of gradient and batch size

Datasets
Batch

Method “g. WG-S ARC-C ARC-E WG-M OBQA BoolQ
Time (s) Mem. (MB)  Time (s) Mem. (MB)  Time (s) Mem. (MB)  Time (s) Mem. (MB)  Time (s) Mem. (MB)  Time (s) Mem. (MB)
LoRA 4 338 12,894 632 19,762 1,238 18,640 1,339 13,164 2,692 17,208 6,489 29,450
BLoB 4 371 (10w 13,194 (.02 685 (1.08x) 21,736 (1.10x) 1,360 (1.10x) 20,700 (1.11%) 1,476 (1.10x) 13,194 (1.00x) 3,257 (1.21x) 18,046 (1.05x) 7,251 (1.12x) 30,578 (1.04x)
TFB (Ours) 4 1,203 (3.56x) 10,372 0.80%) 1,257 (1.99%) 11,966 (0.61%) 1,246 (1.01x) 11,202 0.60x) 1,237 0.926) 10,344 0.79x) 1,238 0.46x) 10,376 0.60x) 1,452 0.22x) 16,340 (0.55%)
TFB (Ours) 8 628 (1.86x) 10,666 (0.83%) 731 (116x) 15,286 (0.77%) 702 0.57%) 12,598 (068x) 634 0.47%) 10,662 051x) 642 0.24x) 12,116 070) 1,015 0.16x) 22,146 (0.75%)
TFB (Ours) 12 446 (131x) 12,064 093 599 0.94x) 18,204 0.92x) 540 0.430) 14,310 0.76x) 441 0326 11,370 0.86x) 487 0.180) 13,410 0.7 908 (0.13x) 25,220 (0.85x)

5.2 TFB Improves Accuracy and Uncertainty Estimation across Distributional Shifts

Table | shows results on comprehensive metrics for various methods applied to LoRA on Llama3.1-8B
pre-trained weights. More empirical results on Llama2-7B can be found in Appendix F.10.

In-Distribution Results. The addition of TFB maintains competitive accuracy while substantially
improving model calibration across in-distribution datasets. For ECE, TFB yields notable improve-
ments when applied to different base methods: MLE+TFB reduces ECE to 5.14% on ARC-E (from
7.00%); similarly MAP+TFB and BLoB-Mean+TFB reduce ECE to 9.70% on OBQA (from 12.19%)
and 3.83% on WG-M (from 9.37%), respectively. For NLL, TFB consistently produces better-
calibrated predictions, with BLoB-Mean+TFB achieving strong performance across datasets: 0.23 on
ARC-E (from 0.29), 0.33 on OBQA (from 0.37), and 0.27 on BoolQ (from 0.32). These improve-
ments in both ECE and NLL demonstrate TFB’s effectiveness in enhancing model calibration while
preserving accuracy on in-distribution tasks.

Out-of-Distribution Results. For out-of-distribution datasets, which represent a more challenging
evaluation scenario, TFB continues to show benefits, though the performance gaps are generally
smaller. In both Small Shift and Large Shift scenarios, TFB-enhanced methods maintain relatively
strong performance, particularly in the Small Shift cases (ARC-C and ARC-E). However, there’s a
noticeable performance drop in the Large Shift scenarios (Chem and Phy), which is expected given
the significant domain difference. Even in these challenging cases, TFB-enhanced methods tend
to maintain better calibration (lower ECE scores) compared to their base counterparts, suggesting
improved reliability in out-of-distribution settings.

5.3 Computational Efficiency of TFB

We compare the computational efficiency of TFB and BLoB during the process of Bayesianization [62]
in Table 2. We also report the computational cost of the standard LoRA fine-tuning as reference. All
three methods are evaluated on the configurations detailed in Appendix E.4. For LoRA and BLoB,
the evaluation of running time and maximum GPU memory is based on fine-tuning for 5 epochs.
TFB uses a fixed number of 500 training examples to search for o across all datasets, and performs
binary search for at most 5 rounds (sequentially).

As shown in the table, TFB can be slower on small datasets (e.g., WG-S with ~600 samples, nearly 3x
slower than BLoB under the same batch size). However, on larger datasets (e.g., BoolQ with ~10,000
samples), TFB is up to 5x faster while using only half the GPU memory. Since TFB avoids gradient
estimation, memory use is substantially reduced, allowing larger batch sizes; increasing from 4 to
12 already yields lower time and memory than BLoB on most datasets. Remarkably, TFB is even
more efficient than standard LoRA fine-tuning, thanks to its training-free nature. Importantly, our
efficiency results cover the entire process of searching o, whereas baselines report only successful
runs and exclude hyperparameter tuning costs, biasing the comparison in their favor. Despite this,
TFB still achieves superior time and memory efficiency, highlighting the advantages of its training-free
approach and flexibility to trade off speed and memory under resource constraints.



Table 3: Performance of TFB with different variational distribution families applied to BLoB-
Mean on Llama3.1-8B pre-trained weights. FR: Full-rank isotropic Gaussian noises are applied to
AW ; C-STD: Standard deviation matrix 2 = [Q2;; = g, is constant. The evaluation protocol strictly
follows Table 1. “RK.”: Average ranking of each method when compared to all other approaches on
in-distribution datasets. “1” and “|” indicate that higher and lower values are preferred, respectively.
Boldface and underlining denote the best and the second-best performance, respectively.

In-Distribution Datasets

Out-of-Distribution Datasets (OBQA—X)

Metric Method Small Shift Large Shift
WG-S ARC-C  ARC-E  WG-M OBQA BoolQ Rk.(}) ARC-C ARC-E Chem Phy

BLoB-Mean 77.72+0.12 82.60+060 91.64+055 83.92+048 88.00+0.80 89.86+005 2.50 82.06+1.15 88.54+031 39.93+520 39.93+4.02
ACC (1) + TFB (FR) 75.57+0.25 83.20+0.65 91.58+067 82.19+1.09 88.73+041 89.46+0.17 2.83 81.33+082 88.06+075 42.00+2.16 41.33+5.44
+ TFB (C-STD) 76.35+0.08 83.20+033 91.33+070 81.79+0.51 88.20+057 89.65+008 3.00 81.73+068 88.18+065 43.00+1.41 39.33+3.86
+ TFB (Final)  77.81+036 83.33+0.19 91.76+0.48 83.81+039 87.80+0.16 90.11+028 1.67 82.93+1.54 87.64+051 39.67+732 37.33+6.65
BLoB-Mean 15.43+015 12.41+152 4.91+028 9.37+133  6.44+015 6.26+029 4.00 11.22+038 6.34+071 26.65+3.06 25.40+5.40
ECE (1) + TFB (FR) 10.42+029 7.454088 2.01+1.03 4.36+068 3.70+1.04 3.62+0.10 2.67 7.194140 3.29+1.03 17.78+1.01 19.14+4.01
+ TFB (C-STD) 9.23+020 5.98+032 2.94+067 3.86+045 3.17+021 2.82+062 1.83 6.89+089 2.76+088 18.27+252 19.45+346
+ TFB (Final) 8.16+048 6.48+036 2.44+050 3.83+043 2.67+0a8 3.10+059 1.50 6.69+1.63 3.61+087 18.45+675 20.53+627
BLoB-Mean 0.74+002  0.73+004 0.29+003 0.47+003 0.37+002 0.32+002 3.67 0.67+007 0.39+003 1.53+013 1.54+0.15
NLL (1) + TFB (FR) 0.60+001  0.53+003 0.23+002 0.43+001 0.33+002 0.27+001  2.00 0.57+004 0.34+002 1.34:+007 1.42:+0.09
+ TFB (C-STD) 0.57+001 0.51+0.02 0.22+0.01 0.43+001 0.33+001 0.26+0.01 1.33  0.56+004 0.33+0.02 1.34+008 1.41+0.09
+ TFB (Final)  0.55+0.01 0.53+004 0.23+002 0.40+0.01 0.33+0.02 0.27+001 1.50 0.52+005 0.35+002 1.36+013 1.46+0.11

5.4 TFB Beyond the Low-Rank Isotropic Gaussians

In this section, we consider two simple TFB variants with other families of Gaussians for modeling the
variational distributions of W: (i) Full-Rank Isotropic Gaussian (FR, X, = 0'21 ), and (ii) Constant
Low-Rank Standard Deviation (C-STD, 2 = [);; = ¢,]). Similar to our final TFB, both distributions
are controlled by a single o, parameter and fit the maximal variance search in Eqn. 8. For fair
comparison, we adopt the same optimal o, search protocol as described in Sec. 5.1. Table 3 shows the
performances of TFB and its variants applied to the mean of BLoB (more in Table 11 of Appendix F.6).

These results show that our final TFB outperforms both  T.pie 4: Performance of different LLM
variants FR and C-STD across multiple metrics on in-
distribution datasets, with notable improvements in cal-

backbones on the combined dataset.

ibration (ECE reduced by up to 15.77%) and accuracy _Methed ACC(H ECEW) NLL{)
: Llama2-7B 81.41+0.64 4.50+037  0.43+0.00

(e.g., 77.81% on WG-S). While C-STD shows better. NLL VTEB (Ours)  8132:081  124sem  0.43:000
scores, the improvement comes at the cost of a signifi- 558 8693100 428105 0331000
cantly degraded overall performance—particularly in ac- +TFB (Ours)  86.614020  L6d=oss  0.3d=0m
1 _ 1 1t 1 _ Llama3.1-8B 86.70--0.08 4.74+028 0.35+0.00

C.UI‘Ein}’ i Whelre it ll)gl‘fOI'IlI.lS ﬂ:le WOE; h mal}img lit?l 1mlprac + TFB (Ours) 86.45+033 1.05+0.06 0.34--0.00
th&l O.I' real-world app 1cations. t oug OLI.I' nal TFB Mistral-7B-v0.3  86.88+0.51 5.05+088  0.35+002
maintains strong performance on datasets with smaller +TFB (Ours)  86.64+028  1.68+053  0.33+001

distributional shifts, its advantages diminish on datasets
with larger shifts in the domains of Physics and Chemistry.

Advantages of Final TFB’s Variational Low-Rank Isotropic Gaussians. Compared to TFB (FR)
and TFB (C-STD), TFB (Final) offers additional advantages. It is computationally more efficient than
FR with noise complexity of O(rn) versus O(mn). Furthermore, unlike C-STD whose variational
distributions vary with different but equivalent LoRA matrix pairs (see Appendix F.6 for details), TFB
(Final) produces consistent Bayesianization for all equivalent LoRAs satisfying BA = AW.

5.5 TFB Beyond the Llama3.1-8B Backbone

We conduct comprehensive experiments across multiple LLM backbones to validate our approach.
Our experiments span several models from the Llama family [55, 12], including 11ama-2-7b-hf,
Meta-Llama-3-8B, and Meta-Llama-3.1-8B. While we initially considered L1ama-3.2-1B, we
ultimately discarded its results due to poor adaptation performance with the smaller model architecture.
We also extend our analysis to include Mistral-7B-v0.3 [26].

Following commonsense-170k [24, 60], we combine the 6 reasoning sub-tasks from the main
experiments with one shared label space (Combined) and train the base LoRA adapters with MLE.
Break-down statistics of each sub-dataset are available in Appendix F.7. Table 4 shows the results,
demonstrating TFB’s effectiveness: it dramatically reduces ECE across all models (e.g., from 4.74%
to 1.05% for Llama3.1-8B) while maintaining strong ACC and NLL scores.



5.6 TFB Beyond the Naive LoRA

Our proposed TFB is general, compatible with Typje 5: Performance of different LoRA-like
various LoRA-based methods that use different PEEFTs on the combined dataset.

initialization strategies [41], parameter sharing

schemes [35], and optimization approaches [68].  Method ACC(1) ECE({) NLL({)
We evaluate TFB on two representative LoRA vari-  LoRA 86.70+0.08  4.74+028  0.35+0.00
ants (see Appendix F.8 for details): + TFB (Ours) 86.45+033 1.05+0.06 0.34+0.00
¢ VRA [I5] Uses shared low-rank matriees B iy oy Siobine 1ot 0man
an(.i A across layers’ with the lgyer—spemﬁc PiSSA 86.83+051  4.26+0.14 0.35+0.00
trainable scalar vector d and the bias vector b. +TFB (Ours) 86.61x043 1174022  0.330.00

* PiSSA [41]: Employs an alternative initializa-
tion while maintaining LoRA’s training process.

Table 5 shows the results, demonstrating TFB’s broad applicability: it substantially reduces ECE
across all LoRA-like PEFT methods (e.g., from 5.11 to 1.44 for VeRA). Importantly, it maintains
strong ACC and NLL with minimal performance degradation, validating the effectiveness of low-rank
isotropic Gaussian distributions for variational inference of LLMs.

5.7 Improving Inference-Time Efficiency of TFB

Inspired by Harrison et al. [19], in this  Table 6: Performance of Last-Layer TFB (LL TFB) applied
section, we study the compactibility to the combined dataset.

of TFB and Last-Layer Bayesianiza-
tion to speed up inference. Specifi- Method  #Sample N) ACC (1) ECE() NLL(l) Time(s)

Cally, we employ the same standard MLE - 86.70+008 4.74+028 0.35+0.00 118

Tati * : : + TFB 10 86.45+033 1.05+006 0.34+000 1,114
deviation Tq as_identified through +LL TFB 10 86.53+0.12 1.14+0.03 0.34+0.00 182
the full-model TFB, but apply the + LL TFB 100 86.75+0.09 0.92+0.10 0.33+0.00 924

Bayesianization to the last layer only.
By limiting inference to sampling
from the variational distribution of the last layer, the outputs of earlier layers can be reused, signifi-
cantly improving inference speed. Although restricting Bayesianization to the last layer sacrifices
some richness of the variational distribution family, this approach allows for a higher number of
posterior samples, resulting in more accurate approximations.

Table 6 shows the results. When only N = 10 samples are used, the uncertainty estimation of
last-layer Bayesianization performs worse than that of full-model Bayesianization. Nevertheless, the
improved posterior estimation with N = 100 samples enables last-layer Bayesianization to achieve
better performance. For a comprehensive analysis of its performance, please refer to Appendix F.9.

6 Conclusion

In this paper, we introduce Training-Free Bayesianization (TFB), a novel framework that transforms
trained LoRA adapters into Bayesian ones without additional training. By systematically searching
for the maximally acceptable variance in the weight posterior within a family of low-rank isotropic
Gaussian distributions, TFB provides a practical solution to uncertainty estimation in LLMs. Our
theoretical analysis shows that TFB’s variance maximization process is equivalent to generalized
variational inference under mild conditions. Our empirical results verify its superior performance
across various settings and model configurations. Our framework’s simplicity and effectiveness,
requiring only an anchor dataset for search, makes it widely applicable across different domains. As
LLMs continue to evolve, TFB represents a significant step toward more reliable and uncertainty-
aware Al systems, paving the way for future research in adaptive and trustworthy machine learning.
For Limitations, please refer to Appendix B.
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Appendix

In Appendix A, we present the full algorithmic description of TFB. In Appendix B, we present the
limitations of TFB. Next, in Appendix C, we present a more detailed introduction to recent advances
of Bayesian Low-Rank Adaptation. In Appendix D, we provide detailed proofs for all theorems
presented in the main paper. In Appendix E, we describe our experimental methodology. Finally, in
Appendix F, we present additional empirical results, including:

* a visual study demonstrating TFB functions as a general Bayesian Neural Network (Ap-
pendix F.1),

test-time sample size analysis (Appendix F.2),

anchor dataset size analysis (Appendix F.3),

TFB with unlabeled test data as the anchor data (Appendix F.4),

TFB with non-NLL evaluation metrics (Appendix E.5),

TFB with other single-parameter variational distribution families (Appendix F.6),

TFB with other LLM backbones than Llama3.1-8B (Appendix F.7),

TFB with other PEFT methods than LoRA (Appendix F.8),

improving inference-time efficiency of TFB with last-layer Bayesianization (Appendix F.9),
and

* the full results on a widely used LLM architecture Llama2-7B (Appendix F.10).

A TFB: Algorithm

Algorithm 1 Training-Free Bayesianization (TFB)

input D: Anchor Dataset;
{B, A}: Low-Rank Component;
[: Model Evaluation Metric;
e: Performance Change Tolerance;
[Ogmin Tamae): S€Arch range of o,
1: Evaluate the original performance: pg < {(D|B, A).
2: Singular Value Decomposition on B:

U,diag(d),V «+ SVD(B). > Eqn. 4.
3: Get an equivalent pair of the low-rank component:
B’ «+ U diag(d); A’ + VT A. > Eqn. 5.

4: while o, not converged do
5: Oq < (JQmax+UQmin)/2.
6:  Calculate the standard deviation matrix €2 for A’
Qij = Uq/di. > Eqn. 7.
7:  Evaluate the performance:
p+ (DB, A, Q).
8: if |[p — po| < € then

9: Ogmin < Oq-
10:  else

11: Ogmax < Tq-
12:  endif

13: end while
output {B’, A’ Q}: Bayesianized Low-Rank Adapter.

B Broader Impact and Limitations

Broader Impact. This research advances methods for making large language models more trustwor-
thy and reliable through improved uncertainty estimation. While we focus on language models, the
fundamental principles of our framework can enhance uncertainty quantification across the broader
machine learning field. This wider applicability creates opportunities for improving model reliability
and safety across diverse applications. To the best of our knowledge, there are no ethical or other
concerns that need to be addressed.
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Limitations. TFB is subject to several limitations. First, our approach relies on the availability of
an anchor dataset for determining search range and stopping criteria. Although this dataset doesn’t
require supervision or prior use in LoRA training, its quality and representativeness could impact the
effectiveness of uncertainty estimation. Second, by constraining the family of full-weight posteriors
to low-rank isotropic Gaussian distributions, TFB may not capture more complex uncertainty patterns
that could be present in the data. At first blush, this seems to imply a trade-off between computational
efficiency and model expressiveness. However, in practice, the trade-off may not be necessary as
TFB can often enjoy both computational efficiency and model expressiveness, getting the best of both
worlds. Given TFB’s proven effectiveness and inherent simplicity, we recommend implementing TFB
as the initial approach when developing reliable LLMs with existing LoRA adapters. If TFB fails to
meet specific requirements, practitioners can then consider alternative expensive Bayesian methods.
Finally, while we have demonstrated the effectiveness of TFB in various settings, its performance in
more complex generation tasks requires further investigation. Future work could explore extending
the framework to handle more sophisticated language generation scenarios and broader applications.

C Related Work

Bayesian Low-Rank Adaptation. The Bayesian framework provides a powerful approach for
capturing and estimating uncertainty by defining prior distributions and approximating posterior
distributions over the parameter space [40, 21, 14, 56, 18]. However, modeling parameter distri-
butions across the entire parameter space during fine-tuning introduces significant computational
overhead [13, 69]. To address this challenge, recent research has explored combining Bayesian
methods with Parameter-Efficient Fine-Tuning (PEFT) techniques to improve the efficiency of uncer-
tainty estimation. Several notable approaches have emerged in this direction. Wang et al. [61] and
Balabanov & Linander [4] demonstrate improved performance by training multiple LoRA modules
and ensemble their predictions during inference. Taking a different approach, Yang et al. [67] ap-
plies a Kronecker-factorized Laplace approximation to fine-tuned LoRA parameters. More recently,
BLoB [62] advances the field by simultaneously estimating both the mean and covariance of LLM
parameters within a single fine-tuning stage, leading to substantial performance improvements. Our
proposed training-free Bayesianization represents a significant departure from these existing methods.
Unlike approaches that require re-training [14, 61, 4, 62] or rely on continued training and gradient
estimation [67], our method achieves uncertainty estimation without any additional training steps,
substantially improving the simplicity and efficiency for Bayesian learning of LLMs.

D Proof of Theorems

Theorem 4.1 (Equivalent Variational Distribution of the Full Weight W in TFB). With the pre-
trained weight matrix Wy € R™*™ the low-rank weight update matrix { B’ € R™*" A’ € R"™*"}
transformed from the given matrices { B, A} following Eqn. 4 and 5, suppose that the variational
distribution of A" is Gaussian q(A’|0) = [],; N'(A;| Mi;, QF;), where M = [M;; = Aj;] € R™*™
is its mean and S = [Q;;] € R™*"™ is the standard deviation calculated as in Eqn. 7. The equivalent
variational distribution q(vec(W')|o,) defined on the full weight matrix W is

q(vec(W)log) = N (vec(W)|pq, Zy),
where  p, = vec(Wy + B'M),

Eq—U(?IyL®|:IT 0 :|

(14)

Proof. We have the following lemma from BLoB that calculates the covariance matrix of a given
low-rank Bayesianization scheme { B, A, Q} [62].

Lemma D.1. With the pre-trained weight matrix Wy € R"™*™ and the low-rank weight update matrix
B € R™*", suppose that the variational distribution of the other low-rank update matrix A € R"™*"
is Gaussian with q(A|6 = {M,Q}) = [[;; N(Ai;|Mi;, Q3;), where M = [M;;] € R™" and

Q = [Q;] € R™*™ are its mean and standard deviation, respectively. The equivalent variational
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distribution defined on the full weight matrix W is given by
q(vec(W)|B, 0) = N (vec(W)|pq, Zq),
where  pg = vec(Wy + BM), (15)
3, = [I, ® B][diag(vec(2)?)|[I, @ B].

Based on the assumption outlined in Eqn. 4, 5, and 7, we have the following properties about B’, M,
and Q of TFB:

B’ =U diag(d), (16)
where U'U = I,,UU " = {I’” 0 } . (18)

It now can be easily shown that the covariance matrix of TFB is:

3, = [I, ® B'|[diag(vec(Q)?)][I, ® B'"] (19)
— I, @ B'|[I,,  diag(1/d)?|[I,, ® B'T] (20)
= I, ® [B' diag(o,/d)*B'"] 1)
= I, ® [U diag(d) diag(o,/d)* diag(d) 'U "] (22)
I,
e [T, ] (3)
which proves that g(vec(W)) is a low-rank isotropic Gaussian distribution. O

Proposition D.1.1. The function proj(-) defined in Eqn. 3 projects the full-dimensional isotropic
Gaussian to the low-rank subspace of LoRA. It can be formulated as

proj(o'g-[mn) = P(U(?I'rrm): (24)

where P =1, {IT 0 ] ) (25)

Proof. By Theorem 4.1, we have

S Tt 26)
m—r

Hence it is trivial to have P = I,, ® [Ir 0 } ) O

Theorem 4.2 (TFB as Generalized Variational Inference). Suppose the evaluation metric lp(oy)
defined following Assumption 4.1 is locally convex within the range of o, € [0,¢€p). Suppose the
approximate distribution of W given o is defined following Theorem 4.1. Suppose we have the
prior distribution P(vec(W')) = N (vec(W)|pp, ), where p,, = pg = vec(Wy + B’ M), and
X, = of)I with o, > €. Then for VA > 0, J¢, s.t. the following two optimization problems
(i) Generalized Variational Inference [7, 22, 30]

min  Ip(og) + AKL[g(W/|oy) || P(W)], 27)

Iq
and (ii) Training-Free Bayesianization (TFB)

max og

s.t. Ip(og) <F, (28)

are equivalent, i.e., the two optimization problems have the same optimal solution, where \ is the
regularization coefficient of the KL-divergence.
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Proof. First we prove the KL divergence term is convex w.r.t. o,. For two Gaussian distributions ¢
and p whose covariance matrices 3, € Ra*d and DI R%*4 are both full-rank, with their means as
By € R? and ny € R?, we have their KL-divergence as

KLlgllp] =  [log 22 — d -+ 6r(3, 20) + (g — 1) 55 g — )] . (29)

For TFB, to avoid unbounded KL divergence, we project the original assumed Gaussian prior P into
the same low-rank sub-space of the posterior g. We summarize the prior and variational distribution
of the posterior as follows:

q(vec(W)|og) = N (vec(W)qu = vec(Wo + B'M), % = 031, @ [IT 0 D ’
e (30)
P(vec(W)|o,) =N (VeC(W)I[,Lp =vec(Wp + B'M), %, = 0.1, ® {Ir o ]) )

Substituting Eqn. 30 back into Eqn. 29, we have
0_2
KLlq(vee(W)[o,) | P(vec(Wo,))] = % [log(02) =1+ {~log(o?) + 3|, (D

which is convex w.r.t. o, and the global minimum of KL is achieved when o, = o,,.

With 0, < ¢g, the convexity of two terms (KL and lp) holds. Hence we show by the
Karush—Kuhn—Tucker theorem [32, 29, 37] that, for any given A there exists € such that the following
two optimization problems are equivalent:

1. Minimization of generalized variational inference in the Lagrange-form optimization

min KLlg(vec(W)|a,) | P(vec(W)lay)] + in(e,): (32)

2. The constrained-form optimization corresponding to Eqn. 32

min - KL[g(vec(W)|oy) || P(vec(W)|op)]

st Ip(og) <€ 33)

Since the KL term is monotonically decreasing when o, € [0, 0,,), and due to the fact that o, > €,
the optimization in Eqn. 33 is equivalent to our final Training-Free Bayesianization (TFB):

max og

st Ip(og) <& 34)

O

E Implementation Details
E.1 Datasets

We provide details of the datasets used in this work, as shown in Table 7. The combined dataset
consisting of the six commonsense reasoning tasks contains the label set of “[A, B, C, D, E, True,
False]”.

Table 7: Dataset Statistics. The size of the Anchor Set D is used in Table 1, 3 and 14.

WG-S ARC-C ARC-E WG-M OBQA BoolQ Combined
Size of Label Space 2 5 5 2 4 2 7
Size of Training Set 640 1,119 2,251 2,258 4,957 9,427 20,652
Size of Anchor Set D 500 (78%) 500 (45%) 500 (22%) 500 (22%) 500 (10%) 500 (5%) 500 (2%)
Size of Test Set 1,267 299 570 1,267 500 3,270 7,173

19



E.2 Evaluation Metrics

Negative Log-Likelihood (NLL) and Expected Calibration Error (ECE [45]) are key metrics for
uncertainty estimation. For a model Py and test dataset {x,,, y"}gzl, NLL penalizes models that
assign low probabilities to correct labels, and is defined as:

N
NLL = £ " —log Ps(yn)- (35)

n=1

ECE measures the alignment between model confidence and accuracy by binning predictions:

M
ECE = Z @ lacc(By,) — conf(By,)| , (36)
m=1
where acc(By,) = YIBul) icp, 1(Ui =y:) is the average accuracy and conf(B,,) =

1/ | B > ien,, P(Ui) is the average confidence in bin B,,. We use bin size |B,,| = 15 throughout
this paper.

E.3 Searched o, of TFB
We report the searched o using Algorithm 1 in Table 8, where the reported values are the mean

values of three random seeds.
Table 8: Searched o of TFB using Algorithm 1.

Base Model WG-S ARC-C ARC-E WG-M OBQA BoolQ
MLE 0.004500 0.003917 0.004500 0.004354 0.003771 0.004063
MAP 0.004500 0.003479 0.003188 0.004208 0.003917 0.005083

BLoB-Mean 0.005813 0.005229 0.005229 0.006250 0.006250 0.005958

E.4 Bayesianization (Training)

Shared Configuration. We report the mean and standard deviation of all experimental results
calculated over three random seeds. For all training processes in our experiments, we employ the
AdamW optimizer. The learning rate follows a linear decay schedule with a warmup ratio of 0.06
and a maximum value of 2e — 4. The batch size is set to 4, and the maximum sentence length is
limited to 300 tokens. The LoRA configuration includes LoORA v = 16 and LoRA r = 8. PiSSA [41]
follows the exact same configuration as the LoRA’s. For VeRA [35], due to its characteristic of shared
weights across different layers which enables higher-rank setting with the same memory efficiency,
we set its rank to r = 256 and learning rate to 5e — 3 for the MLE training on the combined dataset.

Baseline Configuration. The baseline configuration mainly follows BLoB [62]. MLE follows
the standard LoRA implementation. For MAP, we implement it with a weight decay rate of le — 5.
MCD consists of an ensemble of 10 LoRAs with a dropout rate of p = 0.1. For ENS, we fine-tune 3
LoRAs independently and combine them by averaging their logits during evaluation. We implement
LAP and apply it to the MAP checkpoints. For BBB and BLoB, we use the default settings from
Bayesian-Torch library [36], applying Bayesianization only to the A matrix. During training, the
number of samples is set to X' = 1 for both BBB and BLoB. At test time, we use N = 10 samples,
matching the configuration of TFB.

TFB Configuration. We randomly sample unlabeled training data points to construct the anchor
dataset D = {@x;, Ui }ic[ar] Where ¥j; is the pseudo-label generated by the given LoRA adapter before
Bayesianization; the anchor dataset size M = 500 is fixed for all the datasets. We use NLL as the
metric / and set the performance change tolerance € to 0.3% of relative performance change for all
the datasets. To determine the optimal o, we perform a 5-step binary search with the initial range of
[0.001,0.015] using Algorithm 1. Similar to the other baseline methods, the final results of TFB are
reported as averages across three random seeds using 0.
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Figure 2: Uncertainty estimation of TFB on a toy regression task. The true cubic function y = z3

(GREEN) and noisy training samples ( ) are shown alongside predictions from a deterministic
MLP baseline (RED) and our TFB (BLUE). The blue shaded region represents +1 standard deviation
from TFB predictions with o, = 1.0. TFB effectively captures predictive uncertainty, showing low
variance in data-dense regions (z € [0, 2]) and increasing uncertainty for inputs outside the training
distribution (z ¢ [—4, 4]), with uncertainty proportional to distance from the training domain.

F Additional Experimental Results

We present additional experimental results in this section. Due to space constraints (and large table
size), we defer several detailed tables to the end of this section rather than presenting them alongside
the corresponding analyses.

F.1 TFB as a General Bayesian Neural Network: A Visual Study

We demonstrate that TFB functions as a general Bayesian Neural Network (beyond its application to
the LoRA adapters of LLMs) by evaluating its uncertainty estimation capabilities on a toy regression
dataset, as illustrated in Fig. 2. We follow the regression task framework [21, 57] with the following
specifications:

* Input Features: {x; ~ U[—4, 4]};c[20) uniformly sampled from the interval [—4, 4].
¢ True Function: y = 23 (plotted in GREEN).

* Noisy Labels: y; = x? + 9 - ¢; where ¢; ~ N(0, 1), representing the true function with
added Gaussian noise. These data points appear as Crosses.
* MLE Baseline: A two-layer MLP with 16 hidden neurons fit to the sampled dataset,

providing a deterministic baseline without uncertainty quantification. The MLE predictions
are shown in RED.

* MLE Training Configuration: Adam optimizer [3 1] with learning rate 0.1, trained for
1000 steps until convergence.

* TFB Implementation: We Bayesianize the MLE baseline using TFB with full-rank noise,
defining the variational distribution as ¢(W|Wy, o) = [[,; N (W;;|Wo,ij,07). For in-
ference, we draw N = 10 samples from the variational weight distribution and plot the
average prediction as a BLUE curve. The shaded region represents 1 standard deviation
of the sampled predictions. We evaluate multiple settings of o, € [0.1,0.3,0.6,1.0, 1.5]
and report the average squared predictive difference between TFB and MLE in the figure.
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Figure 3: Performance of test-time scaling for TFB with varying numbers of samples N. The
shaded region denotes the standard deviation across three random seeds. While larger N generally
yields better performance, our choice of N = 10 provides a favorable trade-off between accuracy
and efficiency at test time.

As Fig. 2 demonstrates, with an appropriately calibrated standard deviation of the approximate
posterior (0, = 1.0 in this case), TFB effectively captures predictive uncertainty: in regions with
dense data sampling (z € [0, 2]), TFB produces low predictive uncertainty; conversely, for inputs
outside the training domain (x ¢ [—4, 4]), the predictive uncertainty increases proportionally with
distance from the training distribution.

F.2 Test-Time Sample Size Analysis

Increasing the number of samples generally yields more accurate estimates of the expected output,
thereby improving model performance in terms of ECE and NLL. We ran additional experiments
and report TFB’s performance for sample sizes ranging from N = 0 (reduced to BLoB-Mean)
to N = 160 on the WG-S dataset [50] in Fig. 3. Each experiment is repeated three times with
different random seeds on Llama3.1-8B.

As shown Fig. 3, increasing the number of samples at test time generally improves the alignment
between the Monte Carlo estimates and the expectations in theory, leading to better uncertainty
estimation. Our choice of N = 10 samples in the paper balances performance and test-time efficiency:
it achieves significant improvement in ECE and NLL while introducing acceptable computational
overhead. The performance gap between this setting and extremely large N is also mild.

F.3 Anchor Dataset Size Analysis

We present the performance of BLoB-Mean + TFB on the ARC-Easy dataset with varying
anchor dataset sizes ranging from 100 to 2000 in Figure 4. Initially, we hypothesized a negative
correlation between the performance variance and the anchor dataset size. However, as shown in the
figure, across experiments with three different random seeds, neither the performance variance nor
the average performance exhibits a significant correlation with the anchor dataset size. This suggests
that TFB is robust to the size of the anchor dataset.
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Figure 4: Performance of BLoB-Mean + TFB with different size of anchor dataset on the ARC-
Easy dataset. The shaded area represents the standard deviation of results across three random seeds,
indicating that TFB is not sensitive to the size of the anchor dataset.
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F.4 TFB Beyond Training Data as Anchor Dataset

In this section, we designate a portion of the unlabeled testing dataset as the anchor dataset, simulating
a scenario where partial user input is accessible. The anchor dataset size remains fixed at 500 across
all datasets. As illustrated in Table 10, the performance variation across different data sources for
the anchor dataset is minimal, indicating that the choice of data source for the anchor dataset has
negligible impact.

F.5 TFB Beyond the NLL Metric

We report the additional results of TFB when using Accuracy (ACC) as the evaluation metrics
[ in Table 9. In our implementation, we adopt the change ratio of classification results as an
accuracy-based evaluation metric (Iacc) for the unsupervised anchor dataset. Comparing the two
evaluation metrics (Iacc vs InLp) in Table 9, we observe comparable performance across all datasets.
In some cases, accuracy-based evaluation (Iscc) even yields slightly better results. For instance,
BLoB-Mean+TFB achieves lower ECE on several datasets when using [acc. However, we adopt NLL
as the primary evaluation metric in Table 1 since it better aligns with our theoretical framework in
Theorem 4.2.

F.6 TFB Beyond the Low-Rank Isotropic Gaussians

In Sec. 5.4, we compare TFB with two alternative Gaussian distribution families that are controlled
by a single parameter o,:

* Full-Rank Isotropic Gaussian (FR): given o, the FR’s variational distribution of the weight
matrix g(vec(W)) = N (vec(W)|pq, X,) where p, = Wy + BA (same as TFB) and
¥y = 0Ty is full-rank.

* Constant Standard Deviation Matrix (C-STD): given o, the C-STD’s variational distribution
of the weight matrix ¢(vec(W)) = N (vec(W)|pq, X;) where pn, = Wy + B A (same as
TFB) and ¥, = 021, ® [BB'].

C-STD’s covariance matrix 3, is derived through Lemma D.1:

2, = [I, @ B][diag(vec(2)*)][I,, © B] (37)
= [In ® B][UgIrn][In & BT} (38)
=0.[I,®B|I,® B'] (39)
=02I,® [BB']. (40)

This depends on B and thus varies for equivalent LORA parameterizations B, A of the same AW

We report the additional results comparing TFB with other approximate families Gaussians
(FR and C-STD as discussed in Sec. 5.4) when using Accuracy as the evaluation metrics [
in Table 11. When the evaluation metric is set to Accuracy, the advantage of TFB becomes more
significant compared to the results shown in Table 3. TFB with low-rank isotropic Gaussian as the
variational distribution demonstrates superior calibration performance compared to both FR and
C-STD variants while maintaining competitive accuracy. For ECE, TFB achieves better results across
most datasets, with notable improvements on in-distribution tasks: 8.78% on WG-S (vs. 12.06%
for FR and 11.61% for C-STD) and 1.28% on BoolQ (vs. 3.26% for FR and 2.65% for C-STD).
Similarly for NLL, TFB consistently outperforms or matches the baseline variants, particularly on
WG-S (0.55 vs. 0.63 for FR and 0.61 for C-STD) while preserving comparable accuracy scores.
These results suggest that TFB’s approach to variance modeling is more effective than both full-rank
isotropic and constant standard deviation alternatives.

F.7 TFB Beyond the Llama3.1-8B Backbone

We report the detailed performance of TFB applied to various LL.M backbones in Table 12.
While the baseline MLE is typically trained for 2 epochs (shown with each backbone name), we
also report results with reduced training (1 epoch) for comparison. Although training with fewer
steps (early stopping) can effectively reduce model overconfidence, it typically leads to performance
degradation.
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The results demonstrate that TFB consistently improves model calibration across different backbones
while maintaining competitive accuracy. Specifically, for Llama2-7B, TFB reduces the ECE from
4.50% to 1.24% on the combined dataset while preserving the accuracy (81.32% vs 81.41%). Sim-
ilar improvements are observed with Llama3-8B, Llama3.1-8B, and Mistral-7B-v0.3, where TFB
achieves better calibration than both the full training and early stopping baselines without sacrificing
performance, suggesting its effectiveness as a general approach for enhancing LLM calibration.

F.8 TFB Beyond the Naive LoRA

We report the detailed performance of TFB applied to various LoRA variants in Table 13. The
baseline models are trained for 2 epochs using pre-trained Llama3.1-8B on the concatenated dataset
of six commonsense reasoning tasks. Specifically, we consider the two LoRA variants:

* VeRA [35]: Uses shared low-rank matrices B and A across layers, with layer-specific
trainable scalar vector d and bias vector b. Concretely, the parameterization of VeRA’s
updated weight matrix W is modeled as:

W =W, + AW = W, + [diag(b)| B[diag(d)] A. (41)

Hence after the fine-tuning of VeRA, we can easily regroup the weight matrices into { B’ =
[diag(b)]B[diag(d)], A’ = A}, and apply the TFB Bayesianization scheme illustrated in
Algorithm 1.

» PiSSA [41]: Employs an alternative initialization scheme while maintaining LoRA’s param-
eterization and training procedure. Hence the TFB process for PiSSA is trivial.

The results in Table 13 show that TFB consistently improves calibration across different LoRA variants
while preserving model performance. Notably, when applied to the standard LoRA, TFB significantly
reduces the ECE from 4.74% to 1.05% on the combined dataset with minimal impact on accuracy
(86.45% vs 86.70%). Similar improvements are observed with VeRA and PiSSA variants, where
TFB achieves better calibration (reducing ECE to 1.44% and 1.17% respectively) while maintaining
comparable accuracy levels. These results demonstrate that TFB can effectively enhance model
calibration across different LORA architectures without compromising their performance.

F.9 Improving the Inference-Time Efficiency of TFB

We report the detailed performance of last-layer TFB (LL TFB) in Table 14. As indicated in the
table, with only N = 10 samples, last-layer Bayesianization provides a less effective uncertainty
estimation compared to full-model Bayesianization. However, increasing the number of samples
to N = 100 significantly enhances the posterior estimation, allowing last-layer Bayesianization to
achieve better accuracy. This improvement further allows it to outperform the full-model Bayesian-
ization in terms of NLL across most datasets.

F.10 Additional Results on Llama2-7B

We report the detailed performance of TFB applied to the Llama2-7B pre-trained weights in
Table 15. The performance change tolerance e is set adaptively to either 1% or 0.5%, depending
on the checkpoint’s overfitting characteristics. To determine the optimal o7, we conduct parallel
experiments with eight values of o, € [0.01, 0.015, 0.02, 0.025, 0.03, 0.035, 0.04, 0.05] using a single
random seed. We construct an approximate function &, (p) through piecewise linear interpolation of
the observed performance and estimate o ~ 7,(po — €). Similar to other baseline methods, the final
results of TFB are reported as averages across three random seeds using o .

In-Distribution (IND) Results. We observed several key patterns from the IND Datasets results.
For example, the MLE baseline shows relatively strong accuracy but suffers from high ECE values
(e.g., 29.83% on WG-S), indicating significant overconfidence. This aligns with the common
challenge of LLM overconfidence during conventional fine-tuning.

TFB applied to BLoB-Mean demonstrates strong overall performance across the IND datasets,
achieving the highest accuracy on several datasets (69.94% on WG-S, 70.72% on ARC-C, and 86.74%
on ARC-E). More importantly, it achieves this while maintaining lower ECE values compared to
methods like MCD and ENS, suggesting better calibrated predictions. The method also shows strong
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NLL performance, with values consistently among the lowest across datasets (0.62 for WG-S, 0.86
for ARC-C).

In summary, TFB consistently enhances the performance of baseline methods (MLE, MAP, and
BLoB-Mean) across different evaluation scenarios, with notable improvements in both accuracy and
calibration metrics. The improvements are particularly evident in the significant ECE reductions
(e.g., from 29.83% to 16.26% for MLE on WG-S) while maintaining or improving accuracy, with the
most substantial gains observed when TFB is combined with BLoB-Mean, achieving both the highest
accuracy and lowest ECE values across most datasets.

Out-of-Distribution (OOD) Results. The OOD evaluation reveals interesting patterns across both
smaller and larger distribution shifts. For smaller shifts (ARC-C and ARC-E), BLoB-Mean with TFB
maintains strong performance, achieving 70.38% and 80.16% accuracy respectively, while keeping
ECE values low (12.28% and 8.07%). This suggests robust generalization under moderate distribution
shifts.

For larger shifts (Chem and Phy datasets), we see a more significant performance degradation
across all methods, as expected. However, BLoB-Mean with TFB still maintains competitive per-
formance, achieving 42.67% accuracy on Chem and 30.67% on Phy, while maintaining reasonable
calibration metrics. The method’s NLL values (1.35 and 1.46 respectively) remain competitive with
other approaches, indicating relatively well-calibrated uncertainty estimates even under substantial
distribution shifts.

Notable is the consistently strong performance of the BLoB variants (both w/ and w/o TFB) across
different metrics and datasets, suggesting that this approach offers a robust framework for both
in-distribution and out-of-distribution scenarios. The results demonstrate that the method successfully
balances the trade-off between accuracy and calibration, particularly evident in the out-of-distribution
scenarios where maintaining both aspects becomes more challenging.
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Table 9: Performance of different methods applied to LoRA on Llama3.1-8B pre-trained
weights, where Accuracy (ACC) and Expected Calibration Error (ECE) are reported in percentages.
“TF?” denotes whether a method is Training-Free. The evaluation is done across six common-sense
reasoning tasks with a shared hyper-parameter setting after fine-tuning of 5 epochs . We sample
N = 10 during inference in all sampling-based methods including BLoB [62] and TFB. Rows with
shading indicate training-free Bayesianization methods that use a pre-trained LoRA as their mean.
For TFB, we randomly sample a subset of the training data without labels as the anchor dataset
D. For accuracy-based evaluation (Iacc), we set the performance drop tolerance to ¢ = 1%. For
NLL loss (InLL), We use the same settings as in Table 1. “1” and “|” indicate that higher and lower
values are preferred, respectively. Boldface and underlining denote the best and the second-best
performance, respectively.

. Out-of-Distribution Datasets (OBQA—X)
. 0 In-Distribution Datasets - .
Metric Method TF? Small Shift Large Shift
WG-S ARC-C  ARC-E  WG-M OBQA BoolQ ARC-C  ARC-E Chem Phy

MCD X 78.03+061 81.64+1.79 91.37+038 83.18+084 87.20+1.02 89.93+0.16 81.42+1.38 87.27+084 47.92:+225 46.53+0.49
ENS X 78.82+052 82.55+042 91.84+036 83.99+0.74 87.37+067 90.50+0.14 79.62+0.57 86.56+0.60 49.65+3.22 44.44+1.96
LAP BP 76.05+092 79.95+042 90.73+0.08 82.83+085 87.90+020 89.36+052 81.08+1.20 87.21+120 48.26+3.93 46.18+1.30
MLE 77.87+0.54 81.08+048 91.67+036 82.30+0.53 87.90+087 89.58+026 81.48+241 86.83+087 45.83+085 42.36+1.77

+TFB (Iacc) ¢ 76.40+0.13 82.00+033 91.39+034 82.37+059 88.07+0.52 89.66+0.19 10.66+1.03 6.44+1.14 23.59+1.74 26.90+4.47
+TFB (Inp) ¢ 77.44+030 82.53+1.00 91.33+037 82.53+056 88.53+0.57 89.75+025 79.76+1.24 85.52+056 44.33+4.03 37.00+2.16
ACC (1) MAP - 76.90+097 81.08+248 91.61+0.44 82.59+028 85.73+0.19 90.09+028 79.98+0.87 86.58+0.79 43.40+4.98 38.54+3.40
+TFB (Iacc) ¢ 76.00+134 82.53+180 91.39+009 82.19+089 86.13+034 89.84+0.15 79.73+1.86 86.18+1.04 42.67+330 36.00+3.56
+TFB (Int) ¢ 76.43+072 82.80+142 91.39+037 82.64+0.58 86.00+0.16 89.96+0.18 80.61+124 86.30+089 45.33+287 35.67+4.11
BLoB X 76.45+037 82.32+115 91.14+054 82.01+056 87.57+021 89.65+0.15 79.75+043 87.13+000 42.71+371 44.79+6.64
BLoB-Mean X 77.72+0.12 82.60+060 91.64+055 83.92:+048 88.00+080 89.86+0.05 82.06+1.15 88.54+031 39.93+520 39.93+4.02
+TFB (Iacc) v 75.28+033 82.80+033 91.64+0.15 81.84+074 88.00+0.16 89.60+035 82.93+1.91 86.97+062 36.00+566 36.00+5.72
+TFB (Inp) ¢ 77.81+036 83.33+0.19 91.76+048 83.81+0.39 87.80+0.16 90.11+028 82.93+1.54 87.64+051 39.67+7.32 37.33+6.65
MCD X 16.13+054 13.69+1.11 6.73x071 13.05+099 9.76x071  7.95+017 13.63+118 9.27+060 30.91+357 33.08+1.40
ENS X 14724017 13.45+119 6.59+045 11.17+092 8.17+086 7.35+055 11.37+182 7.21+1.13 18.92+6.03 26.80+3.23
LAP BP 4.18+011 9.26+308 5.27+051 3.50+078 8.93+034 1.93+022 7.83+149 7.80+199 14.49+057 13.17+214
MLE 17.02+046 16.35+068 7.00+0.53 13.83+0.65 9.77+081 8.69+021 14.45+219 10.78+050 32.46+2.60 38.41+4.44

+TFB (lacc) v 8.77+064 9.97+029 4.32+042 6.10+046 5.96+076 5.96+023 10.66+1.03 6.44+1.14 23.59+174 26.90+4.47
+TFB (Inp) ¢ 12.98+037 11.63+068 5.14+0.14 10.01+070 7.20+047 7.39+026 6.54+053 5.69+164 14.63+146 19.68+3.27
ECE () MAP - 18.71+074 15.77+160 6.62+064 14.26+092 12.19+055 8.40+025 16.46+044 11.36+058 34.79+376 38.50+2.18
+TFB (Iacc) ¢ 11.84+098 8.61+253 5.19+043 7.51+192 8724075 5.55+064 12.19+163 8.08+124 27.76+344 31.91+3.68
+TFB (Inp) ¢ 14.95+065 11274253 5.76+063 10.97+1.19 9.70+069 6.86+031 13.25+095 9.22+091 27.21+262 35.91+4.12
BLoB X 993022 541+117 2.70+087 4.28+064 2.91+092 2.584025 5.61+040 2.48+043 16.67+087 12.78+4.18
BLoB-Mean X 1543+015 12414152 491x028 9.37+133 6.44+015 6.26+029 11.22+038 6.34+071 26.65+3.06 25.40+540
+TFB (lacc) v 3.04+0.12 6.76+147 4.81+118 7.42+124 5.26+071 3.22+036 6.55+1.04 5.54+133 17.00+4.71 16.65+433
+TFB (Inp) ¢ 8.16+048 6.48+036 2.44+050 3.83+043 2.67+018 3.10+059 6.69+1.63 3.61+087 18.45+675 20.53+6.27
MCD X 0.83x001 0.99+010 0.45x006 0.64+003 0.62+008 0.49x001 1.03x002 0.61x003 191018 2.02+0.15
ENS X 0.75+002 0.80+0.1 0.38+003 0.55+002 0.45+005 0.42+005 0.72+007 0.44+003 1.40+018 1.50+0.13
LAP BP 0.56+000 1.18+002 1.04x001 0.51+000 0.94x000 0.43+000 1.17+001 1.11+000 1.27+001 1.28-0.00
MLE 0.88+004 1.20+011 0.46+004 0.68+001 0.61+006 0.52+001 1.07x006 0.72+006 1.91x0.16 2.25+021

+TFB (lacc) v 0.58+002 0.73+002 0.29+002 0.46+001 0.41+003 0.36+000 0.79+004 0.49+005 1.52+009 1.82+0.09

+TFB (Inp) ¢ 0.68+003  0.85+002 0.33+003 0.53+001 0.46+004 0.42+000 0.66+002 0.44+001 1.39+0.11 1.49+005

NLL () MAP - 0.99x007 1.12+023 0.46+003 0.74+007 0.79+002 0.52+001 1.19+004 0.83+006 1.97+013 2.32+0.10
+TFB (Iacc) ¢ 0.65+002 0.65+008 0.35+003 0.48+004 0.54+004 0.35+002 0.88+003 0.60+005 1.58+0.12 1.95+0.13

+TFB (Ino) ¢ 0.77+005 0.80+0.15 0.38+003 0.57+005 0.61+003 0.40+001 0.96+008 0.66+006 1.69+0.16 2.12+0.08

BLoB X 0.58x000 0.51+003 0.23+001 0.431+001 0.34+001 0.26+001 0.56+002 0.35+002 1.341004 1.35+0.10
BLoB-Mean X 0.74x002 0.73+004 0292003 0.47+003 0.37+002 0.32x002 0.67+007 0.39+003 1.53x013 1.54+0.15

+TFB (lacc) v/ 0.52+001 0.52+003 0.24:001 0.45+001 0.35+001 0.28+000 0.55+002 0.37+001 1.38+010 1.41+0.09

+TFB (Ine) ¢ 0.55+001  0.53+004 0.23+002  0.40+0.01  0.33+002 0.27+001 0.52+005 0.35+002 1.36+0.13 1.46+0.11
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Table 10: Performance of different methods applied to LoRA on Llama3.1-8B pre-trained
weights, where Accuracy (ACC) and Expected Calibration Error (ECE) are reported in percentages.
(Drrain) and (Dyesr) denote the anchor dataset is randomly sampled from the training dataset and the
testing dataset, respectively. “TF?”’ denotes whether a method is Training-Free. The evaluation
is done across six common-sense reasoning tasks with a shared hyper-parameter setting after fine-
tuning of 5 epochs . We sample N = 10 during inference in all sampling-based methods including
BLoB [62] and TFB. Rows with shading indicate training-free Bayesianization methods that use a
pre-trained LoRA as their mean. “1” and “}” indicate that higher and lower values are preferred,
respectively. Boldface and underlining denote the best and the second-best performance, respectively.

Out-of-Distribution Datasets (OBQA—X)
In-Distribution Datasets

Metric Method TF? Small Shift Large Shift
WG-S ARC-C  ARC-E  WG-M OBQA BoolQ ARC-C  ARC-E Chem Phy

MCD X 78.03+061 81.64+179 91.37+038 83.18+0.84 87.20+1.02 89.93+0.16 81.42+1.38 87.27+0.84 47.92+225 46.53+0.49
ENS X 78.82x052 82.55+042 91.84+036 83.99+074 87.37+0.67 90.50+0.14 79.62+057 86.56+0.60 49.65+322 44.44+1.96
LAP BP 76.05+092 79.95+042 90.73+0.08 82.83+085 87.90+020 89.36+052 81.08+120 87.21+120 48.26+3.93 46.18+130
MLE - 77.87+054 81.08+0.48 91.67+036 82.30+0.53 87.90+087 89.58+026 81.48+241 86.83+087 45.83+085 42.36+1.77
+ TFB (Dyain) ¢ 77.444030 82.53+1.00 91.334+037 82.53+056 88.53+0.57 89.75+025 79.76+124 85.52+056 44.33+4.03 37.00+2.16
+TFB (D) ¢ 77.07+048 82.27+068 91.33+045 82.51+086 88.20+0.16 89.60+0.12 81.82+1.48 86.67+073 47.33+1.70 40.33+2.62
ACC (1) MAP - 76.90+097 81.08+248 91.61+044 82.59+028 85.73+019 90.09+028 79.98+087 86.58+079 43.40+498 38.54+3.40
+ TFB (Dyain) ¢ 76.43+072 82.80+1.42 91.394037 82.64+058 86.00+0.16 89.96+0.18 80.61+1.24 86.30+0.89 45.33+287 35.67+4.11
+TFB (Diey) ¢ 76.21+088 82.40+1.70 91.64+074 82.29+0385 86.07+0.19 89.99+0.13 80.85+1.12 86.30+089 44.67+1.70 36.00+4.32
BLoB X 76451037 82.32+115 91.14+054 82.01+056 87.57+021 89.65+0.15 79.75+043 87.13x000 42.71+371 44.79+6.64
BLoB-Mean X 77.72+012 82.60+060 91.64+055 83.92+048 88.00+0.80 89.86+0.05 82.06+1.15 88.54+0.31 39.93+520 39.93+4.02
+ TFB (Dyain) ¢ 77.81+036 83.33+0.19 91.764048 83.81+039 87.80+0.16 90.11+0.28 82.93+1.54 87.64+051 39.67+7.32 37.33+6.65
+ TFB (Diest) v 77.65+0.65 83.20+1.18 91.94+009 83.41+062 87.73+038 89.71+0.06 82.93+1.47 87.15+034 37.67+450 37.00+6.48
MCD X 16.13x054 13.69+111 6.73x071 13.05+099 9.76x071 7.95+017 13.63x1.18 9.27+060 30.91+357 33.08+1.40
ENS X 14721017 13.45+119 6.59+045 11.17+092 8.17+086 7.35+055 11.37+182 7.21+1.13 18.92+603 26.80+3.23
LAP BP 4.18x0a1 9.26x308 5.27+051 3.50+078 8.93x034 1.93+022 7.83+149 7.80+1.99 14.49+057 13.17+2.14
MLE - 17.02+046 16.35+068 7.00+053 13.83+065 9.77+081 8.69+021 14.45+2.19 10.78+050 32.46+2.60 38.41+4.44
+ TFB (Drain) ¢ 12.98+037 11.63+068 5.14+0.14 10.01+070 7.204047 7.394026 6.544053 5.69+164 14.63+146 19.68+3.27
+TFB (D) ¢ 11.22+1.15 13.85+066 5.62+086 9.20+141 7.40+060 6.05+044 13.41+072 8.98+051 29.72+301 36.22+350
ECE (|) MAP - 18.71x074 15.77+160 6.62+064 14.26+092 12.19+055 8.40+025 16.46+044 11.36+058 34.79+376 38.50+2.18
+ TFB (Dyain) ¢ 14.95+065 11.274253 5.76+063 10.97+1.19 9.70+069 6.86+031 13.25+095 9.22+091 27.21+262 35.91+4.12
+ TFB (Diest) ¢ 13.08+155 12.8542.09 5.03+044 9.28+1.13 9.86+094 6.44+037 11.07+154 8.02+100 24.51+376 33.25+5.63
BLoB X 9.93+022 5.41+117 2.70+087 4.28+064 2.91:+092 2.58+025 5.61+040 2.48+043 16.67+087 12.78+4.18
BLoB-Mean X 15431015 12.41+152 4914028 9.37+133 6.442015 6.26+029 11.22+038 6.34:+071 26.65+306 25.40+540
+ TFB (Dyain) ¢ 8.16+048 6.48+036 2.44+050 3.83+043 2.67+018 3.10+059 6.69+163 3.61+087 18.45+675 20.53+627
+TFB (Diet) ¢ 7.77+077 6924227 2.98+067 2.94+027 3.69+057 1.48+035 4.91+121 3.56+047 17.15+328 16.81+533
MCD X 083001 0.99+010 0.45+006 0.64+003 0.62+008 0.49+001 1.03+002 0.61+003 1.91+018 2.02+0.15
ENS X 0.75+002 0.80+0.11 0384003 0.55+002 0.45+005 0.42+005 0.72+007 0.44+003 1.40+018 1.50+0.13
LAP BP 0.56+000 1.18+002 1.04+001 0.51+000 0.94+000 0.43+000 1.17+001 1.11+000 1.27+001 1.28=0.00
MLE - 0.88+004 1.20x011 0.46:+004 0.68+001 0.61x006 0.52+001 1.07+006 0.72+006 1.91x016 2.25+021
+ TFB (Dyain) ¢ 0.68+003  0.85+002 0.33+003 0.53+001 0.46+004 0.42+000 0.66+002 0.44+001 1.39+011 1.49+005
+TFB (Dyest) ¢ 0.63x004 1.00+006 0.36+005 0.51+002 0.46+005 0.36+001 0.83+006 0.51+006 1.59+015 1.94+022
NLL () MAP - 0.99+007 1.12+023 0.46+003 0.74x007 0.79+002 0.52+001 1.19+004 0.83+006 1.97+013 2.32x0.10
+ TFB (Dyain) ¢ 0.77+005 0.80+0.15 0.38+003 0.57+005 0.61+003 0.40+001 0.96+008 0.66+006 1.69+0.16 2.1240.08
+TFB (D) ¢ 0.72+008 0.92+020 0.34+003 0.51+003 0.61+004 0.37+002 0.98+003 0.66+008 1.70+0.18 2.12+0.15
BLoB X 058+000 0.51+003 0.23+001 0.43+001 0.34+001 0.26+001 0.56+002 0.35+002 1.34+004 1.35+0.10
BLoB-Mean X 074002 0.73+004 0294003 0.47+003 0.37+002 0.32+002 0.67+007 0.39+003 1.53+013 1.54+0.15
+ TFB (Dygain) ¢ 0.55+001  0.53+004 0.23+0.02 0.40+0.01 0.33+0.02 0.27+001 0.52+005 0.35+002 1.36+0.13 1.46+0.11
+TFB (Diest) v 0.54+001 0.54+004 0.24+001 0.41+001 0.34+001 0.27+001 0.54+003 0.36+002 1.38+010 1.43+0.10

Table 11: Performance of TFB with accuracy-based evaluation metric ((=ACC) using different
posterior families applied to the mean of BLoB, based on Llama3.1-8B pre-trained weights.
FR: Full-rank isotropic Gaussian noises are applied to AW ; C-STD: Standard deviation matrix
Q = [Q;; = 0,] is constant. The evaluation protocol strictly follows Table 1. “1” and “}” indicate
that higher and lower values are preferred, respectively. Boldface and underlining denote the best
and the second-best performance, respectively (only for TFB variants).

Out-of-Distribution Datasets (OBQA—X)

In-Distribution Datasets

Metric Method Small Shift Large Shift
WG-S ARC-C ARC-E WG-M OBQA BoolQ ARC-C ARC-E Chem Phy
BLoB-Mean 77.7240.12 82.60+060 91.64+055 83.92+048 88.00+080 89.86+0.05 82.06+1.15 88.54+031 39.93+520 39.93+4.02
ACC (1) + TFB (FR) 76.32+045 82.13+038 91.82+0.65 83.33+085 88.40+0.16 90.03+0.18 82.27+1.05 88.24+037 43.33+579 41.33+330

+ TFB (C-STD) 78.40+036 82.75+0.16 92.38+0.08 83.44+046 88.37+050 90.21+0.04 82.38+089 87.98+030 40.00+468 41.67+4.12
+ TFB (Final)  75.284033 82.80+033 91.64+0.15 81.84+074 88.00+0.16 89.60+035 82.93+191 86.97+062 36.00+566 36.00+572

BLoB-Mean 15.43+015 12.41+152 4.91+028 9.37+133  6.44+015 6.26+029 11.22+038 6.34+071 26.65+3.06 25.40+5.40
+ TFB (FR) 11.49+035 5.74+124 321043 6.43+070 4.22+014 4.90+049 8.85+174 4184072 17.63+429 22.31+567

ECEW) | [FB(C.STD) 14074022 9.85:148 4175075 8.944050 5484050 572£028 9.29:045 6.134041 24784351 24.51e265
+ TFB (Final) 3.04+012  6.76+147 4.81+118  7.42+124 5261071 3224036 6.55+1.04 5.54+133 17.00+471 16.65+433

BLoB-Mean 0.74+002  0.73+004 0.29+003 0.47+003 0.37+002 0.32+002 0.67+007 0.39+003  1.53+013  1.54+0.5

NLL () + TFB (FR) 0.61+000 0.49+002 0.23+0.03 0.43+002 0.32+001 0.29+002 0.61+004 0.35+002 1.36+011 1.51+0.10

+ TFB (C-STD) 0.69+001  0.59+005 0.25+001 0.46+002 0.34+001 0.31+001 0.68+005 0.37+002 1.49+013 1.45+0.13
+ TFB (Final) 0.52+0.01  0.52+003 0.24+001 0.45+001 0.35+001 0.28+0.00 0.55+002 0.37+001 1.38+0.10 1.41+0.09
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Table 12: TFB Performances with various LLM backbones [54

,55,12

, 26], where Accuracy (ACC)

and Expected Calibration Error (ECE) are reported in percentages. The MLE training for each
different backbone is conducted for 2 epochs on the concatenated dataset of six commonsense
reasoning tasks, with a shared hyperparameter setting; ‘“Fewer Epochs” represents training for 1
epoch. We use N = 10 samples for TFB during inference and rows with shading indicate training-
free Bayesianization methods that use a pre-trained LoRA as their mean. “1”” and “|” indicate that
higher and lower values are preferred, respectively. Boldface and underlining denote the best and the
second-best performance, respectively.

Datasets
Metric Method -

WG-S ARC-C ARC-E WG-M OBQA BoolQ Combined
Llama2-7B 72.30+090 73.24+134 87.66+081 72.30+090 83.27+153 87.84+057 81.41+0.64

+ Fewer Epochs  63.85+3.68 69.234033 86.734097 63.85+368 79.67+155 86.08+023 76.88+1.11

+ TFB (Ours) 72.03+088 74.36+158 87.31+1.14 72.85+096 83.73+070 87.44+034 81.324051
Llama3-8B 81.45+0.00 84.95+153 92.63+093 81.45+0.00 88.20+053 90.19+013 86.93+0.09
+ Fewer Epochs  79.08+1.18  82.72+039 92.22+083 79.08+118 86.07+090 79.94+1497 82.01+5.76
ACC (1) + TFB (Ours) 81.194051 84.73+1.68 92.98+080 8l.11+055 87.73+0.64 89.75+0.10 86.61+0.20
Llama3.1-8B 81.24+0.05 82.72+0.19 92.11+1.05 81.24+0.05 87.80+203 90.20+0.11  86.70+0.08

+ Fewer Epochs  78.11+0.12 83.95+1.00 91.17+1.17 78.11+0.12 85.33+090 89.38+035 84.96+0.22

+ TFB (Ours) 80.66+0.70 82.50+084 91.93+105 81.22+083 87.73+120 89.96+023 86.45+033
Mistral-7B-v0.3 82.45+082 84.28+153 90.94+027 82.45+082 87.73+031 89.71+048 86.88+0.51

+ Fewer Epochs  79.72+0.00 83.95+033 91.58+0.63 79.72+000 87.53+031 89.20+020 85.7140.11

+ TFB (Ours) 81.744043 84.06+168 90.99+073 81.74+075 87.93+042 89.714+032 86.64+0.28

Llama2-7B 9.17+074  9.37+127  2.65+016  9.17+074  5.54+066  1.59+049  4.50+037

+ Fewer Epochs  4.83+117  5.67+092 4.46+023  4.83+117  4.41+083  6.90+173  2.00+034

+ TFB (Ours) 5444080 6.06+154 3.83+074  5.50+155  3.87+115 2.514035 1.24+0.22

Llama3-8B 8.49+0.14  6.76+177  2.57+084  8.49+014  3.844037  1.88+118  4.28+0.54

+ Fewer Epochs  4.45+032  4.99+200 2.83+058  4.45+032  3.14+013  2.71+025 1.79+1.16

ECE (}) + TFB (Ours) 3.47+074  5.58+058 4.34+159  4.07+028  3.79+090 3.49+142 1.64+0.64
Llama3.1-8B 8.58+056  8.58+029  2.92+092  8.58+056  3.85+118  2.32+027  4.74+028

+ Fewer Epochs  4.76+091  4.23+095  3.11+076  4.76+091  3.99+093  3.02:+0.59 1.45+038

+ TFB (Ours) 445+036 4.34+129 2.97+026 4.56+068 3.55+055  3.16+045 1.05-+0.06
Mistral-7B-v0.3 8.02+168 6.98+1.18  4.12+0.13 8.02+1.68  5.99+048 3.17+0.55 5.05+0.88

+ Fewer Epochs  5.72+201  4.74+131  2.52+079  5.724201  3.50+075 1.70+047  2.4741.09

+ TFB (Ours) 447+200 4.72+08 2.62+020 4.01+108 4.10+026  0.97+018  1.68+0.53

Llama2-7B 0.58+001  0.694003  0.35+000  0.58+001  0.48+003  0.30+000  0.43+0.00

+ Fewer Epochs  0.64+003  0.78+001  0.39+001  0.64+003  0.56+002  0.36+0.01 0.50+0.01

+ TFB (Ours) 0.56+0.01  0.68+0.02 0.35+0.02  0.57+0.01  0.46+003 0.31+000  0.43+0.00

Llama3-8B 0.48+001  0.47+003  0.22+001  0.48+001  0.35+001  0.25+000  0.34+0.00

+ Fewer Epochs  0.46+0.01  0.48+001  0.22+0.02  0.46+001  0.37+002  0.41+020  0.40+0.08

NLL ({) + TFB (Ours) 0.44+0.01  0.45+002  0.23+0.00 0.44-+0.01 0.35+0.01 0.27+0.01 0.34-+0.00
Llama3.1-8B 0.48+001  0.53+001  0.244003  0.48+0.01 0.33+003  0.25+000  0.3540.00

+ Fewer Epochs  0.48+0.00  0.45+000  0.23+0.01  0.48+000  0.37+001  0.27+000  0.36+0.00

+ TFB (Ours) 0.44+0.01 0464000  0.23+0.02  0.44+001  0.33+0.02 0.2740.00 0.34+0.00
Mistral-7B-v0.3 0.46+004 0474002  0.28+001  0.46+004  0.36+003  0.26+0.01 0.35+0.02

+ Fewer Epochs  0.47+002  0.46+001  0.25+0.01  0.47+002  0.35+001  0.26+000  0.35+0.01

+ TFB (Ours) 0.42+002 0.43+002 0.261001  0.42+002  0.33+t001  0.26-0.01 0.33-+0.01
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Table 13: Performance of TFB when applied to variants of LoRAs [23, 68, 35, 41], where
Accuracy (ACC) and Expected Calibration Error (ECE) are reported in percentages. The MLE
training for each LoRA variant is conducted with pre-trained Llama3.1-8B model for 2 epochs on
the concatenated dataset of six commonsense reasoning tasks, with a shared hyperparameter setting.
We set the number of samples to N = 10 for TFB during inference and rows with shading indicate
training-free Bayesianization methods that use a pre-trained LoRA as their mean. “}” and “}” indicate
that higher and lower values are preferred, respectively. Boldface denotes the best performance.

Datasets
Metric Method -

WG-S ARC-C ARC-E WG-M OBQA BoolQ  Combined
LoRA 81.24+0.05 82.72+0.19 92.11+1.05 81.24+0.05 87.80+203 90.20+0.11 86.70+0.08

+ TFB (Ours) 80.66+0.70 82.50+084 91.93+105 81.22+083 87.73+£129 89.96+023 86.45+033
ACC (1) VeRA 78.24+1.03 82.39+255 90.47+117 78.24+1.03 86.13+023 89.27+027 84.93+0.50
+ TFB (Ours) 76.82+097 81.27+234 90.35+091 77.03+1.04 86.07+064 88.99+032 84.28+0.48

PiSSA 81.45+145 83.95+177 92.22+054 81.45+145 88.40+0.69 90.09+0.11 86.83+0.51

+ TFB (Ours) 80.77+142 82.94+121 92.40+066 81.32+078 88.13+042 90.01+023 86.61+043

LoRA 8.58+056  8.58+029  2.92+092  8.58+056  3.85+1.18  2.32+027  4.74+028

+ TFB (Ours) 4.45+036 4.34+129 2974026 4.56+068 3.55+055 3.16+045  1.05+0.06

ECE () VeRA 9.54+047  7.26+262  3.72+086  9.54+047 5414078 2284040  S5.11+055
+ TFB (Ours) 5.03+092 5.92+153 2.80+057 5.09+t087 3.31+084 1.78+040 1.44+0.44

PiSSA 7.364+040  8.12+128  2.83+109  7.36+040 3.73+107  2.59+030 4.26+0.14

+ TFB (Ours) 4.59+063 4.97+063 2.71+065 4.37+032 2.96+016 1.41+064 1.17+0.22

LoRA 0.48+001  0.53+001  0.244003  0.48+001  0.33+0.03  0.25+000  0.35+0.00

+ TFB (Ours) 0.44+001  0.46+0.00 0.23+002 0.44+001 0.33+0.02 0.27+000  0.34+0.00

NLL () VeRA 0.54+001  0.53+005  0.29+003  0.54x001  0.41+003  0.27+001  0.39+001
+ TFB (Ours) 0.51+0.01  0.51+002  0.27+002  0.50+0.01  0.39+002 0.284+001  0.38+0.01

PiSSA 0.47+001 0494002  0.23+0.02 0.47+001  0.32+0.03  0.26+000  0.35+0.00

+ TFB (Ours) 0.44+001  0.46+002 0.23+0.01  0.44+0.01  0.32+0.02  0.26+000  0.33+0.00
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Table 14: Performance of Last-Layer TFB (LL TFB) applied to LoRA on Llama3.1-8B pre-trained
weights, where Accuracy (ACC) and Expected Calibration Error (ECE) are reported in percentages.
The evaluation is done across six common-sense reasoning tasks with a shared hyper-parameter
setting after 5 epochs. We sample N times during inference in the sampling-based methods. Rows
with shading indicate training-free Bayesianization methods that use a pre-trained LoRA as their
mean. “1” and “|” indicate that higher and lower values are preferred, respectively. Boldface and
underlining denote the best and the second-best performance, respectively.

Datasets
Metric Method #Sample (N)
WG-S ARC-C ARC-E WG-M OBQA BoolQ

MLE - 77.87+054 81.08+048 91.67+036 82.30+0.53 87.90+087 89.58+0.26
+ TFB 10 77.44+030 82.53+100 91.33+037 82.53+056 88.53+0.57 89.75+0.25
+LL TFB 10 76.96+046 82.00+040 90.97+034 82.67+049 87.80+1.07 89.62+0.12

+ LL TFB 100 77.39+032 82.13+082 91.33+037 82.61+055 87.80+091 89.66+0.28
MAP - 76.90+097 81.08+248 91.61+044 82.594028 85.73+0.19 90.09+0.28
+ TFB (Ours) 10 76.43+072 82.80+142 91.39+037 82.64+058 86.00+0.16 89.96+0.18
ACC (1) + LL TFB 10 76.35+089 83.07+197 91.15+052 82.27+053 85.27+0.19 90.09+0.20
+LL TFB 100 76.724+077 83.07+2.12 91.15+060 82.534+033 85.60+0.16 90.02+0.14
BLoB 10 76.45+037 82.32+1.15 91.14+054 82.01+056 87.57+021 89.65+0.15
BLoB-Mean - 77.724+0.12  82.60+060 91.64+055 83.92+048 88.00+080 89.86+0.05
+ TFB (Ours) 10 77.81+036 83.33+0.19 91.76+048 83.814+039 87.80+0.16 90.11+0.28

+ LL TFB 10 77.57+1.02 82.80+033 91.45+054 83.23+057 88.33+009 89.85+0.13

+ LL TFB 100 77.60+062 83.33+0.82 91.39+060 83.63+062 87.60+043 90.03+0.03
MLE - 17.024+046 16.35+068 7.00+053 13.83+065 9.77+081  8.69+021
+ TFB (Ours) 10 12.98+037 11.63+068 5.14+014 10.01+070 7.20+047  7.39+0.26

+ LL TFB 10 14.42+041 13.86+045 6.92+062 10.32+090 8.56+096  7.52+0.12

+ LL TFB 100 13.454030 13.17+062 6.84+067 10.76+088 8.68+060  7.46+0.10
MAP - 18. 714074 15.77+160 6.62+064 14.26+092 12.19+055 8.40+025
+ TFB (Ours) 10 14.95+065 11.27+253 5.76+063 10.97+1.19 9.70+069  6.86+0.31
ECE (}) + LL TFB 10 16.03+064 12.72+133 6.54+068 12.06+1.09 11.36+034 7.51+0.23
+LL TFB 100 15.564097 12.8442.17 6.38+066 11.80+1.14 11.22+038  7.30+0.41
BLoB 10 9.93+022 S5.41+117  2.70+087 4.28+064 2914092  2.58+0.25
BLoB-Mean - 15.43+015 1241+152 4914028 9.37+133 6.44+015  6.26+029
+ TFB (Ours) 10 8.16+048 6.48+036 2.44+050 3.83+043  2.67+0a8  3.10+0.59
+LL TFB 10 9.68+070  7.20+091  3.01+066  3.94+078  3.334+093  2.9640.30

+ LL TFB 100 8.88+032  6.47+155 2.84+050 3.40+082 3.70+027  2.51+046
MLE - 0.88+004  1.20+0.11  0.46+004 0.68+001  0.61+006  0.52+0.01
+ TFB (Ours) 10 0.68+003  0.85+002  0.33+003  0.53+001  0.46+004  0.42+0.00

+ LL TFB 10 0.70+002  0.96+0.12  0.41+006 0.53+002 0.50+006  0.42+0.01
+LL TFB 100 0.66+002  0.84+008 0.39+007 0.53+002 0.49+005  0.40+0.00
MAP - 0.99+007 1.12+023  0.46+003 0.74+007  0.794+002  0.52+0.01
+ TFB (Ours) 10 0.77+005  0.80+0.15 0.38+003 0.57+005 0.61+003  0.40+0.01
NLL ({) + LL TFB 10 0.80+007 0.88+0.19 0.43+002 0.60+005 0.65+001  0.43+0.02
+ LL TFB 100 0.77+006  0.86+0.18 0.41+002 0.57+004 0.63+002  0.40+0.03
BLoB 10 0.58+000  0.51+003 0.23+001 0.43+001  0.34+001  0.26+0.01
BLoB-Mean - 0.74+002  0.73+004  0.29+003 0.47+003 037002  0.32+0.02
+ TFB 10 0.55+001  0.53+004 0.23+002 0.40+001  0.33+002  0.27+0.01

+ LL TFB 10 0.56+002  0.60+005 0.26+002 0.41+001 0.33+001  0.27+0.01
+LL TFB 100 0.53+001  0.54+004 0.24+001 0.39+001 0.31+001  0.26+0.01
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Table 15: Performance of different methods applied to LoRA on Llama2-7B pre-trained weights,
where Accuracy (ACC) and Expected Calibration Error (ECE) are reported in percentages. “TF?”
denotes whether a method is Training-Free. The evaluation is done across six common-sense
reasoning tasks with a shared hyper-parameter setting after 5,000 gradient steps. We sample N = 10
during inference in all sampling-based methods including BLoB [62] and TFB. Rows with shading
indicate training-free Bayesianization methods that use a pre-trained LoRA as their mean. For TFB,
the anchor dataset D is set to a randomly sampled subset of the original training set, the performance
evaluation metric [ is set to accuracy, and the performance drop tolerance is set adaptively to 1% or
0.5% based on whether the given mean overfits. “1” and “]” indicate that higher and lower values are
preferred, respectively. Boldface and underlining denote the best and the second-best performance,
respectively.

o Out-of-Distribution Datasets (OBQA—X)
Metric Meth TF? In-Distribution Datasets - -
etric Method ? Small Shift Large Shift
WG-S ARC-C  ARC-E WG-M OBQA BoolQ ARC-C  ARC-E Chem Phy

MCD X 69.46+062 68.69+130 86.21+046 76.45+0.04 81.72+0.10 87.29+0.13 69.03+070 76.00+1.58 42.71+001 29.17+4.54
ENS X 69.57+066 66.20+201 84.40+081 75.32+021 81.38+091 87.09+0.11 67.34+070 75.18+203 43.75+1.04 30.56+2.62
BBB X 56.54+787 68.13+127 85.86+074 73.63+244 82.06+059 87.21+022 67.25+1.18 75.83+075 42.36+049 30.21+225
LAP BP 69.20+150 66.78+0.69 80.05+022 75.55+036 82.12+067 86.95+0.09 69.14+1.15 74.94+096 44.10+1.30 31.60+049
ACC () MLE - 68.99+058 69.10+2.84 85.65+092 74.53+0.66 81.52:+025 86.53+028 66.20+087 75.12:+085 40.62+225 28.82+130
+TFB (Ours) v/ 69.83+1.02 68.13+1.03 86.21+090 75.95+034 82.80+035 87.66+035 69.93+2.11 78.87+1.06 34.67+3.51 31.00+2.00
MAP - 68.62+071 67.59+040 86.55+0.55 75.61+071 81.38+0.65 86.50+£0.41 69.59+033 75.47+073 44.79+0.00 28.47+1.20
+TFB (Ours) ¢ 69.17+1.08 67.68+1.73 85.86+037 75.87+040 83.07+061 87.74+023 69.37+254 78.76+087 34.33+551 31.00+1.00
BLoB X 68.80+053 67.59+043 86.37+034 73.26+136 81.99+148 86.58+0.18 67.71+1.13 76.37+080 44.79+1.47 31.60+2.73
BLoB-Mean X 7215+017 69.56+091 86.31+037 75.47+136 82.53+074 86.69+008 69.93+120 76.88+041 41.67+225 31.94+1.77
+TFB (Ours) v/ 69.94+168 70.72+225 86.74+097 73.13+238 83.13+0.76 86.36+026 70.38+1.03 80.16+0.71 42.67+1.15 30.67+1.53
MCD X 27.98+044 27.53+080 12.20+056 19.55+047 13.10+0.11 3.46+0.16 19.54+033 15.32+116 17.9+063 29.53+4.20
ENS X 28.52+055 29.16+237 12.57+058 20.86:+043 15.34+027 9.61+024 7.59+143 6.44+083 12.04+457 17.52+1.28
BBB X 21.81+1295 26.23+1.47 12284058 15.76+471 11.38+1.07 3.74+0.10 19.90+0.66 13.41+085 15.67+123 26.10+4.76
LAP BP 4.15:112 16.25+261 33.29x057 7.40+027 8.70+177 1.30+033 5.84+064 8.51+106 10.76+3.41 13.91:+0.90
ECE (1) MLE - 29.83+058 29.00+197 13.12+139 20.62+074 12.55+046 3.18+009 22.20+039 16.47+086 21.72+030 29.60+1.29
+TFB (Ours) v 16264036 6.93+143 5.82+087 8.78+084 4.60+062 2.30+050 8.47+204 4.64+075 15.87+517 16.77+4.10
MAP - 29.76+087 29.42+068 12.07+055 23.07+0.14 13.26+082 3.16+023 19.31+146 15.68+051 17.55+195 30.25+2.18
+TFB (Ours) v/ 11.72+056 6.07+180 6.99+096 5.21+086 3.82+060 2.65+030 8.39+075 4.86+103 16.11+322 16.35+2.94
BLoB X 898+oss 10.81+129 4.541+090 3.98+104 3.64:+054 1.24+033 9.55+040 5.48+127 9.77+135 18.29+135
BLoB-Mean X 18.63+031 22.51+093 9.64+060 11.58+124 8.65+098 2.88+0.07 14.00+1.02 10.70+039 15.05+077 22.90+2.27
+TFB (Ours) v 6.33+104 5.77+032 3.03+043 4.07+165 5.94+046 5.37+044 12.28+124 8.07+1.01 12.36+1.73 22.02+030
MCD X 279+0s53  2.67x015 1.00+014 1.02+003 0.77+003 0.31+000 1.08+001 0.88+003 1.59+007 1.67+0.0s
ENS X 271+008 2.46+022 0.82+003 1.25+003 1.06+004 0.57+002 0.86+001 0.69+003 1.28+0.00 1.39+0.03
BBB X 1.40+o0s55 2.23x004 091006 0.84x015 0.66+005 0.31x000 1.06+001 0.79+002 1.49+005 1.62+0.06
LAP BP  0.60t000 1.03+004 0.88+000 0.57+001 0.52+001 0.31+000 0.81x000 0.70+002 1.35+003 1.36+0.01
MLE - 3.17x037  2.85x027 1.17x013 0.95+007 0.73x003 0.32+x000 1.16+000 0.92+003 1.56+006 1.66+0.05
NLL () +TFB (Ours) ¢ 0.86+006 0.98+002 0.48+004 0.59+001 0.54+002 0.30+000 0.87+003 0.70+005 1.46+003 1.434005
MAP - 2.46+034  2.66x0.11  0.90+005 1.62+029 0.75+001 0.33+000 1.10+007 0.93+004 1.55+006 1.65+0.03
+TFB (Ours) v 0.724003 0.96+003 0.50+004 0.55+001 0.53+002 0.30+0.00 0.87+002 0.71+005 1.46+002 1.424005
BLoB X 0.63+001 0.84:+000 0.41+002 0.54+001 0.49+001 0.31+000 0.83+001 0.60+0.01 1.38+001 1.46+0.02
BLoB-Mean X 0.79+001 1.27x002 0.57+003 0.60+003 0.56+000 0.32+001 0.89+002 0.67+002 1.44+000 1.53+0.02
+TFB (Ours) v/ 0.62+003 0.86+001 0.42+003 0.56+003 0.50+001 0.34+000 0.84+003 0.61+001 1.35+001 1.46+006
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NeurlIPS Paper Checklist

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: Every claim in the Abstract and Introduction is supported either empirically as
in Sec. 5 or theoretically as in Sec. 4.

Guidelines:

* The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: Limitations are addressed in Appendix B.
Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

 The authors are encouraged to create a separate "Limitations" section in their paper.

* The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

* If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [Yes]
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Justification: Yes, the assumptions are explicitly listed in Assumption 4.1, Sec. 4.

Guidelines:

The answer NA means that the paper does not include theoretical results.

All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

All assumptions should be clearly stated or referenced in the statement of any theorems.
The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: Details of implementations of this paper and the baseline models are disclosed
in Sec. 5 and Appendix E.

Guidelines:

The answer NA means that the paper does not include experiments.
If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.
If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.
Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-

sions to provide some reasonable avenue for reproducibility, which may depend on the

nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?
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Answer:

Justification: At this time, we do not provide code for our method. We will release the code
once accepted.

Guidelines:

* The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/pu
blic/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

 The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.
6. Experimental setting/details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: Our algorithm has only one parameter to optimized and is fully discussed in
our algorithmic description and experimental setup.

Guidelines:

* The answer NA means that the paper does not include experiments.

» The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

* The full details can be provided either with the code, in appendix, or as supplemental
material.
7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]

Justification: All of our experiments are repeated with 3 different random seeds, the mean
and the standard deviation of which are reported in our paper.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)
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10.

* The assumptions made should be given (e.g., Normally distributed errors).

* It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

* It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

* For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

Experiments compute resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: Our proposed method is training-free, with only forward passes of models
required, which does not rely on high-profile computational resources. We have detailed our
computational resource type in Appendix 5.3.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

. Code of ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]
Justification: N/A.
Guidelines:

e The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).
Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]
Justification: Discussed in Appendix B.
Guidelines:

* The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.
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» The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]
Justification: This paper poses no such risks.
Guidelines:

» The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]
Justification: No licensing issues involved.
Guidelines:

* The answer NA means that the paper does not use existing assets.

* The authors should cite the original paper that produced the code package or dataset.

 The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

 For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

 If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.
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16.

* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

New assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA]
Justification: For now there is no new assets added by this submission.
Guidelines:

* The answer NA means that the paper does not release new assets.

» Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.
Crowdsourcing and research with human subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
Justification: No crowdsourcing is involved.
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional review board (IRB) approvals or equivalent for research with human
subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification: No IRB is included.
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.

Declaration of LLM usage
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Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.

Answer: [NA]
Justification: No LLM usage for the core method is involved.
Guidelines:

* The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

¢ Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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