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Abstract
This paper presents a novel approach to the Incorrect Name Detec-
tion (IND) task as part of the KDD Cup 2024 Open Academic Graph
Challenge (OAG-Challenge).We propose Author NameDisambigua-
tion using Markov Chain Monte Carlo (AND-MCMC) algorithm to
identify incorrectly assigned papers within author profiles in the
WhoIsWho dataset [9]. Our method constructs graph structures
or "graphlets" for each author and employs an iterative refinement
process that prioritizes split actions over merge actions. The ap-
proach aims to effectively separate anomalous papers from those
correctly attributed to the predominant author. Leveraging the
dataset’s structure that includes correctly and incorrectly assigned
publications, the algorithm employed in this work processes one
author’s file at a time. We evaluate our method using a weighted
Area Under the Receiver Operating Characteristic Curve (AUC)
metric[2], which accounts for varying error distributions across
authors. This work contributes to academic graph mining by ad-
dressing the challenges associated with detecting incorrect paper
attributions in large-scale scholarly databases.

Keywords
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AND), Author Name Disambiguation, Graph Clustering, AND-
MCMCAlgorithm, AnomalyDetection,WhoIsWhoDataset,Weighted
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1 Introduction
The exponential growth of academic literature in recent years has
led to an increasing need for accurate and efficient methods of
organizing scholarly information[12]. One of the critical challenges
in this domain is the correct attribution of academic papers to
their respective authors, a task complicated by factors such as
name ambiguity, inconsistent name spellings, and errors in database
entries. The IND task, a crucial component of academic graph
mining [3, 9], aims to address this challenge by identifying and
rectifying instances where papers have been erroneously attributed
to authors.

In the context of the OAG-Challenge at the KDD Cup 20241, this
paper presents a novel approach to the IND task, leveraging the
WhoIsWho dataset provided by AMiner.cn2. Our work builds upon
the foundation laid by previous research in author name disam-
biguation and graph-based approaches to scholarly data analysis
[11].We propose the AND-MCMC algorithm, specifically tailored to
detect incorrectly assigned papers within individual author profiles.

Our approach innovates by introducing an iterative refinement
process that prioritizes the separation of anomalous papers from
those correctly attributed to the predominant author. This is achieved
through the construction and manipulation of graph structures, or
"graphlets," for each author profile. By favoring split actions over
merge actions in our algorithm, we aim to effectively isolate
incorrectly assigned papers, even in cases where they represent a
small fraction of an author’s overall publication record.

In the following sections, we provide a comprehensive overview
of our methodology, including the data preprocessing steps, the
AND-MCMC algorithm, and our evaluation framework. We then
present and discuss our results, achieving a weighted AUC score of
0.499933, which indicates a moderate ability to distinguish between
correct and incorrect paper assignments. Finally, we conclude with
insights into the strengths and limitations of our approach, as well
as potential avenues for future research in this critical area of aca-
demic graph mining.

This work contributes to the broader field of scholarly data anal-
ysis by addressing the specific challenge of incorrect paper attribu-
tion, a problem that has significant implications for the accuracy and
reliability of academic databases and bibliometric studies. Our find-
ings not only offer a novel solution to the Incorrect Name Detection

1https://www.biendata.xyz/kdd2024/
2https://www.aminer.cn/
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(IND) task but also provide valuable insights into the complexities
of author name disambiguation in large-scale academic datasets.

2 Background and Related Work
Author Name Disambiguation (AND) is a critical challenge in the
field of academic graph mining, particularly as the volume of schol-
arly literature continues to grow exponentially[7] [1]. The task
involves correctly attributing academic papers to their respective
authors, a process complicated by factors such as name ambiguity,
inconsistent name spellings, and errors in database entries. Accu-
rate author name disambiguation is crucial for ensuring the reliabil-
ity of bibliometric analyses, researcher evaluations, and literature
discovery systems[10].

The AND task has been approached through various methodolo-
gies, broadly categorized into supervised, unsupervised, and hybrid
approaches[4]. While supervised methods can achieve high accu-
racy, they often face challenges related to scalability and the need
for substantial manually labeled data[6]. Unsupervised methods,
on the other hand, offer better scalability but may sacrifice some
accuracy compared to supervised approaches[8].

In recent years, graph-based approaches have gained significant
traction in the field of AND. These methods leverage the complex
relationships between authors, publications, and other metadata to
improve disambiguation accuracy[1]. The use of co-authorship net-
works, in particular, has shown promise in distinguishing between
authors with similar names but different collaboration patterns. The
incorporation of advanced natural language processing techniques
has also been explored in the context of AND. Word embeddings
and topic modeling approaches have been employed to capture
semantic similarities between paper titles and abstracts, providing
valuable information for disambiguation purposes[5]. The use of
these techniques allows for a more nuanced understanding of an
author’s research interests and how they evolve over time.

The concept of publication patterns over time has been identi-
fied as a valuable feature for disambiguation, especially in cases
where authors have similar research interests but different career
trajectories[6]. By modeling how an author’s publications are dis-
tributed across topics and years, it becomes possible to distinguish
between authors who may appear similar based on other metrics.

Despite these advancements, the AND problem remains chal-
lenging due to the dynamic nature of academic publishing, the
increasing interdisciplinarity of research, and the global diversity
of author names[8][1]. There is a continued need for methods that
can effectively integrate multiple sources of information, handle
large-scale datasets, and adapt to the evolving landscape of schol-
arly communication.

The AND-MCMC method proposed in this work aims to address
these challenges by combining multiple features within a Markov
Chain Monte Carlo framework. By leveraging domain similarity,
co-authorship networks, publication patterns, and affiliation infor-
mation, the method seeks to provide a comprehensive approach to
author name disambiguation that can handle the complexities of
modern academic databases.

3 Methodology
The data used for the IND task is collected from AMiner.cn and pro-
vided in theWhoIsWho dataset. The proposed approach transforms
the dataset into a graph with nodes representing various features,
and iteratively merges or splits these groups of nodes until clusters
of homogeneous papers are generated. The entire approach used is
shown in Figure 1.

        Iterative  
Merge  /  Split

Raw Data Atomic files Graph Construction Homogeneous Clusters

Figure 1: Architecture of the proposed approach.

For this task, we propose the AND-MCMC algorithm to detect
the incorrectly assigned papers within each author’s file. The key
steps of the approach are as follows:

• Data Loading and Transformation: The process begins
by loading the author’s data from the provided dataset
(e.g., train_author.json), which includes the author’s ID,
name, and paper IDs (both correctly and incorrectly as-
signed). This data is then transformed into an atomic name
file format, creating a structured representation that facili-
tates subsequent graph construction and manipulation.

• Graph Construction and Paper Sampling: A graph
structure, or “graphlet,” is created with all paper nodes
initially connected to a single atomic node representing
the author. From this graphlet, a paper node is randomly
selected for potential merge or split operations in the sub-
sequent step.

• Action Selection and Prioritization: The algorithm se-
lects an action to perform on the sampled paper node, either
a merge or split operation. In the first iteration, the split
action is favoured, as there are no other graphlets to merge
with. Furthermore, throughout the iterative process, the
split action is generally prioritised over the merge action
to facilitate the separation of incorrectly assigned papers.
an exaple of the split and merge actions can be seen in
Figure 2.
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P1 P2

B Li

P7 P8

D Xing

P3 P4

(a) Merging the "Bing Li" papers.

(b) Splitting the "Da Xing" papers.

B Li

P1 P2 P7 P8

P5

D Xing

P3 P4

D Xing

P5

Figure 2: Illustrations of merge and split actions.

• Action Execution and Iterative Refinement: The se-
lected merge or split action is applied to the sampled paper
node, either combining it with an existing graphlet or cre-
ating a new one. This process is repeated iteratively until
a stable graph topology is achieved, progressively refining
the graphlets and separating incorrectly assigned papers
from the predominant author’s works.

• Anomaly Identification:After convergence, the graphlets
with the highest number of paper nodes are considered
to represent the correct author’s papers. Conversely, the
remaining graphlets with fewer paper nodes are flagged as
anomalies or incorrectly assigned papers.

Acceptance Criterion
The algorithm evaluates proposed actions, such as merging or

splitting, by first calculating an acceptance criterion. If this criterion
exceeds a certain threshold, the proposed action is performed. The
acceptance criterion is based on four factors.

(1) Domain Similarity (𝛼):We assess the action by comparing
the domain similarity of paper titles in the current graph
state with the future state after the possible merge or split.
For merging, a target graphlet is first sampled along with a
merging graphlet. The decision to merge these graphlets is
made based on the ratio of the similarity between the paper
groups of the target graphlet and the merging graphlet to
the similarity of the subgroups of papers within the target
graphlet.
Let P(𝑥) be a function that returns all papers in a graphlet
𝑥 , Avg(𝑃) a function that returns the average of all embed-
dings of the paper set 𝑃 , and Sim(𝑒𝑚𝑏1, 𝑒𝑚𝑏2) a function
that returns the cosine similarity between the embedding
vectors 𝑒𝑚𝑏1 and 𝑒𝑚𝑏2. Let 𝑔 and ℎ represent the target
graphlet and the merging graphlet, respectively. Let 𝑔′ and
𝑔′′ be the interim splits of 𝑔 such that P(𝑔′) ∪ P(𝑔′′) =

P(𝑔). The ratio of domain similarity for the merge (𝛼𝑚𝑒𝑟𝑔𝑒 )
is given by:

𝛼𝑚𝑒𝑟𝑔𝑒 =
𝛼 (𝑡+1)

𝛼 (𝑡 ) =
Sim(Avg(P(𝑔)), Avg(P(ℎ)))
Sim(Avg(P(𝑔′)), Avg(P(𝑔′′))) (1)

The interim splits 𝑔′ and 𝑔′′ are obtained by applying k-
means clustering over the embeddings of all papers in 𝑔.
The intuition behind computing 𝛼𝑚𝑒𝑟𝑔𝑒 is that we want to
compare the similarity of the papers in graph state 𝑡 with
that in state 𝑡 + 1. Here, state 𝑡 represents the status quo or
the current state of the graph, and state 𝑡 + 1 represents the
future state in which the target and merging graphlets are
combined. Based on the ratio obtained, we decide whether
it is worth merging the graphlets or not.
Unlike merging, we only need a target graphlet for splitting.
Therefore, a target graphlet 𝑔 is selected first. Then, a paper
𝑝 is selected from all papers within 𝑔 such that 𝑝 is distant
from the rest of the papers in terms of the domain. Now
3 interim splits 𝑔′, 𝑔′′, and 𝑔′′′ are obtained by applying
k-means clustering to the papers of 𝑔 such that P(𝑔′) ∪
P(𝑔′′) ∪ P(𝑔′′′) = P(𝑔). Here 𝑔′′′ contains the paper 𝑝 .
The ratio of domain similarity for the split (𝛼𝑠𝑝𝑙𝑖𝑡 ) is given
by:

𝛼𝑠𝑝𝑙𝑖𝑡 =
𝛼 (𝑡+1)

𝛼 (𝑡 ) =
Sim(Avg(P(𝑔′)), Avg(P(𝑔′′)))

Sim(Avg(P(𝑔′) ∪ P(𝑔′′)), Avg(P(𝑔′′′))) (2)

(2) Co-authorship Overlap (𝛽): Authors who have already
published together are more likely to continue their collab-
oration and publish additional papers. Therefore, co-author
networks are well-suited for author identification. In this
work, the Jaccard index is used to measure the similarity
between two graphlets.

(3) Publication Pattern (𝛾 ): The publication pattern models
the domain of an author’s papers over time. This is achieved
by feeding the paper titles into a Gaussian Latent Dirich-
let Allocation (LDA) model to extract latent topics. Once
we have the topical distribution of papers, we determine
the topical distribution over the duration of the author’s
publication period. For this, all the papers in a graphlet
are collected, and the publication patterns are determined
per topic. We model the distribution of the 𝑖𝑡ℎ topic over
the years independently of the 𝑗𝑡ℎ topic, given there are 𝑛
latent topics with 𝑖 ≤ 𝑛, 𝑗 ≤ 𝑛, and 𝑖 ≠ 𝑗 . Determining the
distribution per topic allows easier comparison of two sets
of papers from independent graphlets.

(4) Affiliation Overlap (𝜅):While co-authorship overlap can
help determine if both sets of co-authors belong to the
same target author, there is still a possibility of ambiguity,
as different authors may share the same co-author names.
To address this, we also consider the affiliations of these
co-authors. By checking for overlap in affiliations, we can
better resolve co-author ambiguity.

The algorithm begins by sampling a target graphlet 𝑔. Then an
appropriate action for 𝑔 is selected. If the action is𝑚𝑒𝑟𝑔𝑒 , another
graphlet ℎ is selected that could be a potential candidate to be
merged with 𝑔. Also, two interim splits of 𝑔 are obtained, namely
𝑔′ and 𝑔′′. The interim splits are just imaginary splits of 𝑔 and have
nothing to do with the 𝑠𝑝𝑙𝑖𝑡 operation. The decision to merge 𝑔
with ℎ is based on the acceptance criterion𝐴𝑚𝑒𝑟𝑔𝑒 , which is defined
as follows:

3
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𝐴𝑚𝑒𝑟𝑔𝑒 = 𝛼𝑚𝑒𝑟𝑔𝑒 · 𝛽𝑚𝑒𝑟𝑔𝑒 · 𝛾𝑚𝑒𝑟𝑔𝑒 · 𝜅𝑚𝑒𝑟𝑔𝑒 (3)
Once 𝐴𝑚𝑒𝑟𝑔𝑒 is calculated a value 𝑢 is sampled from a uniform

distribution U(0, 1). The proposal to merge 𝑔 with ℎ is accepted if
𝐴𝑚𝑒𝑟𝑔𝑒 > 𝑢. When the action is 𝑠𝑝𝑙𝑖𝑡 , a paper 𝑝 is selected within
𝑔 that is farthest from the remaining papers with respect to the
domain. Also, three interim splits of 𝑔 are obtained, namely 𝑔′, 𝑔′′,
and 𝑔′′′. Here 𝑔′′′ contains the paper 𝑝 . The decision to separate
𝑔′′′ from 𝑔 is based on the acceptance criterion 𝐴𝑠𝑝𝑙𝑖𝑡 which is
calculated similar to 𝐴𝑚𝑒𝑟𝑔𝑒 .

By favouring the split action and iteratively refining the graph
structure, the proposed approach aims to separate the incorrectly
assigned papers from the predominant author’s papers within each
file. The graphlets with the highest number of papers are considered
to represent the correct author, while the remaining graphlets are
flagged as anomalies or incorrect assignments.

This approach leverages the structure of the WhoIsWho dataset,
where each author’s file contains both correctly assigned papers
(normal_data) and incorrectly assigned papers (outliers). By pro-
cessing one author’s file at a time and favouring the split action,
the algorithm can effectively identify the anomalous papers that
do not belong to the predominant author.

4 Evaluation Metrics
The performance of the proposed approach is evaluated using the
Area Under the Receiver Operating Characteristic (ROC) Curve
(AUC) metric

Here’s a condensed, academic-style version of the information:

4.1 Author-wise AUC Calculation
The proposed approach is applied to each author’s dataset, com-
prising both correctly and incorrectly assigned papers. Resultant
graphlets are size-ranked, with the largest presumed to represent
the author’s legitimate works. Using ground truth labels, true posi-
tive and false positive rates are computed across various graphlet
size thresholds. The ROC curve is then plotted, and the area under
this curve (AUC) is calculated, yielding the author-specific AUC
score.

4.2 Weighted AUC Calculation
To account for the varying importance of different authors in the
dataset, a weighted AUC score is calculated as follows:

Weight𝑖 =
# Errors of the Author𝑖

# Total Errors
(4)

The weighted AUC is then calculated as the sum of the AUC
scores for each author, multiplied by their respective weights.

Weighted AUC =

𝑀∑︁
𝑖=1

(AUC𝑖 ×weight𝑖 ) (5)

Where𝑀 is the total number of authors in the dataset.
The weighted AUC score accounts for each author’s contribu-

tion to the dataset’s total errors, emphasizing authors with higher
incorrectly assigned paper counts. The proposed approach achieved
a weighted AUC of 0.499933, indicating moderate success in dis-
tinguishing correct from incorrect assignments while highlighting

potential for improvement. This metric offers a comprehensive
evaluation across all authors, considering varied error distributions
and appropriately weighting authors with higher error rates in the
overall assessment.

5 Conclusion
This paper introduces the AND-MCMC algorithm, a novel approach
to the Incorrect Name Detection (IND) task within the KDD Cup
2024 Open Academic Graph Challenge. Our method addresses the
complexity of distinguishing correctly and incorrectly attributed
papers in large-scale scholarly databases, achieving a weighted
AUC score of 0.499933. While demonstrating potential, this result
also indicates opportunities for further refinement. Our research
contributes to creating reliable public benchmarks for academic
graph mining, a critical gap in the field. The methodology serves as
a foundation for future developments in author name disambigua-
tion systems and showcases the potential of graph-based methods
in scholarly data analysis. This work aims to stimulate further
research in academic graph mining, addressing the limitation of
suitable public benchmarks. While our approach shows promise,
there remains significant scope for improvement. We anticipate
this contribution will foster continued innovation in managing and
analyzing scholarly data at scale, benefiting the broader KDD Cup
2024 audience and the academic community.
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