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Figure 1. Spatial Cognition. From an egocentric video (top), we propose the task Out of Sight, Not Out of Mind, where the 3D locations
of all active objects are known when they are both in- and out-of-sight. We show a 24 mins video along with world-coordinate tracks of 3
active objects through the video – from a top-view down with camera motion (left top); identifying when they are in-sight (left bottom);
their trajectory from a side view at five different frames (right). Neon balls show the 3D locations of these objects over time along with
the camera (white prism), corresponding frame (inset) and object location change (coloured arrow). The chopping board is picked from
a lower cupboard (1:00) and is in-hand at 05:00. The knife is picked up from the drawer (after 05:00), while in use (10:00) until it is
discarded in the sink (before 15:00). The plate travels from the drainer to the table (15:00), then back to the counter (20:00).

Abstract
As humans move around, performing their daily tasks,

they are able to recall where they have positioned objects in
their environment, even if these objects are currently out
of their sight. In this paper, we aim to mimic this spa-
tial cognition ability. We thus formulate the task of Out of
Sight, Not Out of Mind – 3D tracking active objects using
observations captured through an egocentric camera. We
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introduce a simple but effective approach to address this
challenging problem, called Lift, Match, and Keep (LMK).
LMK lifts partial 2D observations to 3D world coordinates,
matches them over time using visual appearance, 3D loca-
tion and interactions to form object tracks, and keeps these
object tracks even when they go out-of-view of the cam-
era. We benchmark LMK on 100 long videos from EPIC-
KITCHENS. Our results demonstrate that spatial cognition
is critical for correctly locating objects over short and long
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time scales. E.g., for one long egocentric video, we esti-
mate the 3D location of 50 active objects. After 120 sec-
onds, 57% of the objects are correctly localised by LMK,
compared to just 33% by a recent 3D method for egocentric
videos and 17% by a general 2D tracking method.

1. Introduction
It is lunch time and the pan is on the hob. You bend to pick
the chopping board from a lower cupboard and put it on the
counter. You then retrieve a knife from the cutlery drawer.
You use the chopping board and knife to slide chopped food
into the pan before discarding both in the sink. You then
retrieve a clean plate from the drainer to serve the food. As
you move around the kitchen, you are aware of where these
objects are even if they are currently out of view.

This ability to “know what is where” is an integral part
of spatial cognition. It allows humans to build a mental
map of their environment, including “memories of objects,
once perceived as we moved about” [11]. Importantly, spa-
tial cognition dictates these objects exist independently of
human attention, and continue to exist in the cognitive map
when the observer has left the vicinity [4, 6, 28, 58]. Spatial
cognition is an innate ability, crucial to human survival, as
it is how humans “acquire and use knowledge about their
environment to determine where they are, how to obtain re-
sources, and how to find their way home” [50].

In this paper, we operate on egocentric videos and make
three prime [C]ontributions.
[C1] We introduce the task Out of Sight, Not Out of
Mind (OSNOM) – maintaining the knowledge of where all
objects are, as they are moved about and even when absent
from the egocentric video stream. Egocentric views allow
detailed observation of objects during interactions, e.g. the
camera can look into the fridge or oven, and see exactly
what was picked from the drainer. However, objects often
swiftly move out of the camera’s field of view. We focus
on these challenging set of active objects that are moved
by the camera wearer during the video sequence. Our task
is to position multiple dynamic objects in 3D throughout
the video, both in- and out-of-view. This is distinct from
existing tasks, such as episodic memory [16], which search
for the presence of an object within the video, i.e. within
the camera’s field of view. Instead, the OSNOM task evalu-
ates the locations of objects even when they are out of sight.
Figure 1 illustrates the OSNOM task.

To address the OSNOM challenge, [C2] we propose
a simple but effective approach that tracks objects in the
world coordinate frame. Specifically, we lift observations
to 3D – by reconstructing the scene mesh and projecting
2D detections given their depth from camera and surface
estimates. We then match these lifted observations using
appearance and location over time to form consistent object
tracks, and keep the knowledge of objects in mind when

they are out of sight. This lift, match and keep (LMK)
approach allows spatio-temporal understanding which hu-
mans take for granted, yet is out of reach of current meth-
ods — knowing when an object is within reach but is out-
of-view, or when in-view but occluded inside a cupboard.

[C3] We benchmark OSNOM on 100 long videos from
the EPIC-KITCHENS dataset [7] through past and future
3D location estimations over multiple timescales. We show-
case that objects are out of view for 85% of frames on av-
erage. Using our LMK approach, we can correctly position
64% of the objects successfully after 1 minute, 48% after
5 minutes, and 37% after 10 minutes, consistently outper-
forming recent approaches for ego [26, 61] and general [60]
tracking. Ablations demonstrate that maintaining 3D object
locations over time is critical for correctly locating moving
objects, and when they are occluded or out of view.

2. Related Works
Egocentric vision has traditionally focused on tasks within
the recorded video stream, i.e. within the camera’s field of
view. These include understanding actions, objects and in-
teractions over short, and more recently longer [7, 8, 16,
46], timescales. Even when addressing future prediction
(e.g. action anticipation [14]), memory (e.g. episodic mem-
ory [16]), object tracking [46], approaches scan the video
stream to find when an object is in-sight. The seminal work
Ego-Topo [29] builds a 2D affordance graph of the environ-
ment, relating actions to automatically discovered hotspots.
The motivation to capture the relative location of an object
to the camera wearer was explored in EgoEnv [30], by pre-
training on 3D simulated environments. It shows that such
environmentally-informed representations can improve per-
formance on down-stream tasks such as episodic memory.

A number of tasks have been recently proposed that re-
quire 3D understanding in egocentric vision, such as jointly
recognising and localising actions in a 3D map [24]. In Vi-
sual Query localisation in 3D (VQ3D) [16], given a query
image of an object, the aim is to localise only one 3D po-
sition – when the object was last seen unoccluded and in
view. Tracking is thus unnecessary (e.g. SOTA on VQ3D,
EgoLoc [26], is based on retrieval and notes most objects
are stationary). Recently, Zhao et al. [61] propose tracking
a single object in the world-coordinate frame from RGB-D
videos. They track objects in 2D, then lift these to 3D us-
ing the sensor’s depth. Another recent work [18] estimates
camera pose from Dust3r [51], to predict positions of static
objects like parts of the sofa. These are then tracked us-
ing rotational transforms to maintain 3D object consistency.
Our approach is complementary in that we do not track ob-
jects that remain static but instead focus on tracking objects
that the person has moved. Importantly, both approaches
only track objects when in view. Distinctly, the OSNOM
task locates objects both when in- and out-of-view, offering



a complete spatial cognition of dynamic objects.
3D egocentric datasets are now becoming available [8, 16,
17, 32, 37]. Examples include Ego4D [16], which provides
3D scans and sparse camera poses for 13% of the dataset,
Ego-Exo4D [17] which captures multiple first- and third-
person views, and the Aria Digital Twin [32], which con-
tains both camera poses and object segmentation masks for
its two environments. EPIC-Fields [48] provides a pipeline
to extract point clouds and dense camera poses from ego-
centric videos, and provides camera estimates for the EPIC-
KITCHENS dataset [7] across 45 kitchens. We use the
pipeline from EPIC-Fields [48] paired with dense active ob-
ject masks from VISOR [8].

Most related to 3D object tracking, [61] provides a small-
scaled dataset with instance-level annotations in both 2D
and 3D (4.5 hours, 250 objects in 10 environments). In-
stead, we use a more diverse dataset collected in an un-
scripted manner, with our annotations covering 25 hours,
more than 2K objects in 45 environments. Similarly
Ego3DT [18] is evaluated on very short videos (less than
1 minute long).
Object tracking through occlusion has been investigated
in 2D, where maintaining object permanence, through
heuristics [19] (e.g. constant velocity [3]) or learning [42,
47], can track assignment when occluded objects reappear.
However, these works do not track out of the field of view,
and evaluate on short-term sequences (e.g. TCOW [49] uses
sequences of maximum length of 464 frames).
Autonomous-driving typically maintains a map of the ve-
hicle’s surroundings [52] and tracks nearby vehicles, even
when out of sight. However, whilst maintaining object lo-
cations through occlusion [13, 38], tracks are deleted regu-
larly as the vehicle only has to know about its vicinity.
Human tracking has seen progress from 2D [1, 27, 60], to
3D [35], to 3D with motion models [15, 21, 36] which pre-
dict the location of occluded humans. Although these ap-
proaches use 3D for tracking, they usually do so in the cam-
era coordinate frame. Recent works have explored simul-
taneous reconstruction of camera motion and human pose
in 3D [22, 55, 56], with [45, 55] evaluating this concept on
human tracking. [20] proposes a benchmark for tracking
humans from multiple ego- and exo-centric cameras.

We present the first egocentric video work to track mul-
tiple objects in the world coordinate frame. Unlike humans,
objects in egocentric videos do not move autonomously and
frequently enter and exit the camera view. Our approach fo-
cuses on dynamic objects, tracking them in 3D space even
when out of view, preserving object permanence. We detail
our approach next.

3. Method - Lift, Match and Keep (LMK)
Our method operates on a single untrimmed egocentric
video, E, recorded in an indoor environment. We aim to

keep track of all objects of interest in the 3D world coordi-
nate frame. These 3D tracks capture the locations of objects
throughout the video, even when they are not visible in the
camera frame, solving the task of Out of Sight, Not Out of
Mind (OSNOM).

As many objects in the scene remain in the same posi-
tion throughout the video, we focus on the challenging set
of active objects that the camera wearer interacts with, typi-
cally moving these objects from one place to another, often
multiple times in the video.

We take as input observations of active objects
on = (fn,mn), where fn is a frame, and mn is a semantic-
free 2D mask in that frame given in image coordinates. The
set of all observations, across the whole video, is O = {on :
n = 1, ..., N}. We call these observations partial, as they
do not exist for every object in every frame. The number
of observations N is much larger than the number of active
objects - each object may be the subject of multiple obser-
vations. N is also independent of the number of frames T ,
as frames may contain zero or multiple masks.

We call our method Lift, Match and Keep (LMK). We
first lift 2D observations of objects to 3D (Sec 3.1), match
them over time, and keep objects in mind when they are
out-of-sight (Sec 3.2). We detail LMK next.

3.1. Lift: Lifting 2D Observations to 3D
3D Scene Representation. Given a single egocentric video
stream, we follow the pipeline proposed in [48] to estimate
camera poses and a sparse point cloud of the static scenes.
We ignore redundant frames by calculating the homography
over consecutive frames, thus allowing these long videos
to be processed by Structure from Motion (SfM) pipelines
such as COLMAP [40]. The selected subset of video frames
contains sufficient visual overlap to register all frames to the
SfM point cloud and estimate a camera pose Ct for every
time t in the video. Note that the intrinsic parameters of the
camera are also automatically estimated by this pipeline.

This reconstruction focuses on estimating the static
background of the scene. Objects in motion are deemed
as outliers during matching and are accordingly ignored in
the reconstructions. The pipeline produces a sparse point
cloud that cannot be used for positioning objects in 3D as
it is missing the notion of surfaces. We convert these point
clouds to surface representations as follows.

We extract scene geometry as a 3D mesh using a classi-
cal Multi-View Stereopsis pipeline [12, 41] that runs patch
matching to find dense correspondences between stereo
image pairs, triangulates the correspondences to estimate
depth, and fuses them together into a dense 3D point cloud
with surface normals. We recover a scene mesh S from
the dense point cloud using Delaunay surface reconstruc-
tion [5]. Examples of these meshes can be seen in Figure 1.
Estimating 3D locations from monocular depth. For each
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Figure 2. Lifting 2D observations to 3D. We use mask centroids as 2D object locations, sample corresponding depths from the mesh-
aligned monocular depth estimate. We then compute the 3D object locations in world coordinates by un-projecting the mask’s centroid
from the estimated camera pose.

frame, fn, we estimate the monocular depth estimation us-
ing [53]. The advantage of using this approach is the ability
to estimate the position of both static and dynamic objects,
including objects that are in-hand. However, this per-frame
depth is incorrectly scaled and temporally inconsistent. We
thus align it to the reconstructed 3D mesh – via a scale-
shift transformation that minimises the least squares error to
the mesh’s depth rendered from the estimated camera view-
point. We refer to this as the aligned depth map.

Given an observation on = (fn,mn), we then assign a
depth dn to observation on corresponding to the centroid of
the 2D mask mn on the aligned depth map. We take the ob-
ject’s 2D location in frame fn, depth relative to the camera
dn, and camera pose Cfn , and project the observation to the
fixed 3D world coordinate, such that:

[Xn, Yn, Zn]
T = Cfn

[
dnK→1[xn, yn, 1]T

1

]
(1)

where K represents the camera’s intrinsic parameters. We
denote this 3D location as ln → R3. We visualise lifting to
3D in Figure 2. Note that we represent each observation as
a point in 3D following previous works [16, 26]. These 3D
observations are still partial and only on individual frames.
Visual features. In addition to the 3D location, we also
compute visual features for each observation on which we
need to match observations over time into 3D tracks. We
denote this as vn = !(fn,mn), where ! is a function that
represents the visual feature extractor applied to the mask
mn on the frame fn.
Lifted Visual Observations. We incorporate the 3D loca-
tions and visual features to give our set of partial observa-
tions W = {wn : n = 1, ..., N} in the world coordinate
frame, where wn = (fn, ln, vn). We next describe how we
match these observations over time to form 3D tracks.

3.2. Match and Keep Lifted Observations
Given the set of lifted observations, in this section we de-
scribe how to assign observations to consistent identities
(i.e. track objects) across time. Object permanence dictates

that objects do not actually disappear when occluded or are
out of the egocentric camera’s view – humans use spatial
cognition to maintain the knowledge of where objects are.

We process the egocentric video E online, mimicking
human spatial cognition: an object’s location is tracked only
after it is first encountered and this is when it is kept in mind.
Track definition. Each track T

j represents the set of ob-
servations belonging to the same object. We refer to the set
of all tracks at time t as Tt. A track has one 3D location
at each time t, whether the object is in-sight or not, and we
refer to this location by L(T j

t ).
Additionally, the track has an evolving appearance repre-

sentation over time. It is calculated at time t using the visual
appearance of the most recent ω visual features assigned to
the track. Averaging visual features enhances representa-
tion robustness. Limiting the average to ω recent frames ac-
counts for appearance changes over time (e.g. a bowl may
be full, dirty, then clean). The track’s appearance at time t
is denoted as V (T j

t ).
Track initialisation. If an observation wn represents a new,
previously unseen object, i.e., is not matched to another
track using the online matching described next, we initialise
a new object track with this observation. We define an ini-
tialisation function I, which initialises a new T

J+1, where
J tracks already exist, to the current 3D location and ap-
pearance of the observation wn. As this is the first observa-
tion of the object, the track is projected back in time from
the start of the video. ↑t ↓ fn:

I(wn) ↔ T
J+1 : L(T J+1

t ) = ln and V (T J+1
t ) = vn (2)

This reflects the common sense that objects do not magi-
cally appear out of thin air, so the first encounter of an ob-
ject is an indication of its presence in that location earlier.
Track update. Once a track is initialized, its appear-
ance and location are updated using new observations when
available. The track update function U takes the track, ob-
servation and time as input:

U(T j , wn, t) ↔ L(T j
t ) = ln and V (T j

t ) = µ(vn, T
j) (3)



where µ calculates the mean of the past ω observations as-
signed to the track T

j . If the track T
j is not assigned a

new observation at time t then its representation remains
unchanged: U(T j ,⊋, t) ↔ T

j
t = T

j
(t→1).

Online Matching. We describe the process of forming
tracks from online observations. We find the set of new
observations at each t; Wt = {wn ↑n : fn = t}. Note
that Wt is empty if there are no observations at time t.

Given the first frame with at least one obser-
vation, we initialise one track for each of these
Tt = {I(wn) ↑wn → Wt}. We next iterate over time and
compare Wt to the set of trajectories at time t ↗ 1. Match-
ing is based on a cost function using a combination of 3D
distance and visual similarity, as in [36]. We model 3D sim-
ilarity εL between an observation wn and a track T

j by
an exponential distribution, and visual similarity εV by a
Cauchy distribution:

εL(wn, T
j) =

1

ϑL
exp

[
↗D(L(T j

t→1), ln)
]

(4)

εV (wn, T
j) =

1

1 + ϑV D(V (T j
t→1), vn)

2
(5)

where D is the Euclidean distance and ϑL and ϑV are rela-
tive weights for location and visual similarities.

We define the cost ” of assigning an observation with an
existing track as a combination of 3D and visual distance:

”(wn, T
j) = ↗ log (εL(wn, T

j))↗log (εV (wn, T
j)) (6)

We then use a simple Hungarian algorithm as a robust
method for associations as in [44, 59, 60]. Our matching
algorithm ϖ computes ” between every observation in Wt

and the tracks T(t→1)
1. It returns a set of track assignments

At for time t, where Aj
t = wn indicates that the track T

j is
to be assigned the observation wn → Wt:

At = ϖ(”,Wt, Tt→1) (7)

We update tracks and initialise new tracks, such that:

T
t
↘

{
U(T j , Aj

t , t) ↑j

I(wn) ↑wn → Wt :
(
⫅̸j : Aj

t = wn

) (8)

By following the proposed online matching, we have an es-
timate of the 3D location for every object for which there is
at least one observation.

3.3. LMK for object visibility and positioning
As a result of the spatial cognition enabled by the Lift-
Match-and-Keep process, we are able to provide further in-
formation about the visibility of each object in relation to
the camera wearer at time t. An object j can be one of:

1A threshold for assignment cost is set to ω

– In-sight: if the corresponding track is assigned an obser-
vation at time t, i.e. Aj

t ≃= ⊋
– Occluded: if L(T j

t ) is within the field of view of the esti-
mated camera Ct, but there is no corresponding observa-
tion (Aj

t = ⊋). Note that without additional knowledge
we cannot distinguish between missing observations and
occlusion.

– Out-of-view: if L(T j
t ) is outside the field of view of the

camera Ct.
An object may also be referred to as Out-of-sight if it is
either out-of-view or occluded (i.e. in the camera’s viewing
direction but cannot be detected as it is behind or inside
another object).

LMK also discloses the relative distance between the ob-
ject and the camera-wearer or the static environment:
– In-reach: if the distance from object j to the camera’s

position at time t is within the camera wearer’s near space
ϱ: D(L(T j

t ), Ct) ↓ ϱ
– Out-of-reach: as in-reach, but if D(L(T j

t ), Ct) > ϱ.
– Moved: object j has moved relative to the environment

between times t1 and t2 if D(L(T j
t2), L(T

j
t1)) ⇐ ς, where

ς is a minimum threshold (to account for small errors in
camera and object positions).

– Stationary: as moved, but < ς.
Note that an object may be both occluded but in-reach.

4. Experiments
Section 4.1, introduces our benchmark for the OSNOM
task. Section 4.2 details baseline methods. Section 4.3 con-
tains the main results and qualitative examples. Section 4.4
ablates LMK, including its capabilities for spatial cognition.

4.1. Benchmarking OSNOM
Dataset. We evaluate on long videos from the EPIC-
KITCHENS [7] dataset. This dataset offers unscripted
recordings of single participants – all object motions are
thus a result of the camera wearer moving objects around.
We select on 110 videos from EPIC-Kitchens, 12 minutes
long on average, from 45 different kitchens, for a total of 25
hours of videos. We randomly select 10 validation videos
for hyperparmeter tuning and 100 videos for evaluation.
These videos contain a total of 7.9M masks, which corre-
spond to 2939 objects. We use the object semantic label
only for calculating the ground truth for evaluation.

For most of our results, we use masks provided by VI-
SOR [8], which are interpolations of ground-truth masks.
This allows us to assess LMK’s performance without accu-
mulating errors from a object detector. For completion, we
also ablate these results with the usage of a semantic-free
detector [43] in Section 4.4.
Benchmark task. Due to the length of our videos, an
exhaustive evaluation for every object from every frame
is intractable. We thus select challenging key-frames F –



Figure 3. 3D Projection error. Distribution of Euclidean distance
errors for the same object, at one location, comparing ln to ln+T .

these are frames with 3 or more objects being interacted
with. Each frame f → F includes objects that are in-sight
and we wish to evaluate the methods’ ability to correctly
locate the 3D locations of these same objects over frames
f±φ. We compare the performance of different methods as
φ increases. In total, we evaluate starting from F = 3299
frames, locations at 603k frames and 2007 objects, averag-
ing 49k frames and 20 objects per video. Our benchmark is
publicly available for comparisons (see Project Webpage).
Ground truth locations. We use our 2D to 3D lifting ap-
proach presented in Section 3.1 as ground-truth locations.
We quantitatively assess the error in these locations as fol-
lows. We select a random set of objects and the corre-
sponding time segments when these are in the same location
throughout the environment. The error between the projec-
tions from multiple views, for the same object in the same
location, allows assessing our 3D locations. Our analysis
(details in Appendix B) shows that the mean 3D error is
3.5cm, with 88% of all errors smaller than 6cm and 96% of
all errors smaller than 10cm (Figure 3). Given these results,
we find our lifting to be sufficiently accurate to be used as
ground-truth locations. This also informs our metric, where
we ensure our threshold for accepting assignments is suffi-
ciently larger than the error noted here.
Evaluation metric. Traditional tracking metrics do not
evaluate tracks when out of sight [2, 25, 39]. Thus, we de-
fine a metric called Percentage of Correct Locations (PCL),
drawing inspiration from the Percentage of Correct Key-
points (PCK) [54] used to evaluate pose estimation, to eval-
uate the spatial alignment of objects. PCL considers a cor-
rect prediction at time t if the object is correctly identified
at time t and its predicted 3D location is within a threshold
R from the ground truth 3D location. As PCL is calculated
throughout time, any lost tracks are captured in the metric.

For our main experiments, we use R = 30cm2. This
reflects that a function of spatial cognition is to know the
location of an object with sufficient precision in order to

2Half the standard width of a cupboard/cabinet which is 60cm/24inch

Figure 4. OSNOM results. PCL of LMK compared to baselines.

navigate to or obtain it [11, 50]. R is visualised and ablated.

4.2. Experimental setup
Baselines. As no prior works have attempted the OSNOM
task, we compare LMK against three naive baselines and
three previous works adapted to the OSNOM task:
– Random Matching: each observation is randomly as-

signed either to an existing track or a new track, demon-
strating the complexity of the data.

– Out of Sight, Lost (OSL): objects are forgotten when
they go out-of-view, so PCL is reported as 0 and their
tracks are terminated. This baseline highlights the chal-
lenge in egocentric video, where objects move very fre-
quently out of view soon after being first observed.

– Out of sight, out of mind (OSOM): observations can only
be assigned to tracks which are in-view. When a track
goes out-of-view, PCL is reported as 0 and tracks are
frozen until it is back in-view. This is an upper bound
for tracking in the camera coordinate frame.

– ByteTrack [60]: a strong, recent 2D multi-object track-
ing method, widely used as a baseline [23, 33, 57]. Ob-
jects are tracked in 2D and then lifted in 3D using our
lifting approach for evaluation.

– EgoLoc [26]: we adapt this SOTA VQ3D approach
to OSNOM, to handle multiple objects. We use the
same masks and lifting for fair comparison. EgoLoc’s
weighted averaging over all past observations fails for
OSNOM because objects change position, so instead we
take the most recent match.

– IT3DEgo [61]: As this paper uses ground truth depth
which is not available in our RGB sequences, we instead
run the 2D tracking using their public code, then lift the
tracked objects to 3D using our approach (Sec 3.1).

Implementation details. For appearance features !, we
use a DINO-v2 [31]. We crop each mask, scale to 224⇒224
and pass to the backbone. We set ↼ = 10, ω = 100,
ϑL = 13 and ϑV = 2 (chosen on the validation set). We
compute meshes in advance, which takes 5 hours on av-
erage on one 2080Ti per video. Then for online tracking,
DINOv2 operates at 30 FPS and lifting-to-3D at 200FPS on
one P100. LMK runs at 1000fps on a single CPU core.



Figure 5. Effect of visual appearance and location. PCL for
visual features (V), location features (L), or both (V+L).

4.3. Results
Results on the OSNOM task for LMK, compared to the
baselines, are shown in Figure 4. The average PCL (y-
axis) over the whole dataset is reported for each 5s evalua-
tion interval (shown on the x-axis), with standard deviation
shaded. We show performance over both short (0-60 sec-
onds) and long (1-12 minutes) timescales. Over time, the
complexity of matching observations increases as more ob-
jects are being interacted with and tracked. This is reflected
in performance decreasing for all methods over time.

LMK presents a significant improvement over all base-
lines. The rapid drop in performance in OSOM and OSL
shows the challenge of egocentric footage, where the con-
stantly moving person causes objects to go out of view fre-
quently. When objects are tracked as long as in-view (OSL
baseline), performance goes to zero just after 20s, showing
that objects are quickly lost from sight. The OSOM base-
line shows that only considering objects in-view, without
3D world coordinates and object permanence, is insufficient
for the OSNOM task (is worse than random). LMK sig-
nificantly outperforms ByteTrack, EgoLoc, and IT3DEgo.
ByteTrack and IT3DEgo rely on 2D frames, while EgoLoc
loses tracking quickly by comparing to initial appearances.
In contrast, LMK tracks across consecutive frames, han-
dling appearance changes from orientation or occlusion and
leveraging 3D locations for robust matching.

4.4. LMK Ablation
Effect of visual appearance and location. LMK assigns
observations to tracks based on appearance and location
similarity. Figure 5 shows the effect of only visual ap-
pearance (V) and only location (L) compared to the de-
fault of both (V+L). Their combination shows improve-
ments (mean +19% over V, +8% over L), highlighting that
appearance and location are complementary. Appearance is
good for frame-to-frame assignment, and location is partic-
ularly helpful for objects in motion, occluded and for reas-
signing objects when they reappear.
Accuracy at different radii. All our experiments set the
PCL threshold, R = 30cm. Figure 6 also shows results

Figure 6. Evaluation thresholds. LMK when increasing the
PCL threshold R - the maximum distance between predicted and
ground truth 3D locations considered successful.

when this is set to R = 10/20/60/90/120cm. As expected,
PCL increases as R increases.
Detections. We used annotations from VISOR [8] as 2D
masks. This avoids compounding detector error when eval-
uating the error of 3D location estimation, which is our pri-
mary task. In Figure 7 we show an ablation using detec-
tions from [43]. This model provides semantic-free bound-
ing boxes of active objects, which we use as input to LMK
and the best performing baseline EgoLoc. LMK still out-
performs EgoLoc by a large margin.
LMK for spatial cognition. Figure 8 shows performance
of LMK on the object states defined in Section 3.3. For each
combination of (In-reach3, Out-of-reach), (In-sight, Oc-
cluded, Out-of-view), we report the total number of ground
truth objects and the number LMK correctly locates over a
1 minute interval. After 1 minute of objects being interacted
with, LMK is still able to determine their locations, with an
average accuracy of 72%. Additionally, LMK obtains 82%
on objects which are out-of-reach and out-of-view.

We also investigate the ability of LMK to track objects
going out- then back in-view (i.e. reappearing) within 10
minutes (Figure 9). LMK, matching using 3D locations,
shows considerable performance improvement.

Qualitative results. Figure 10 shows the predicted loca-
tions of a couple of objects at discrete time scales. In Figure
11, we show 3D trajectories of objects as they are moved
around by the camera wearer. For example, we show the
trajectory of the salt bottle from being in the hand (pour-
ing salt), placed on the countertop and eventually returned
to a lower cupboard, while the cup ends on a hanger. In all
cases, LMK is capable of accurately tracking objects when
when static (on surfaces) and when moving (in-hand).

We include examples of failure cases in Appendix D.

5. Conclusion
In this paper, we introduced the task of “Out of Sight, Not
Out of Mind” (OSNOM) for egocentric video with partial
object observations. It evaluates 3D tracking performance

3We use a reachable threshold ε = 70cm



Figure 7. Detections. LMK and EgoLoc
baseline [26] on both visual and location fea-
tures (V+L) when using VISOR annotations
vs using object detections from [43].

Figure 8. LMK for spatial cognition. Num-
ber of objects correctly located by LMK for
each (In-reach, Out-of-reach) and (In-sight,
Occluded, Out-of-view) combination.
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Figure 9. Effect of reappearing. Evaluation
is performed over 10 minutes, for LMK with
visual appearance (V) and the combination
of visual appearance and location (V+L).
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Figure 10. 3D location prediction. Predicted 3D locations (Neon dots) of two objects (left) over multiple times with frame insets (right).
Note how object locations are accurately kept in mind, even when the camera-wearer is far away (bottom middle).

sausages

salt

lid

cup

Figure 11. Trajectory prediction for objects in motion. Neon
dots show correctly predicted 3D positions with corresponding
camera views. Objects are accurately located both when static (on
surfaces) and when moving (in-hand).

of active objects when they are both in- and out-of-sight.

We introduced a very strong baseline: Lift, Match and
Keep (LMK), a method which lifts partial 2D observations
in camera coordinates to 3D world coordinates, matches
them over time using visual appearance and 3D location,
and keeps them in mind when they go out of sight. Re-
sults on long videos from EPIC-Kitchens show LMK deliv-
ers good results over both short (64% after tracking for 1
minute) and long (37% after 10 minutes) timeframes, and
that maintaining 3D world location is critical when objects
go out-of-view. LMK outperforms recent works, strong 2D
tracks and naive baselines by a big margin. For future work,
we will investigate whether LMK can help track objects that
undergo state changes, and explore shared 3D object tracks
between multiple ego- and exo-centric cameras.
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Huesca-Spairani, Kooshan Hashemifard, and Francisco
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