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Abstract

The desire and ability to seek new information001
strategically are fundamental to human learn-002
ing but often overlooked in current language003
agent development. Using a web shopping004
task as an example, we show that it can be re-005
formulated and solved as a retrieval task with-006
out a requirement of interactive information007
seeking. We then redesign the task to intro-008
duce a new role of shopper, serving as a re-009
alistically constrained communication channel.010
The agents in our proposed ChatShop task ex-011
plore user preferences in open-ended conver-012
sation to make informed decisions. Our ex-013
periments demonstrate that the proposed task014
can effectively evaluate the agent’s ability to015
explore and gradually accumulate information016
through multi-turn interaction. We also show017
that LLM-simulated shoppers serve as a good018
proxy to real human shoppers and discover019
similar error patterns of agents.020

1 Introduction021

Recent studies have explored Large Language Mod-022

els (LLMs) as autonomous agents in general prob-023

lem solving (Zhou et al., 2023; Liu et al., 2023b;024

Xie et al., 2023). In their design, the component of025

information seeking is often against a static infor-026

mation source such as a knowledge graph or a pile027

of web documents. The unconstrained access to028

the information source reduces interactivity—the029

agent does not need to strategically seek new in-030

formation from the user and its decision-making031

process is not informed by tracking accumulated032

information. To investigate this issue, we first ex-033

amine Webshop (Yao et al., 2022), which evaluates034

an agent’s ability to identify the correct product035

in a web shopping interface based on user instruc-036

tions. For this task, we show that since the shopper037

provides full details of the target product in their038

instruction, a retrieval system can directly score the039

relevance of each product to locate the target.040

Do you prefer a specific color for your sandals?

sandals, and price lower than 140.00 dollars

👤

🤖

Do you prefer flat sandals, or are you looking 
for something with a heel or wedge?

Light blue preferred.

select[5]

Flat sandals only.

search[light blue sandals]

🧐

Reward = 1.0

Figure 1: An illustration of the ChatShop task. In con-
trast to WebShop’s original detailed instruction a non-
slip sandals for my wife that is blue in color, 5.5 size,
we provide only the product type (price) and require
the agent to narrow down the search space by interact-
ing with the shopper and product database.

In a realistic scenario, a shopper would start 041

with partial information of the target product which 042

would become clearer after seeing various options 043

the agent might find. The key challenge with de- 044

signing such a setup is that interactions between 045

the agent and the shopper would require a human- 046

in-the-loop environment, hindering scalable eval- 047

uation. Given the strong performance of recent 048

LLM agents, we hypothesize that LLMs them- 049

selves would be capable of simulating humans in 050

an interactive web shopping experience (Li et al., 051

2023b). To test this hypothesis, we repurpose Web- 052

Shop to propose ChatShop, in which the agent 053

starts with an unspecific goal instruction—only the 054

coarse type of product. The lack of specificity 055

in the instruction creates a challenge of task am- 056

biguity (Tamkin et al., 2023), which can only be 057

resolved by effectively gathering information from 058

the shopper and the website environment about 059
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products (Figure 1). The challenge is amplified by060

other inherent complexities such as searching the061

vast product space and tool usage.062

We benchmark a range of agents with both GPT-063

3.5/4 and a Llama 2 variant as base models in envi-064

ronments where the role of the shopper is played065

by humans or LLMs. Experimental results verify066

the challenges introduced by the information need.067

We further evaluate how good an LLM at simu-068

lating the interaction with real human shoppers069

in a human study. The benchmarking results and070

the failure patterns show that the LLM simulated071

environment is as effective in recovering the gap072

between agents. We hope our work can drive the073

automatic evaluation of language agents towards074

more complex and meaningful interactions with075

(simulated) humans.1076

2 Related Work077

Information Seeking Tasks Language agents’078

information-seeking ability has long been a focus079

of AI research, especially in the context of question080

answering and task-oriented dialogue (Bachman081

et al., 2016; Dhingra et al., 2017; Zamani et al.,082

2022; Zhou et al., 2023). In such tasks, the agent083

usually receives an information need from the user084

and accesses external knowledge sources to gather085

information, a task which can often be formulated086

as a single-turn retrieval problem. The constraints087

of such interaction are often artificial (Yuan et al.,088

2020). In contrast, the constraints in ChatShop task089

originate from a realistic situation of a human party090

in a web shopping scenario.091

Human-AI Collaboration More recently, there092

has been a growing interest in studying human-AI093

collaboration via LLMs. MINT (Wang et al., 2023)094

benchmarks a range of LLM agents in leveraging095

human or AI-simulated feedback to improve multi-096

turn problem solving. Unlike ChatShop, this feed-097

back can be viewed as a form of natural language098

supervision, which is beneficial but not required099

to solve the task. DialOp (Lin et al., 2023) fo-100

cuses on the agent’s ability of planning based on101

human preferences in a grounded dialogue setting.102

Compared to ChatShop, the tasks in DialOp has103

a narrower and synthetic search space. Li et al.104

(2023a) propose a learning framework for LLMs105

to elicit human preferences in tasks such as content106

recommendation, however, their tasks focus on ex-107

ploration guided by the general world knowledge108

1Data and code to be shared upon publication.

stored in the LLM weights internally, whereas in 109

ChatShop, the exploration is grounded in an exter- 110

nal real-world product space. 111

3 ChatShop 112

This section starts with a review of the WebShop 113

task and then describes the design and evaluation 114

protocol of our repurposed ChatShop task. 115

WebShop and Retrieval Solution In WebShop, 116

an agent is given a goal instruction and navigates a 117

website to identify the correct product from more 118

than a million candidates. The performance of the 119

agent is evaluated on the reward calculated from 120

the final product selection. The reward function 121

is based on the title string similarity and attribute 122

coverage of the selected product compared to the 123

goal product. The WebShop task can be formulated 124

as retrieval problem. Each product represented by 125

a textual description can be ranked based on its 126

relevance to the goal instruction. We fine-tune a 127

BERT-based model and achieves 87.2 average re- 128

wards in evaluation (Appendix A), which surpasses 129

the reported human expert’s rewards of 82.1. 130

Agent and Shopper The proposed ChatShop 131

task involves two roles: a shopper with the intent to 132

purchase an item and an agent that assists the shop- 133

per in finding the correct product. In our evaluation 134

of information-seeking capabilities, the shopper, as 135

the primary source of information, has access to the 136

target item. It is either played by a real human or 137

simulated by a language model with a fixed setup. 138

On the other hand, a variety of language agents can 139

be developed and benchmarked in the agent role. 140

Goal Instruction In ChatShop, we aim to create 141

a starting point with limited information for the 142

agent to explore and accumulate information. We 143

achieve this by simplifying the goal instructions 144

of WebShop to a basic description of the type of 145

item, hiding all attributes and options of the target 146

product, pending the agent’s proactive discovery. 147

We process the 1500 goal instructions in the dev 148

and test sets of Webshop and obtain the simplified 149

instructions using GPT-3.5 and few-shot prompts. 150

The simplified instructions are six times shorter 151

and have fewer unique tokens than the original 152

instructions, which suggests a greater degree of 153

task ambiguity.2 154

2See Appendix D for corpus statistics (Table 4) and actual
prompts used.
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Action Space Three actions are available to the155

agent: 1) search[query]: initiate a search to156

a BM25 search engine, which returns a ranked list157

of products; 2) select[index]: when a single158

product is determined, the agent can finalize its rec-159

ommendation; 3) question[content]: when160

more information is needed for a precise decision,161

the agent can interact with the shopper for further162

clarification.163

Communication Channel In the task, we inves-164

tigate two types of interaction. 1) open-ended text-165

based interaction: the agent is allowed to ask open-166

ended questions and the shopper responds naturally167

in text. 2) instance-based comparison: the agent168

presents an item to the shopper, in return the shop-169

per provides comments on the item by comparing it170

to the requirements of the target product. Since the171

shopper has knowledge of the exact target product,172

there is a risk of the shopper directly revealing the173

target product through any communication chan-174

nels. To prevent this, we limit the length of the175

shopper’s response and employ a few other tech-176

niques.177

Limit and Reward We do not put any limit on178

the tool usage, but we limit the maximum number179

of questions the agent can ask in each session. At180

the end of the session, when a single product is181

selected, the same reward is calculated as in the182

WebShop task. The primary challenge here is for183

the agents to develop a structured understanding184

of the product space to identify plausible, distin-185

guishable features and use this understanding to186

effectively communicate with the shopper.187

4 Experiments188

We use OpenAI’s GPT-3.5 to simulate the shopper189

for automatic evaluation. The simulated shopper190

is provided with the product title, the required at-191

tributes, and options of the target product. The192

shopper is instructed to respond to the agent’s ques-193

tions using fewer than 5 words and with a token194

limit of 10. We allocate a question budget of 5195

for each session. Unless specified otherwise, we196

assess the agent over 100 sessions. In practice,197

we observe that the agent’s performance remains198

consistent with this number of examples.199

4.1 Benchmarking Agents in ChatShop200

We select three representative LLMs (OpenAI’s201

GPT-3.5/4 and CODELLAMA-32b) as the backbone202

CodeLlama GPT-3.5 GPT-4

None 34.3 43.4 48.8
Open-ended - 40.6 49.7
Instance - 40.4 51.3
Full Info 64.5 76.0 80.1

Table 1: Avg. rewards of (auto q) agents under differ-
ent settings of information disclosure. CODELLAMA
cannot perform under the interactive settings without
advanced prompting strategies.

of the agents in our study.3 The complexity of this 203

multi-turn task and the constrained context length 204

of the LLMs make it impractical to include few- 205

shot demonstrations in prompts. We thus carefully 206

design zero-shot prompts and a conversation his- 207

tory compression strategy to instruct the agent to 208

reason and generate valid actions situationally. 209

We implement three prompting strategies with 210

action enforcing: 1) auto q: the agent decides in 211

its own whether to ask questions or search up to a 212

point it chooses to finalize the task with a product 213

selection; 2) all q: the agent does a search at the 214

beginning and asks all possible questions until the 215

budget is used up, then finalizes the task with a 216

product selection; 3) interleave: the agent asks 217

questions and searches in an interleaved manner 218

using all the questioning budget. This is designed 219

to greedily utilize the tool usage and questions. 220

Challenge of Information Scarcity In the re- 221

sults of Table 1, we find that state-of-the-art LLMs 222

can generally achieve a high reward with access 223

to full information in instructions, which mimics 224

the setting of WebShop. However, all of the tested 225

LLM agents perform significantly worse when the 226

information becomes scarce, with a performance 227

drop of more than absolute 30% in average rewards. 228

Moreover, even when given access to interact with 229

a simulated shopper, the agents still struggle to 230

utilize the communication channel effectively, re- 231

sulting in a performance similar or even lower than 232

the no-interaction setting. We find that basic forms 233

of prompting strategy is inadequate to incentivize 234

the agents to interact with the environment. The 235

agents often feel confident in making decisions 236

based on partial information from the instruction or 237

a few interactions with the shopper, despite being 238

prompted to ask questions until “the user’s criteria 239

clearly match a single product”. 240

3gpt-3.5-turbo-1106 and gpt-4-1106-preview versions.
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Strategy GPT-3.5 GPT-4
CoT w/o w/ w/o w/

no q 43.4 45.6 48.8 47.5
auto q 40.6 62.7 49.7 59.2
all q 63.7 61.3 63.0 66.3
interleave 64.3 68.2 60.5 68.1

Table 2: Avg. rewards of agents with different strate-
gies and the open-ended communication channel. no
q is the non-interactive baselines. See Appendix C for
the instance-based communication channel results.

Advanced Prompting Strategy LLM agents241

have been shown as incapable to leverage the com-242

munication channel in the auto q setting. We are in-243

terested in whether stronger agents can be achieved244

by task heuristics and common prompt engineering245

techniques such as chain-of-thought (CoT) (Wei246

et al., 2022). For CoT, the agent is instructed to247

summarize the information gathered up to the cur-248

rent turn and reason about the next action based on249

the summary. In Table 2, we see that CoT is much250

more helpful in interactive settings, especially in251

the auto q setting where the agent is otherwise con-252

fident and reluctant to ask questions. In the best253

setting, GPT-3.5 surprisingly outperforms GPT-4,254

suggesting that stronger base model performance255

does not always translate to information-seeking256

task. Although advanced prompting strategies fur-257

ther incentivize the agents, the gap between the258

best agent and the no-interactive full information259

baseline remains significant.260

4.2 LLM versus Human Shopper261

To understand the effectiveness of using LLMs as a262

reasonable proxy for simulating real human buyer263

interaction, we compare the performance of the264

LLM agents with the simulated shopper to that265

with real human. We recruit 8 participants to play266

the role of the shopper in the human study. Each267

participant is asked to complete 10-20 sessions of268

the ChatShop task. The average completion time269

for one session is 2.5 minutes.4 We compare two270

OpenAI agents in the study, both with the inter-271

leave strategy. In addition, we allow the GPT-3.5272

agent to use CoT style reasoning. We collect in273

total 100 sessions of human shopping data.274

From the results in Table 3, we find that the LLM275

agents performance with the simulated shopper and276

the human shopper are consistent. Both environ-277

ments present similar challenges to the agents and278

4OpenAI API wait time accounts for about 30% of the
total time.

GPT-3.5 GPT-4

Simulated 59.0 62.8
Human 58.2 63.4

Table 3: Avg. rewards of LLM agents with simulated
and human shoppers over 50 sessions.

Figure 2: Relative frequency of error types in the LLM
agents’ failed trajectories with simulated and human
shoppers.

reveal the gap between the two agents. 279

Besides the quantitative comparison, we also in- 280

vestigate qualtitatively whether the LLM agents 281

exibit similar failure patterns in both settings. To 282

do this, we first analyze failed trajectories and cate- 283

gorize the failure patterns into five types, associated 284

with systematic limitation of LLMs (Appendix C). 285

Manually going over the lengthy trajectories of 286

the LLM agents can be time-consuming and error- 287

prone. We thus adopt an automatic evaluation 288

method by prompting GPT-4 to tag failed trajecto- 289

ries with the likely causes of failure as a multi-label 290

classification problem. We manually verify a small 291

subset of the model’s predictions and find them con- 292

sistent with our judgement. We then compare the 293

distribution of the failure patterns between the two 294

environments and find them consistent with each 295

other (Figure 2). The inferior GPT-3.5 agent has 296

a higher rate on major error types, the gap is even 297

more pronounced in the simulated shopper environ- 298

ment. The first three error types are widespread, 299

indicating current LLM agents’ lack of strategic 300

information seeking and robust long context mod- 301

eling. The occurrence of the misleading user error 302

is rare in both environments. 303

5 Conclusion 304

ChatShop presents a information-seeking centric 305

evaluation of language agents, revealing a range of 306

limitations of current LLM models. We hope our 307

fully automatic evaluation pipeline and baseline 308

agents can benefit future exploration. 309
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6 Limitations310

Our ChatShop task is realistic in the vast real prod-311

uct space and the interaction with the shopper, but312

it is still a simplified version of the real-world web313

shopping scenario. One unrealistic assumption is314

that the target product is known to the shopper.315

Relexing this assumption would require real world316

data on the shopper’s knowledge of the target prod-317

uct. Under our current evaluation protocol, the318

agents are evaluated based on end task performance319

under a fixed budget of questions. Therefore, it320

does not capture the quality of interactions for suc-321

cessful sessions as they all receive full rewards.322

Future work can explore a dynamic budget alloca-323

tion strategy based on the difficulty of individual324

sessions or a penalty for asking uninformative ques-325

tions.326
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A Retrieval Approach for Webshop418

In this section, we review the background of the419

original WebShop task. We then demonstrate that420

its interaction challenge is artificial and that a small421

ranking model can largely solve the task.422

WebShop presents a web shopping scenario in423

which an agent is given a goal instruction (e.g., I424

want a noise cancelling cosycost usb microphone)425

and navigates a web interface to identify the cor-426

rect product from more than a million candidates427

scraped from Amazon. The typical actions avail-428

able in WebShop involve querying a BM25 search429

engine, clicking into product details, and confirm-430

ing a product with corresponding options specified431

in the goal instruction. The task emphasizes the432

challenge of recognizing product types, extracting433

common bi-gram attributes from lengthy product434

description, matching options and price from a vast435

collection of products. WebShop has designed a436

reward function based on the title string similarity437

and attribute coverage of the selected product com-438

pared to the goal product. The performance of the439

agent is evaluated based on the reward of the final440

product selected and the success rate of finding a441

correct product (i.e., reward equals to 1).442

The instruction is the only specification of the443

task and is meant to be sufficiently informative for444

an agent to identify the correct product. Therefore,445

we hypothesize that the relevance of each product446

can be independently determined by the goal in-447

struction alone. As evidence of this hypothesis, we448

find that, using the instruction as the search query,449

the built-in BM25 search engine returns a list of 50450

products that contains a successful product 86.8%451

of the time. This finding largely voids the need for452

the agent to learn how to use the search engine as a453

tool and diminishes the challenge of large product454

space exploration.455

We further validate this hypothesis by training456

a simple BERT-based ranking model on the list457

of products retrieved using the goal instruction.458

This model applies a cross-attention mechanism459

between the goal instruction and concatenated tex-460

tual product information. It uses a margin loss461

to effectively distinguish suitable from unsuitable462

products.463

Using the retrieval approach, we achieve a 78.3%464

success rate and 87.2 average rewards on the dev465

set, which is superior to the reported 59.6% suc-466

cess rate and 82.1 average rewards of human expert467

annotator (Yao et al., 2022).5 This result suggests 468

that the task is not challenging in terms of criti- 469

cal interaction that requires strategic planning, but 470

rather that it is associated with the complexity of 471

the instruction and the ambiguity of the task. This 472

observation motivates us to design a new task that 473

focuses on the interaction with the buyer and the 474

website data, rather than the website interface. 475

WebShop ChatShop

# Vocab 2871 1166
Avg. Length 15.1 2.3

Table 4: Corpus statistics of the original and simplified
goal instructions. We tokenize the sentences using the
nltk library and ignore the stopword tokens in vocabu-
lary counting.

B Experimental Details 476

B.1 Data Preparation 477

We use the GPT-3.5 model to extract the coarse 478

product type from the original WebShop goal in- 479

structions.6 The corpus statistics of the 1,500 480

(1,000 test, 5,00 dev) original and simplified goal 481

instructions are shown in Table 4. We maintain 482

the same training, development, and test splits as 483

defined in the WebShop task. As the agents pre- 484

sented in this study do not require training, we only 485

evaluate and report their performance on the first 486

100 examples from dev set. 487

B.2 Prompt Engineering for Agent 488

We access the OpenAI models via paid APIs. We 489

host CODELLAMA with Hugging Face’s trans- 490

formers library and query via the fastchat (Zheng 491

et al., 2023) API wrapper. These three models are 492

claimed to support long input contexts of at least 493

16k tokens.7 494

In the zero-shot prompts, the agents see a brief 495

description of the task and the goal instruction, and 496

are instructed to ask questions to the shopper to 497

gather information about the target product until 498

5We do not consider the option selection component of
WebShop in this retrieval study, as it merely requires exact
string matching.

6The WebShop dataset is MIT licensed and can be
accessed at https://github.com/princeton-nlp/
WebShop.

7We find that the 4,096 tokens context length of many
LLMs (e.g., gpt-3.5-turbo-0613 and LLAMA 2) is not
sufficient for the task.

6
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Figure 3: A GPT-4 agent helps a human shopper in the ChatShop task. Picture shows the web interface we build
for human evaluation. The left panel provides shopper-related information such as the target product details. The
right panel includes the goal instruction and a chat agent interface. The agent can ask questions to the buyer to
gather information about the target product. The buyer is asked to answer within a certain length, thus limiting the
information transmitted in a single interaction turn.

the shopper’s criteria clearly match a single prod-499

uct. Through the conversation, the agents may500

choose to search the product space using the BM25501

search engine. A list of products is returned and502

the cancatenation of the product titles, attributes,503

and available options is presented to the agent. For504

OpenAI models, we provide 20 products for each505

search action, and for CODELLAMA, we provide 5506

products because slower response time and inferior507

performance in long context modeling.508

As the cost and speed of modern search engine509

are highly optimized, we do not constrain or penal-510

ize the use of search engine in ChatShop. However,511

repeated search actions can lead to a lengthy con-512

text for the agent to process and risk exceeding the513

context window limit. We thus compress the con-514

versation history by hiding the product candidate515

results from previous search actions, so that the516

agent can focus on the current state of the game.517

The old search results are removed from the con-518

text, hidden from the agent when a new search is519

initiated.520

For OpenAI models, we use tools to mitigate521

the challenges in enforcing valid agent actions and522

parsing model generation. For CODELLAMA, we523

use textual prompts only and interactively add lex-524

ical hints (e.g., “What your next search | select525

would be”) to enforce valid actions. We use regu-526

lar expressions to parse the agent’s response. We 527

set the maximum length of the agent’s response to 528

100 tokens, and sample responses until a parseable 529

response is generated. 530

B.3 Prompt Engineering for Shopper 531

We use OpenAI’s GPT-3.5 to simulate the shopper 532

in the ChatShop task.8 The shopper is given the 533

product title, the required attributes and options 534

of the target product. To prevent the simulated 535

shopper from directly revealing the target product, 536

we adopt a simple yet effective strategy—limiting 537

the length of the shopper’s response. We instruct 538

the shopper to answer the agent’s questions in less 539

than 5 words and also cut off the shopper’s response 540

if it exceeds 10 tokens. This fixed length constraint 541

also encourages the agent to ask questions in a 542

more strategic manner, optimizing the information 543

density of each interaction turn. We additionally 544

instruct the shopper to avoid revealing the target 545

product voluntarily, but to provide answers in a way 546

that is consistent with the target product. In their 547

response, the shopper reminds the agent the left 548

budget of questions and rejects the agent’s request 549

if the budget is exceeded. 550

8We use the gpt-3.5-turbo-0613 version.
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B.4 Sample Conversation551

Here is a sample conversation about “bookcase”552

between the GPT-4 agent and the simulated shopper553

in the ChatShop task.554

AGENT: Do you have a preference for a spe-555

cific type of cabinet such as wine, file, or556

general storage?557

SHOPPER: General storage cabinet.558

AGENT: Do you prefer a specific color for559

your general storage cabinet?560

SHOPPER: White preferred.561

AGENT: Do you prefer a cabinet that is free-562

standing or one that mounts on the wall?563

SHOPPER: Freestanding.564

AGENT: Do you need the cabinet to have565

a specific height or size to fit in your566

space?567

SHOPPER: Standard size is fine.568

AGENT: Would you like a cabinet with doors,569

drawers, or both for your storage needs?570

SHOPPER: Doors only.571

Another example regarding “hair chalk”.572

AGENT: Do you have any preference for the573

number of colors in the hair chalk set?574

Or are there any specific colors you’re575

looking for?576

SHOPPER: 6 colors.577

AGENT: Do you prefer the hair chalk to be578

easily washable or are you looking for579

something that might last a bit longer580

before washing out?581

SHOPPER: Washable hair chalk.582

AGENT: Are you looking for hair chalk that583

comes with additional hair accessories or584

are you only interested in the hair chalk585

itself?586

SHOPPER: Hair chalk only.587

AGENT: Do you prefer hair chalk that is588

specifically marketed for kids and teens,589

or does it not matter to you as long as the590

product meets your requirements?591

SHOPPER: Doesn’t matter.592

AGENT: Is there a specific brand or any addi-593

tional attribute you are looking for in the594

hair chalk set?595

SHOPPER: Non-toxic and easy clean.596

Strategy Open-ended Instance
CoT w/o w/ w/o w/

no q 43.4 45.6 43.4 45.6
auto q 40.6 62.7 40.4 51.6
all q 63.7 61.3 48.3 47.1
interleave 64.3 68.2 51.1 51.3

Table 5: Avg. rewards of the GPT-3.5 based agents
with different interaction strategies and both open-
ended communication channels. no q is the non-
interactive baselines.

B.5 Human Evaluation 597

We recruit 8 participants (university students) to 598

play the role of the shopper in the human study. 599

Each participant is asked to complete half to one 600

hour of the ChatShop task. The participants are 601

compensated on average $12 for their time. 602

C Additional Results 603

We show additional results of the GPT-3.5 based 604

agents with the instance-based communication 605

channel in Table 5. 606

C.1 Error Types Classification 607

For classification of error types, we use the GPT- 608

4 model to tag failed trajectories with the likely 609

causes of failure as a multi-label classification prob- 610

lem. We design a prompt consists of the flattened 611

conversation history, the agent selected product, 612

the goal product, and fine-grained rewards (i.e., ti- 613

tle similarity, attribute/option coverage seperately). 614

The GPT-4 model judges the relevance of each er- 615

ror type based on the textual description of them 616

and the episode context.9 617

We define the five error types as follows. 618

1. Reversion: the agent loses track of shopper 619

specified requirements. In the context of LLM 620

agents, this is often caused by the agent’s in- 621

ability to robustly recall information across 622

long contexts (Liu et al., 2023a). 623

2. Misinterpretation: the agent fails to under- 624

stand the shopper mentioned specification. As 625

a realistic shopping scenario, our task cov- 626

ers a diverse range of products and attributes 627

and grounded understanding of the shopper’s 628

intention can be challenging and error-prone. 629

3. Insufficient information gathering: the 630

agent does not gather enough information to 631

9We use the gpt-4-0125-preview version.
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locate the correct product, causing important632

attributes/options to be missing. This error633

is associated with the agent’s lack of strate-634

gic information seeking and overconfidence635

in making decisions based on partial informa-636

tion.637

4. Repeated questions or search: the agent638

asks the same question or searches the same639

query repeatedly, leading to inefficient ac-640

tions. Language models are known to have641

a tendency to repeat themselves in long con-642

text (Holtzman et al., 2020).643

5. Misleading user: the shopper makes mis-644

takes, being inconsistent or unclear. As a645

dynamic and interactive environment, it is nat-646

ural that the shopper makes mistakes or cor-647

rects themselves. The agent should be able to648

tolerate certain level of noise and handle these649

cases gracefully. This also serves as a sanity650

check for the simulated shopper.651

D ChatShop Prompts652

D.1 Shopper Prompt653

System Prompt:654

655
You are playing the role of a shopper.656

While interacting, avoid657
explicitly stating the name of the658
product you intend to purchase.659
However, if prompted for specific660
related information, you may661
provide descriptions using662
alternative expressions and663
indirect references.664

665
Product name: OWYN - 100% Vegan666

Plant-Based Protein Shakes | Cold667
Brew Coffee, 12 Fl Oz | Dairy-Free,668
Gluten-Free, Soy-Free, Tree669
Nut-Free, Egg-Free, Allergy-Free,670
Vegetarian671

672
Important attributes: gluten free673674

Sample User Prompt:675

676
Do you have any allergies?677678

D.2 Agent Prompt679

System Prompt:680

681
682

Your role is to guide users through an683
online shopping experience,684
helping them find products that685
best fit their needs. When a user686
specifies certain attributes, you687

analyze these to sift through the 688
available products, based on 689
detailed product descriptions. 690
There are three key actions: 691

692
- ‘search[query]‘: At the start, and 693

whenever necessary, you can 694
initiate a search using the 695
website’s BM25 search engine. 696
Price can’t be searched. This 697
search yields a list of products, 698
each with a unique description and 699
index number. You may perform this 700
action multiple times to refine 701
the search based on evolving user 702
requirements. 703

704
- ‘select[item_index]‘: When the 705

user’s criteria clearly match a 706
single product, you finalize your 707
response with ‘select[]‘. Here, 708
‘item_index‘ refers to the unique 709
number of the identified product. 710

711
- ‘question[question_content]‘: When 712

multiple products fit the user’s 713
described attributes, or when more 714
information is needed for a 715
precise decision, you narrow down 716
the choices with ‘candidates[0, 1, 717
2]‘ for example, listing the 718
indexes of potential matches. 719
Concurrently, you should pose 720
questions to the user for further 721
clarification. 722723

Sample User Prompt: 724

725
Goal: i need to find a small end table 726

that is easy to assemble; pick a 727
blue-coated steel frame that won’t 728
rust\nThe next action is 729730

D.3 Subject Extraction Prompt 731

System Prompt: 732

733
You assist users in extracting the 734

main target from their search 735
queries by removing all product 736
attributes. Your response only 737
contain the cleaned query. 738739

Sample User Prompt: 740

741
User Query: "i want a noise cancelling 742

cosycost usb microphone" 743744

Sample Assistant Prompt: 745

746
microphone 747748

D.4 Attribute Removal Prompt 749

System Prompt: 750

751
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You assist users in refining their752
search queries by removing753
specific product attributes. When754
a user provides a query, you must755
identify and remove any attribute756
mentioned that is listed in the757
provided attribute removal list.758
The cleaned query should still be759
fluent. Your response only contain760
the cleaned query.761762

Sample User Prompt:763

764
User Query: "i want a noise cancelling765

cosycost usb766
microphone"\nAttribute Removal767
List: [noise cancelling]768769

Sample Assistant Prompt:770

771
i want a noise cancelling cosycost usb772

microphone773774
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