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Abstract

The argument sufficiency assessment task aims001
to determine if the premises of a given argu-002
ment support its conclusion. To tackle this task,003
existing works often train a classifier on data an-004
notated by humans. However, annotating data005
is laborious, and annotations are often incon-006
sistent due to subjective criteria. Motivated by007
the probability of sufficiency (PS) definition in008
the causal literature, we propose CASA, a zero-009
shot causality-driven argument sufficiency as-010
sessment framework. PS measures how likely011
introducing the premise event would lead to the012
conclusion, when both the premise and conclu-013
sion events are absent. To estimate this proba-014
bility, we propose to use large language models015
(LLMs) to generate contexts that are inconsis-016
tent with the premise and conclusion, and revise017
them by injecting the premise event. Experi-018
ments on two logical fallacy detection datasets019
demonstrate that CASA accurately identifies in-020
sufficient arguments. We further deploy CASA021
in a writing assistance application, and find022
that suggestions generated by CASA enhance023
the sufficiency of student-written arguments.024

1 Introduction025

Argumentation is an integral part of our daily verbal026

communication (Fogelin and Sinnott-Armstrong,027

2005; Stab and Gurevych, 2017a). An argument is028

a series of statements consisting of premises and a029

conclusion. Take the argument shown in Figure 1030

as an example: You shouldn’t trust Donald’s views031

about politics. He’s an alcoholic. The first sen-032

tence, which serves as the conclusion, is supported033

by the second sentence, acting as the premise. If we034

have techniques to assess the quality of arguments035

precisely, we can identify weaknesses in arguments036

and further improve them.037

An important part of argument quality assess-038

ment is to determine whether the premises suffi-039

ciently support the conclusion. In a cogent argu-040

ment, the premises are not only relevant to the041

Argument:
You shouldn't trust Donald's views 
about politics. 
He's an alcoholic.

Insufficient

Despite being an alcoholic, 
Donald’s views on politics are 
supported by extensive research.

Donald, being clear-minded, 
supports his political views with 
extensive research.

Claim 
Extraction

Context 
Sampling

Revision under 
Intervention

Probability 
Estimation

Premise
Conclusion

Sampled Context for
 ¬Premise and ¬Conclusion:

Revised Situation for 
¬Premise →Premise:

Does the revised situation 
support the Conclusion?

Figure 1: An example of the argument sufficiency as-
sessment task and the reasoning steps of CASA.

conclusion and acceptable on their own, but also 042

collectively sufficient to draw the conclusion (Blair, 043

2011). We focus on the sufficiency assessment in 044

this paper. In the example of Figure 1, the premise 045

Donald is an alcoholic does not sufficiently support 046

the conclusion his views are untrustworthy, as there 047

are other factors that could invalidate the conclu- 048

sion. For instance, if Donald’s views on politics are 049

supported by extensive research, his views could 050

still be credible even though he is an alcoholic. 051

Previous works on argument sufficiency as- 052

sessment train classifiers based on human an- 053

notations (Gurcke et al., 2021; Saveleva et al., 054

2021). However, the sufficiency criteria are vague 055

and subjective among annotators. For exam- 056

ple, Wachsmuth et al. (2017) collected annotations 057

from seven annotators, but even the three annota- 058

tors with the highest consensus only achieved an 059

agreement of 0.28.1 This inconsistency poses a 060

1The agreement is measured with Krippendorff’s α. α =
0.67 is suggested as the lowest acceptable limit for tentative
conclusions (Krippendorff, 2018).
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challenge in learning an accurate model.061

In this paper, we propose CASA, a zero-062

shot Causality-driven Argument Sufficiency063

Assessment framework by formulating the task064

with a concept borrowed from causality: the065

Probability of Sufficiency (PS) (Pearl et al., 2000).066

Intuitively, if X is a sufficient cause of Y , the067

presence of X implies the subsequent occurrence068

of Y . PS quantifies the probability that introducing069

X would produce Y in the case where X and Y070

are in fact absent:071

PSX,Y = P (Y (X = 1) = 1|X = 0, Y = 0),072

where Y (X = 1) indicates the value of Y after an073

intervention on X . Take the example in Figure 1.074

X is the occurrence of the event Donald is an al-075

coholic, and Y represents Donald’s views about076

politics are untrustworthy. If X and Y are both077

false, but when the event Donald becomes an alco-078

holic occurs, it results in his political view being079

untrustworthy, then the argument is sufficient.080

To measure PS of a given argument, there081

presents the following challenges: 1) How to mea-082

sure the probabilities without observational data,083

i.e., how to estimate P (Y = 1|X = 0, Y = 0)084

if we do not have the corresponding data points.085

2) Even if we have the observational data, how086

to intervene in the argument, i.e., how to estimate087

P (Y (X = 1) = 1) given data conforming to the088

conditions of X = 0 and Y = 0.089

Our approach tackles the challenges by lever-090

aging the commonsense knowledge and reasoning091

abilities of large language models (LLMs) (Bhar-092

gava and Ng, 2022; Kojima et al., 2022). Specifi-093

cally, we ask LLMs to sample data that are incon-094

sistent with the premises and the conclusion, such095

as Donald, being clear-minded, supports his polit-096

ical views with extensive research; and then revise097

the data to contain the premises, such as despite098

being an alcoholic, Donald’s views on politics are099

supported by extensive research. Step-wise evalua-100

tion results demonstrate the effectiveness of using101

LLMs to sample data and to conduct interventions.102

We evaluate CASA’s capability of assessing ar-103

gument sufficiency on two logical fallacy detection104

datasets, BIG-bench Logical Fallacy Detection (Sri-105

vastava et al., 2023) and Climate (Alhindi et al.,106

2022). We compare our framework with baseline107

methods including zero-shot/one-shot prompting108

and perplexity-based classification, and find that109

CASA distinguishes between sufficient and insuffi-110

cient arguments more accurately, bringing an aver- 111

age of 10% improvement than directly prompting 112

the same base models. 113

To further investigate whether our framework 114

can help in realistic scenarios, we apply CASA 115

to provide writing suggestions for student es- 116

says. CASA generates objections (reasons arguing 117

against the argument) for arguments it finds insuf- 118

ficient in essays. We conduct a human evaluation 119

to assess the quality of CASA’s suggestions and 120

their effects on revision. Results demonstrate that 121

the objections generated by CASA are rational and 122

help improve the sufficiency of the arguments. 123

Our main contributions are as follows: 1) We de- 124

sign CASA, a theoretically grounded framework for 125

argument sufficiency assessment based on the prob- 126

ability of sufficiency. 2) To realize the probability 127

of sufficiency, we exploit LLMs in generating data 128

samples and conducting interventions, and demon- 129

strate the effectiveness with experiments on logical 130

fallacy detection. 3) We demonstrate a practical 131

application of CASA in improving the sufficiency 132

of arguments in student-written essays. 133

2 The CASA Framework 134

Notations. We define X as the occurrence of 135

a premise event2: X = 1(Premise), and Y 136

as the occurrence of a conclusion event: Y = 137

1(Conclusion). Here 1(·) is the indicator func- 138

tion. Both X and Y are binary variables. Yu indi- 139

cates the value of Y in the unit u. 140

Assumptions. Our framework is based on two 141

common assumptions in causal inference (Rubin, 142

1978): 143

• No interference: the value Y of the unit u is 144

not affected by the values of X assigned to 145

other units. 146

• Consistency: X = x → Y = Y (X = x), 147

where x indicates a specific value of X . This 148

requires that each treatment value x has only 149

one form (Imbens and Rubin, 2015). 150

In our task, the first assumption is satisfied as there 151

is no dependency between the conclusion of one 152

unit and the premise of another. To satisfy the 153

second assumption, we restrict the value X = 0 to 154

the occurrence of ¬Premise, the negated form of 155

the premise event. For coherence, Y = 0 indicates 156

the occurrence of ¬Conclusion. 157

2For simplicity, we consider only arguments with a single
premise first. We will discuss how to extend the discussion to
arguments with multiple premises in Section 2.5.
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W Z

X Y

Argument:
You shouldn't trust 
Donald's views about 
politics. He's an 
alcoholic.

Premise: He's an alcoholic.
Conclusion:  You shouldn't trust Donald's 
views about politics.

X: 1(Premise)

Y: 1(Conclusion)

Sample contexts C when X=0, Y=0

Donald's political views are based 
on his own personal experiences 
and observations, which have been 
shaped by his sober perspective. 

…… 

Claim Extraction

Context Sampling

Revision under 
Intervention

Probability 
Estimation

 Revise C to R under intervention X=1

W: confounder
Z: mediator

is a realization of 

Extract premises and conclusion from 
the argument

Despite being an alcoholic, Donald's 
political views are based on his own 
personal experiences and 
observations.

…… 

W Z

X Y

Estimate if the conclusion is 
supported under
Estimate if the conclusion is 
supported under

is a realization of 

…… 

Sufficient

Insufficient

… 

Figure 2: Overall architecture of CASA. Given an argument, we first extract its premises and conclusion, sample
contexts that are inconsistent with the premises and conclusion, revise the contexts to meet the premises, and finally
estimate the probability of the conclusion. Edge A → B in causal graphs means A may causally affects B.

Overview. As shown in Figure 2, we first ex-158

tract the premise and conclusion from a given ar-159

gument, then sample contexts that meet the con-160

ditions, make interventions on the contexts, and161

finally estimate the probability of the conclusion162

for each unit.163

2.1 Claim Extraction164

Given an unstructured argument, we aim to split165

it into multiple premises and one conclusion. The166

task of argument parsing is indeed complex (Ajjour167

et al., 2017),3 but since it is not the primary compo-168

nent of our framework, we simplify it in two ways:169

1) We segment the argument into claims with punc-170

tuation marks and conjunction words; 2) we do not171

consider how the premises are related to each other,172

such as how one premise might support another173

premise. Specifically, we list the segmented claims,174

ask an LLM to select which one is the conclusion,175

and consider the other claims as premises.176

2.2 Context Sampling177

To calculate the conditional probability, an intuitive178

way is to sample n units U = {u1, ..., un} that179

conform to the conditions X = 0 and Y = 0.180

Although we do not have existing observational181

data, we make use of the commonsense knowledge182

3Previous works either use pre-extracted premises and
conclusion (Gurcke et al., 2021), or train an individual seg-
mentation model based on annotations (Saveleva et al., 2021).

learned by LLMs, and let them generate n diverse 183

contexts C = {c1, ..., cn} which are consistent 184

with ¬Premise and ¬Conclusion. 185

Take the argument in Figure 2 as an example. We 186

instruct the LLM to “generate n detailed contexts. 187

Each context is consistent with both the premise 188

Donald isn’t an alcoholic and the conclusion you 189

should trust Donald’s views about politics.” A 190

generated context mentions that Donald’s politi- 191

cal views are based on his own personal experi- 192

ences and observation, which is consistent with 193

¬Conclusion; and his views have been shaped by 194

his sober perspective, consistent with ¬Premise. 195

PSX,Y is then estimated with the average of 196

P (Yui(X = 1) = 1) under each unit ui: 197

PSX,Y ≈ 1

|U |
∑

ui∈U |X=0,Y=0

P (Yui(X = 1) = 1). 198

From the causal lens, we can decompose the con- 199

text information into two latent parts W and Z. W 200

is the part that is not causally affected by X , called 201

confounder; and Z is the remaining part that may 202

be causally affected by X , called mediator.4 Each 203

context ci can be seen as a realization of (W,Z). 204

4Our naming conforms to the common terminology. As
shown in the upper left of Figure 2, W is called confounder
because there may be causal relations W → X and W → Y ,
and Z is called mediator because there may be causal relations
X → Z and Z → Y .
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2.3 Revision under Intervention205

For each unit ui = (ci, X = 0, Y = 0), our next206

step is to implement the intervention X = 1 on207

it. The effect of the intervention on the context ci208

is illustrated by the causal graph in the lower part209

of Figure 2. The intervention breaks the causal210

relation W → X , and leaves W unchanged. At211

the same time, Z will change according to the in-212

tervention, becoming Z(X = 1). Therefore, we213

can rewrite the estimand as:214

P (Yui(X = 1) = 1) =

P (Yui(X = 1, Z(X = 1)) = 1).
215

We ask the LLM to revise each context ci to ri216

under intervention X = 1. Specifically, our in-217

struction is to revise the context to contain the218

premise,5 so the information X = 1 is also in-219

cluded in ri, leading ri to be a realization of220

(W,Z(X = 1), X = 1).221

In Figure 2, the expression sober perspective is222

removed by the LLM, and the Premise is added223

with Despite being an alcoholic. At the same224

time, Donald’s political views are based on his225

own personal experiences and observation is kept226

unchanged, as this does not violate the Premise.227

2.4 Probability Estimation228

We transform the probability estimation of Y into229

the form of natural language inference (NLI): under230

each situation ri, estimate whether the conclusion231

is supported or contradicted. We use an off-the-232

shelf NLI model to make the prediction, and aggre-233

gate the units to calculate the final PSX,Y .234

2.5 Dealing with Multiple Premises235

When an argument contains multiple premises, we236

exhaustively check the sufficiency of each premise237

given the context of other premises:238

PSXi,Y |X1···n\i =P (Y (Xi = 1) = 1|Xi = 0,

Y = 0, X1···n\i = 1).
239

Concretely, we ask the LLM to contain240

Premise1···n\i when sampling contexts for241

checking the sufficiency of the i-th premise event.242

3 Experiments243

3.1 Datasets244

We conduct experiments on two English logical245

fallacy detection datasets: BIG-bench Logical Fal-246

lacy Detection (BIG-bench-LFD) (Srivastava et al.,247

5An example prompt is in Appendix Table 8.

2023) and Climate (Alhindi et al., 2022). Logi- 248

cal fallacy detection requires models to distinguish 249

between fallacious and correct arguments. As Jin 250

et al. (2022) mentioned, logical fallacies usually 251

happen when the premises are insufficient to draw 252

the conclusion. We manually check both datasets 253

and confirm that the fallacious arguments can be 254

attributed to insufficiency. 255

Due to the subjective criteria of argument suf- 256

ficiency annotation mentioned in Section 1, the 257

existing argument sufficiency datasets are noisy. 258

We do not use them for automatic evaluation, but 259

they will be used in the application of writing sug- 260

gestions in Section 5. In contrast, logical fallacy 261

datasets are more objective, with a clear distinction 262

between fallacious and correct arguments. 263

BIG-bench-LFD. This dataset aims to evaluate 264

LLMs’ capabilities of detecting informal and for- 265

mal fallacies. We only consider the informal state- 266

ment portion, whose statements are more similar 267

to real arguments. They are examples of good and 268

bad cases of informal reasoning collected from 269

philosophers, including 57 correct and 143 falla- 270

cious arguments. 271

Climate. This dataset contains arguments from 272

climate change articles fact-checked by climate sci- 273

entists at climatefeedback.org. Because some 274

arguments in this dataset are single claims without 275

premises, we only use instances with more than 276

one sentence to avoid these single claim arguments, 277

resulting in 30 correct and 76 fallacious arguments. 278

3.2 Experimental Setup 279

We experiment with two instruction-tuned models: 280

TULU-7B (Wang et al., 2023b) and LLAMA-2-7B- 281

CHAT (Touvron et al., 2023b) as the base models of 282

our framework. TULU-7B is finetuned on LLAMA- 283

7B (Touvron et al., 2023a) with an aggregation of 284

instruction tuning datasets, achieving great perfor- 285

mance across benchmarks. 286

We use an off-the-shelf negator (Anschütz 287

et al., 2023) based on syntactic rules to generate 288

¬Premise and ¬Conclusion, and use BART-NLI6 289

as the NLI model used in probability estimation. 290

We sample n = 3 units for each argument, and 291

set a threshold of 0.5 for PS classification. More 292

implementation details are in Appendix A.1. 293

There is no existing zero-shot argument suffi- 294

ciency assessment model to our knowledge, so we 295

6https://huggingface.co/facebook/
bart-large-mnli
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Model Acc Macro-F1

Unsupervised
Zero-shot Prompting (TULU) 59.5 59.3
Zero-shot Prompting (LLAMA2) 70.0 66.8
Perplexity (TULU) 56.0 54.7
Perplexity (LLAMA2) 51.0 50.8
DeBERTa-NLI 57.0 54.1
BART-NLI 67.0 65.5
CASA (TULU) 77.0 70.8
CASA (LLAMA2) 79.0 73.4

One-shot Prompting (TULU) 61.1 59.7
One-shot Prompting (LLAMA2) 74.1 68.6

(a) Results on BIG-bench-LFD.

Model Acc Macro-F1

Unsupervised
Zero-shot Prompting (TULU) 33.0 30.3
Zero-shot Prompting (LLAMA2) 51.9 48.0
Perplexity (TULU) 63.2 38.7
Perplexity (LLAMA2) 66.9 45.0
DeBERTa-NLI 55.7 51.5
BART-NLI 63.2 53.2
CASA (TULU) 64.2 54.9
CASA (LLAMA2) 67.9 61.2

One-shot Prompting (TULU) 45.6 45.5
One-shot Prompting (LLAMA2) 52.8 51.1

(b) Results on Climate.

Table 1: Automatic evaluation results of argument sufficiency assessment, showing that CASA outperforms all
zero-shot and one-shot baselines. Numbers are in percentages (%).

CASA (TULU) CASA (LLAMA2)

Claim Extraction
Correctness 93% 92%

Context Sampling
Consistency with X=0 96% 90%
Consistency with Y=0 91% 93%

Revision under Intervention
Consistency with X=1 95% 96%

Table 2: Step-wise evaluation on BIG-bench-LFD.

build several non-trivial baselines for comparison:296

Zero-shot Prompting. We probe the base models297

TULU and LLAMA2 with four prompt forms (two298

forms provided by BIG-bench-LFD, and two forms299

written by ourselves), and report the best perfor-300

mance. The detailed prompts are in Appendix A.2.301

Perplexity. Motivated by Zhang et al.302

(2022a), we compute perplexity scores for303

the base models as another zero-shot base-304

line. For each argument, we compare the305

perplexity score of Premise||Conclusion and306

Premise||¬Conclusion, and regard the one with307

lower perplexity score as the model prediction.308

Here || indicates text concatenation.309

NLI Models. We directly use two NLI models,310

RoBERTa-NLI (Reimers and Gurevych, 2019) and311

BART-NLI, to conduct the task. Specifically, NLI312

models are asked to predict if the premises support313

or contradict the conclusion.314

One-shot Prompting. Besides the zero-shot base-315

lines, we add one-shot prompting into comparison,316

to help LLMs better understand the task instruc-317

tion. We use the prompt form that performs the318

best in zero-shot prompting, and randomly select319

one example from the datasets. We test models320

three times with different examples and report the321

average performance.322

3.3 Results 323

CASA vs. Baselines. Table 1 reports the automatic 324

evaluation results. CASA significantly outperforms 325

all the corresponding zero-shot baselines with sig- 326

nificance level α = 0.02, and also surpasses the 327

one-shot baselines. This demonstrates the effective- 328

ness of our overall framework. The performance 329

on Climate is inferior to on BIG-bench-LFD for 330

all models, because Climate requires specific do- 331

main knowledge and more rigorous reasoning, as 332

some fallacies are less apparent. CASA shares the 333

same domain knowledge with the baselines as they 334

use the same base models, but the causality-driven 335

framework equips it with better reasoning perfor- 336

mance. We demonstrate a case in Section 4.3. 337

Step-wise Evaluation. To examine whether LLMs 338

work as we expect in each step of CASA, we con- 339

duct step-wise human evaluation. We ask human 340

annotators to rate three aspects individually: 1) In 341

the claim extraction step, do LLMs extract the cor- 342

rect premises and conclusion from the argument? 343

2) In the context sampling step, are the contexts 344

generated by LLMs consistent with ¬Premise and 345

¬Conclusion? 3) In the revision step, are the re- 346

vised situations consistent with the Premise? We 347

sample 100 instances from BIG-bench-LFD and 348

recruit three annotators to answer each question. 349

We report the majority vote results, and the inter- 350

annotator agreement is 84%. 351

Table 2 shows the step-wise evaluation results. 352

The accuracy of all aspects is above 90%, exhibit- 353

ing that LLMs are capable of generating textual 354

data that conform to certain conditions, and making 355

interventions on situations in the form of natural 356

language. We provide the annotation templates and 357

error analysis in Appendix A.3. 358
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Model Acc Macro-F1

CASA (TULU) 77.0 70.8
w/o Intervention 74.5 62.5
w/o Condition on X = 0 75.0 68.7
w/o Condition on Y = 0 78.0 69.8
Intervention: Concatenation 74.0 63.3

(a) Ablations for CASA (TULU).

Model Acc Macro-F1

CASA (LLAMA2) 79.0 73.4
w/o Intervention 73.5 65.8
w/o Condition on X = 0 75.5 67.1
w/o Condition on Y = 0 75.0 66.7
Intervention: Concatenation 78.0 67.4

(b) Ablations for CASA (LLAMA2).

Table 3: Ablation results on BIG-bench-LFD. All ablations lead to performance drops on macro-F1.

Argument: Biological, geological and planetary systems are extremely robust. Our evolving dynamic planet has survived
sea level changes of hundreds of metres.
Correct Answer: Insufficient Zero-shot Prompting (TULU): Sufficient
CASA (TULU)
Premise: Our evolving dynamic planet has survived sea level changes of hundreds of metres.
Conclusion: Biological, geological and planetary systems are extremely robust.
Sampled Contexts:

1. The rapid rise of sea levels caused by climate change has led to the destruction of many coastal cities and ecosystems,
demonstrating the vulnerability of biological, geological, and planetary systems.

2. The geological history of our planet is marked by numerous catastrophic events, such as massive volcanic eruptions and
asteroid impacts, which have had a significant impact on the evolution of life on Earth.

3. ...
Revised Situations:

1. Although our evolving dynamic planet has survived sea level changes of hundreds of metres, the rapid rise of sea levels
caused by climate change has led to the destruction of many coastal cities and ecosystems, demonstrating the vulnerability of
biological, geological, and planetary systems.

2. The geological history of our planet is marked by numerous catastrophic events, such as massive volcanic eruptions
and asteroid impacts, which have had a significant impact on the evolution of life on Earth. However, our evolving dynamic
planet has survived sea level changes of hundreds of metres.

3. ...
Prediction: Insufficient

Table 4: An example of the detailed reasoning process of CASA (TULU) on Climate.

4 Analysis359

4.1 Ablation Study360

To further investigate the effectiveness of CASA361

components, we study several variants of CASA:362

w/o Intervention. In this ablation, we simply es-363

timate P (Y = 1|X = 1) without intervention.364

Concretely, we sample contexts for Premise, and365

estimate the probability of Conclusion based on366

contexts and Premise.367

w/o Condition on X = 0. This variant estimates368

P (Y (X = 1) = 1|Y = 0), where the term X = 0369

is removed from the original PS definition. In the370

context sampling step, we ask LLMs to generate371

contexts only consistent with ¬Conclusion, and372

other steps are kept the same.373

w/o Condition on Y = 0. This variant estimates374

P (Y (X = 1) = 1|X = 0), and LLMs are asked375

to generate contexts consistent with ¬Premise.376

Intervention: Concatenation. We study if the377

intervention step can be replaced by simply con-378

catenating the context with Premise. In this setting,379

the mediator Z in the context remains unchanged.380

Table 3 shows the ablation results on BIG-bench-381

LFD, and results on Climate are in Appendix Ta- 382

ble 10. All the ablations lead to performance drops 383

on macro-F1, indicating that the original probabil- 384

ity of sufficiency definition is not only of theory 385

value, but also of practical value. 386

4.2 Hyperparameter Study 387

To study the performance sensitivity of CASA to 388

the number of units n, we vary n from 1 to 9 for 389

CASA (TULU) and CASA (LLAMA2), and exhibit 390

the performance in Figure 3. 391

CASA consistently outperforms zero-shot base- 392

line models on macro-F1 regardless of the number 393

of units, proving its robustness towards the hyper- 394

parameter. The performance peak is around 3 in 395

all settings. When we sample too few units, they 396

hardly encompass a wide variety of situations. On 397

the other hand, when we sample many contexts at 398

once, the quality of the contexts goes down and 399

each context tends to be shorter. 400

4.3 Case Study 401

We demonstrate an example of the reasoning pro- 402

cess of CASA on Climate in Table 4, and an exam- 403
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Figure 3: Hyperparameter analysis on the number of units. CASA consistently outperforms baselines on macro-F1.

Original Argument
Co-education helps both 
genders to gel well with each 
other. It helps them to behave 
and cooperate and work 
together. For example, 
students studying in boy's 
colleges do not generally know 
how to talk to a female or 
behave in front of them. On 
the other hand, females 
studying in girl's colleges are 
too shy to face boys. 

…...

Question 1

Revised Situation
Co-education helps both genders to behave 
and cooperate and work together. However, 
in single-sex institutions, girls may feel more 
comfortable expressing themselves and 
participating in class discussions.

Objection Situation
However, in single-sex institutions, girls may 
feel more comfortable expressing themselves 
and participating in class discussions.

Insufficient

Revised Argument
Co-education helps both genders to gel well with 
each other. It helps them to behave and cooperate 

and work together. …… However, it is also 
important to recognize that single-sex institutions 
could provide an environment where girls may feel 
more comfortable expressing themselves and 
participating in class discussions. To handle this, co-
educational institutions could encourage girls to 
express themselves by incorporating practices that 
foster inclusivity and respect among all students. 

Original 
Argument

Objection 
Situation

Does the objection situation challenge the 
sufficiency of the argument?
Is it feasible to revise the argument to overcome 
the objection situation?

Question 2

Original 
Argument

Revised  
Argument

(After shuffle)
Which of the two arguments is 
more sufficient?

Figure 4: The process of providing writing assistance with CASA (top) and conducting human evaluations for the
assistance effectiveness (bottom).

ple on BIG-bench-LFD in Appendix Table 11. In404

both cases, CASA is able to detect the insufficiency405

in the argument, while directly prompting the same406

base model fails to find the fallacy. Specifically,407

in Table 4, CASA generates several evidences sup-408

porting that biological systems are vulnerable, like409

the sea level rise leads to the destruction of coastal410

cities and volcanic eruptions impact the evolution411

of life. These evidences do not contradict with412

the premise that our planet has survived sea level413

changes. Therefore, they are kept in the revised414

situations, and make the conclusion biological sys-415

tems are extremely robust no longer supported.416

5 Application: Writing Assistance417

We apply CASA to a realistic scenario: providing418

writing suggestions for essays written by students.419

If CASA identifies that an argument in an essay is420

insufficient, we extract explainable reasons from421

CASA’s reasoning process, and provide them as422

suggestions for revision.423

Specifically, we generate objection situations424

(situations that challenge the sufficiency of the ar-425

gument) out of intervened situations R that con-426

tradict the Conclusion, by removing the Premise427

from R. As shown in the example of Figure 4, the428

revised situation r1 is converted to the objection 429

situation s1 by removing the premise co-education 430

helps both genders to behave and cooperate and 431

work together. The removal is automatically done 432

by detecting if each sentence in the revised situa- 433

tion entails one premise event. 434

We investigate (Q1): whether CASA is capa- 435

ble of generating rational and feasible objection 436

situations to the essays, and (Q2): whether revis- 437

ing based on the generated objection situations im- 438

proves the sufficiency of the essays. 439

Dataset. The Argument-Annotated Essays 440

(AAE, Stab and Gurevych (2017b)) dataset con- 441

tains 402 argumentative essays and 1,029 extracted 442

arguments. Stab and Gurevych (2017c) use AAE to 443

annotate argument sufficiency. They find that some 444

arguments in this dataset suffer from the insuffi- 445

ciency problem, but the criteria for insufficiency 446

are vague among annotators.7 Therefore, we only 447

use the corpus, but not the annotations. 448

We randomly sample 100 arguments from AAE, 449

and assess their sufficiency with CASA. For the 450

7Although the overall agreement between annotators is
0.77 measured with Krippendorff’s α, on instances at least
one annotator labels as insufficient (32% of all instances), the
agreement is only 0.14.
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Model Rationality Feasibility

Prompting (TULU) 84% 60%
Prompting (LLAMA2) 90% 67%
CASA (TULU) 90% 76%
CASA (LLAMA2) 92% 81%

(a) Question 1: Is CASA capable of generating rational and
feasible objection situations to the essays?

Revised is Original isModel Better Tie Better

CASA (TULU) 58% 35% 7%
CASA (LLAMA2) 40% 43% 17%

(b) Question 2: Will revising based on the generated objection
situations improve the sufficiency of the essays?

Table 5: Human evaluation results of using CASA to provide writing suggestions.

arguments CASA finds insufficient, we randomly451

transform one revised situation into the objection452

situation. We recruit three annotators to answer453

each question, and the annotation templates are in454

Appendix A.5.455

Objection Quality. Given an argument and an ob-456

jection generated by CASA, we ask annotators to457

evaluate whether the objection challenges the suffi-458

ciency of the argument (rationality), and whether459

it is feasible to revise the argument to overcome460

the objection (feasibility). We also build a base-461

line of directly prompting LLMs to generate an462

objection situation if they identify the argument as463

insufficient. The prompt is in Appendix Table 13.464

As shown in Table 5a, objection situations gen-465

erated by CASA are more rational and feasible than466

directly prompting the base models. The gap in467

feasibility is larger, as LLMs are likely to generate468

abstract objections when prompting, like the ar-469

gument does not consider the potential challenges470

that may arise when students from different gender471

backgrounds interact, while CASA provides more472

practical objections which are easier to address.473

Effect of the Revision. To evaluate the sufficiency474

of revised arguments, we first use GPT-4 (Ope-475

nAI, 2023) to revise the arguments based on the476

objection situations generated by CASA. This is477

to simulate a human revision process, since asking478

human annotators to complete this task is expen-479

sive and hard to control the quality. We further480

recruit annotators to check the revised arguments481

to ensure the revision quality. The revision prompt482

and quality check are described in Appendix A.5.483

We ask annotators to compare the sufficiency484

of the original and revised arguments. As shown485

in Table 5b, revision based on objection situations486

generated by CASA improves the sufficiency in487

about half of the cases.488

6 Related Work489

Argument Sufficiency Assessment. Previous490

works on argument sufficiency assessment mainly491

use standard inference models. Wachsmuth and 492

Werner (2020) train support vector machines 493

(SVM) on text features; Stab and Gurevych (2017c) 494

use convolutional neural networks (CNN) to rec- 495

ognize insufficient arguments; and Saveleva et al. 496

(2021) employ graph neural networks (GNN) to 497

better understand argument structures. However, 498

they all suffer from the subjective criteria of anno- 499

tation (Rach et al., 2020; Wachsmuth et al., 2017). 500

Additionally, they simply treat the task as a normal 501

classification task without considering the nature of 502

sufficiency. Gurcke et al. (2021) model the relation 503

between premises and conclusion of a sufficient 504

argument, but the relation is based on their per- 505

sonal hypotheses, whereas CASA possesses a clear 506

theoretical foundation. 507

Writing Assistance. There are also previous works 508

trying to provide writing assistance to human- 509

written articles. Hanawa et al. (2021); Zhang et al. 510

(2022b); Wang et al. (2023a) focus on polishing the 511

form of the writing, like grammatical correctness, 512

word choices and rhetorical methods. Wambsganss 513

and Niklaus (2022) try to provide feedback on ar- 514

gument content, but the feedback is mostly given 515

as scores on predefined dimensions. In contrast, 516

CASA provides feedback in the form of objection 517

situations, which makes the revision easier. Ski- 518

talinskaya and Wachsmuth (2023) discuss how to 519

identify argumentative claims that need further re- 520

vision, which is complementary with our work. 521

7 Conclusion 522

We propose CASA, a zero-shot argument suffi- 523

ciency assessment framework driven by the causal 524

concept of sufficiency. In the absence of observa- 525

tional data and intervention data, we sample con- 526

texts and make interventions with LLMs. CASA 527

is capable of identifying insufficient arguments on 528

two logical fallacy detection datasets, and provid- 529

ing writing suggestions to further improve the suf- 530

ficiency of human-written arguments. 531
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Limitations532

Choices in Model Design. We tried to explore533

diverse decoding methods when sampling contexts,534

as they may generate a large number of diverse535

contexts without impairing the quality of each con-536

text. However, we find that in our scenario, current537

diverse decoding methods can hardly generate high-538

quality contexts that are diverse in content, so we539

tend to instruct LLMs to generate multiple contexts540

in one run.541

The goal of the revision under intervention step542

can be viewed as a counterfactual reasoning task,543

so we also explore zero-shot counterfactual reason-544

ing models for this step, but they are either slow545

in inference or ineffective in the generation qual-546

ity when conducting the revision task. Therefore,547

we prompt LLMs to complete the step. We are548

willing to switch to new methods for these steps549

if more powerful diverse decoding/counterfactual550

reasoning methods are released.551

Data Scope. Evaluating model performances on552

the argument sufficiency assessment task is diffi-553

cult, due to the aforementioned subjective annota-554

tion criteria. Although we try our hardest to find555

automatic evaluation datasets, the two datasets we556

use are still of limited scope. To make up for this,557

we calculate the significance level and conduct di-558

verse analysis.559

Ethics Statement560

Our framework can be applied to educational sce-561

narios like student essay assessment and comment562

generation. However, as we cannot ensure the563

model prediction is correct, it must be used with564

manual check. Moreover, as our framework is565

based on existing LLMs, its generations may in-566

herit the bias of LLMs. Therefore it should be used567

under human supervision.568

For human evaluations, we recruit annotators569

from Amazon Mechanical Turk, and all annotators570

are fairly paid more than $10 USD per hour (it571

varies depending on the time spent on HITs), which572

is higher than the national minimum wage where573

the annotators are recruited.574
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A Appendix754

A.1 Implementation Details755

We demonstrate examples of the prompts we used756

in CASA. Table 6 showcases the prompt for claim757

extraction. The argument is segmented using758

rules of punctuation marks and conjunction words.759

Specifically, we first check if the argument can be760

split with punctuation marks like periods and semi-761

colons. If not, we further split it with conjunction762

words like because and so.763

Table 7 shows the prompts for context sam-764

pling. The premise and conclusion in the prompts765

are ¬Premise and ¬Conclusion of the argument.766

When the argument contains multiple premises, we767

check one premise each time, and ask LLMs to768

generate contexts containing other premises, like769

positive things are good in the example.770

Table 8 shows the prompt for revision under771

intervention. The statement here is the premise of772

the argument, and the text is a context generated in773

the last step.774

When probing TULU, we add the prefix775

“<|user|>” and suffix “<|assistant|>” to the prompts,776

aligning with the original instruction tuning for-777

mat (Wang et al., 2023b).778

Experiments are conducted on NVIDIA RTX779

A6000 GPUs. It takes CASA two minutes to deter-780

mine the sufficiency of one argument on average.781

A.2 Details of Prompting Baselines782

BIG-bench-LFD provides two prompt forms, and783

we follow these prompts in our evaluation. More-784

over, we modify the prompts to explicitly ask785

LLMs to predict “sufficient” or “insufficient”.786

These lead to the four prompts shown in Table 9.787

When probing LLAMA2, we further try788

two options: 1) directly use the prompts,789

and 2) wrap them up with “<s>[INST]790

«SYS»{{system_prompt}}«/SYS»{{our_prompt}}791

[/INST]”.8 The second option is suggested by the 792

authors of LLAMA2, but it sometimes refuses 793

to answer questions. When probing TULU, we 794

add the prefix “<|user|>” and suffix “<|assistant|>” 795

to the prompts. We evaluate LLMs with all the 796

prompts, and report the performance of the prompt 797

with the highest macro-F1 on the test set. 798

A.3 Step-wise Evaluation 799

We demonstrate the annotation templates of step- 800

wise evaluation in Figure 5 for claim extraction, 801

and Figure 6 for consistency between the generated 802

context and ¬Premise. Other consistency evalua- 803

tions are similar to Figure 6. 804

We also ask annotators to choose the error reason 805

if they feel the extracted annotation is wrong, or 806

the generated text is inconsistent with the given 807

statement. For claim extraction, all four error types 808

shown in Figure 5 exist, while wrong conclusion 809

occurs more often, in 40% of the incorrect cases. 810

For consistency, the generated text contradicts with 811

the given statement in about 50% of the errors; 812

the text is irrelevant to the given statement in 40% 813

errors; and the text is ambiguous or unintelligible 814

in 10% errors. 815

Additionally, we estimate whether the revised 816

situations preserve the original content with 817

BLEU (Papineni et al., 2002). The BLEU score 818

between revised situations and originally generated 819

contexts is 57% and 53% for CASA (TULU) and 820

CASA (LLAMA2) respectively, demonstrating high- 821

level content preservation. 822

A.4 Additional Results 823

Table 10 shows the ablation results on Climate. 824

Similar to the results on BIG-bench-LFD, all the 825

ablations cause performance drops on macro-F1. 826

Table 11 exhibits an example of the detailed rea- 827

soning process of CASA(LLAMA2) on BIG-bench- 828

LFD. 829

A.5 Details of the Writing Assistance 830

Application 831

We demonstrate the annotation template for Ques- 832

tion 1 (Is CASA capable of generating rational 833

and feasible objection situations to the essays?) in 834

Figure 7, and for Question 2 (Will revising based 835

on the generated objection situations improve the 836

sufficiency of the essays?) in Figure 8. The average 837

8The system prompt is shown in https://github.com/
huggingface/blog/blob/main/llama2.md
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### Instruction:
Determine which part of the text is the conclusion.
Output the number of the conclusion part first, and give an explanation.
Format:
Conclusion: [number]
Explanation: ...
### Input:
You shouldn’t trust Donald’s views about politics. He’s an alcoholic.
Choices:
1. You shouldn’t trust Donald’s views about politics.
2. He’s an alcoholic.
### Response:

Table 6: Example prompt for claim extraction.

### Instruction:
Generate 3 detailed contexts. Each context is consistent with both the premise and the conclusion. Each context is in one line.
### Input:
Premise: He isn’t an alcoholic.
Conclusion: You should trust Donald’s views about politics.
### Response:

(a) Single premise.

### Instruction:
Generate 3 detailed contexts. Each context contains “Positive things are good.” Each context is consistent with both the
premise and the conclusion. Each context is in one line.
### Input:
Premise: My drug test wasn’t positive.
Conclusion: My test result wasn’t good.
### Response:

(b) Multiple premises. The argument is “My drug test was positive, and positive things are good. So my test result was good.”

Table 7: Example prompts for context sampling.

inter-annotator agreement is 77%. As the rational-838

ity and feasibility may be hard to understand, we839

provide two manually written examples and expla-840

nations for annotators. Although we design three841

options in Figure 7, no question receives a major-842

ity vote of “no” in practical, so we only report the843

percentage of “yes” in Table 5a.844

The revision prompt for GPT-4 is shown in Ta-845

ble 12. We use the version gpt-4-0314 and tem-846

perature 0. And the prompt for the direct prompt-847

ing baselines is in Table 13. To help LLMs better848

understand the instruction, we provide a human849

written example in the prompt. (In contrast, CASA850

is zero-shot.)851

To evaluate the revision quality of GPT-4, we852

ask annotators to answer two questions as shown in853

Figure 9: 1) Does the revised argument address the854

objection situation’s concern? 2) Does the revised855

argument preserve the main content of the original856

argument? On 50 randomly sampled revisions from857

objections generated by CASA (TULU) and CASA 858

(LLAMA2), 100% of them address the objection, 859

and 90% of them preserve the main content of the 860

original arguments. 861
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### Instruction:
Revise the text to contain the provided statement.
### Input:
Text: Donald’s political views are based on his own personal experiences and observations, which have been shaped by his
sober perspective.
Statement: He’s an alcoholic.
### Response:

Table 8: Example prompt for revision under intervention.

Prompt 1 ### Instruction:
This AI is identifying whether statements contain fallacies. The AI responds with ‘Valid’ or ‘Invalid’ as
appropriate.
### Input:
You shouldn’t trust Donald’s views about politics. He’s an alcoholic.
### Response:

Prompt 2 ### Instruction:
Do you think the following argument is ‘Valid’ or ‘Invalid’?
### Input:
You shouldn’t trust Donald’s views about politics. He’s an alcoholic.
### Response:

Prompt 3 ### Instruction:
This AI is identifying whether arguments are sufficient. The AI responds with ‘Sufficient’ or ‘Insufficient’ as
appropriate.
### Input:
You shouldn’t trust Donald’s views about politics. He’s an alcoholic.
### Response:

Prompt 4 ### Instruction:
Do you think the following argument is ‘Sufficient’ or ‘Insufficient’?
### Input:
You shouldn’t trust Donald’s views about politics. He’s an alcoholic.
### Response:

Table 9: Prompts explored for the zero-shot prompting baselines.

Model Acc Macro-F1

CASA (TULU) 64.2 54.9
w/o Intervention 65.1 52.2
w/o Condition on X = 0 66.0 50.0
w/o Condition on Y = 0 59.4 53.1
Intervention: Concatenation 62.3 47.7

(a) Ablations for CASA (TULU).

Model Acc Macro-F1

CASA (LLAMA2) 67.9 61.2
w/o Intervention 57.5 50.1
w/o Condition on X = 0 60.4 45.0
w/o Condition on Y = 0 60.4 53.0
Intervention: Concatenation 67.9 59.7

(b) Ablations for CASA (LLAMA2).

Table 10: Ablation results on Climate. Numbers are in percentages (%).
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Survey Instructions

Introduction

In each case, we will give you a piece of text and a model extracted argument, consisting of premises and a
conclusion. Please identify if the model correctly extracts the argument from the paragraph.

The premises of an argument are those claims in it that are intended to provide the support or evidence. The conclusion
of an argument is that claim for which the premises are intended to provide support.

Text:
Some people say that channel is propaganda, and others say that it's completely true, so it must be half true and half
false.

Model extracted argument:

Premises:
Some people say that channel is propaganda. And others say that it's completely true.

Conclusion:
It must be half true and half false.

Is the extracted argument correct?

 Yes        No      

(Optional) If you choose "No" in the previous question, where is the problem?

 The text does not contain an argument        Wrong conclusion      

 Correct conclusion but wrong premises      

 Correct conclusion and premises, but some premises are missing      

(Optional) Thank you for finishing this job! Please comment here if you have any clarifications or suggestions.

Figure 5: Annotation template for step-wise evaluation: correctness of claim extraction.
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Survey Instructions

Introduction

In each case, we will give you a premise and a piece of model generated text. Please evaluate if the text is
consistent with the premise.

Premise:
Some people say that channel isn't propaganda.

Model generated text:
And others say that it's completely true that channel isn't propaganda, but its creators are secretly funded by a rival
company to spread misinformation.

Is the text consistent with the premise?

 Yes        No      

(Optional) If you choose "No" in the previous question, where is the problem?

 The text is irrelevant to the premise.        The text is ambiguous or unintelligible.      

 The text contradicts with the premise.      

(Optional) Thank you for finishing this job! Please comment here if you have any clarifications or suggestions.

Figure 6: Annotation template for step-wise evaluation: consistency of the generated context with ¬Premise.

15



Argument: I can’t understand Higgs Theorem, so it must be false.
Correct Answer: Insufficient
Zero-shot Prompting (LLAMA2): Sufficient
CASA (LLAMA2)
Premise: I can’t understand Higgs Theorem.
Conclusion: It must be false.
Sampled Contexts:

1. As a physicist, I have spent years studying the Higgs boson and its role in the Standard Model of particle physics. I have
a deep understanding of the mathematical concepts involved in the Higgs Theorem and have verified its validity through
numerous experiments.

2. As a philosopher, I have explored the nature of truth and its relationship to mathematical concepts. I have come to
understand that the Higgs Theorem is not just a mathematical construct, but a reflection of the fundamental laws of the
universe. Its truth is not something that can be proven or disproven, but rather a reflection of the underlying reality.

3. As a detective, I have solved many complex cases involving mathematical puzzles and logical reasoning. I have a keen
eye for detail and an ability to see patterns that others may miss. When I apply these skills to the Higgs Theorem, I am
convinced that it must be true, as the evidence supports its validity.
Revised Situations:

1. As a physicist, I have spent years studying the Higgs boson and its role in the Standard Model of particle physics. But in
fact, I can’t understand Higgs Theorem without a deep understanding of the mathematical concepts involved in the Higgs
Theorem and verifying its validity through numerous experiments.

2. As a philosopher, I have explored the nature of truth and its relationship to mathematical concepts. I have come to
understand that the Higgs Theorem is not just a mathematical construct, but a reflection of the fundamental laws of the
universe. In fact, I find it difficult to understand Higgs Theorem myself, as it seems to be a complex and abstract concept that
defies easy comprehension. However, I believe that its truth lies beyond the realm of human understanding, and can only be
appreciated through a deep contemplation of the fundamental laws of the universe.

3. As a detective, I have solved many complex cases involving mathematical puzzles and logical reasoning. I have a keen
eye for detail and an ability to see patterns that others may miss. When I apply these skills to the Higgs Theorem, I am
convinced that it must be true, as the evidence supports its validity. However, I must admit that I can’t understand the Higgs
Theorem myself, as it is far beyond my area of expertise.
Prediction: Insufficient

Table 11: An example of the detailed reasoning process of CASA (LLAMA2) on BIG-bench-LFD.

System You are a helpful and educated assistant.
User In each case, we will give you an argument and a model generated objection situation.

Your task is to revise the argument to address the concern raised in the objection situation. Please keep the
conclusion and reasonable premises of the original argument unchanged.

User Argument:
Co-education helps both genders to gel well with each other. It helps them how to behave and cooperate and work
together. For example, students studying in boy’s colleges do not generally know how to talk to a female or behave
in front of them. On the other hand, females studying in girl’s colleges are too shy to face boys. Co-education will
help to eradicate this kind of demerit in both. Universities giving both genders equal opportunities, will prepare
them for future challenges and will help in the long run.
Objection situation:
However, in single-sex institutions, girls may feel more comfortable expressing themselves and participating in
class discussions.
Revised argument:

Table 12: Example prompt for GPT-4 revision based on the objection situation.
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Survey Instructions

Introduction

In each case, we will give you an argument and a model generated objection situation. Please determine if the
objection situation challenges the sufficiency of the argument, and if it is feasible to revise the argument to
overcome the objection.

An argument complies with the sufficiency criterion if its premises supply all the grounds that are needed to make it
reasonable to believe its conclusion.

An objection provides reasons arguing against the argument.

The sufficiency of the argument is challenged, if the objection raises reasonable concerns about the conclusion, and
those concerns are not addressed in the premises.

Examples

Example 1

Argument:
If the government provides those without work with a mobile phone, they will be able to find themselves an occupation in
order to live and survive. When people without jobs have hand phones with internet access, they can browse the net for
more job opportunities. They can do research on the work they have found and prepare themselves for the job. Mobile
phones can be used to make calls with the companies they would like to work with.

Model generated objection situation:
However, having a mobile phone with internet access does not guarantee that they will find a job, as there may be other
factors such as a lack of available positions, a mismatch in skills, or a highly competitive job market.

Analysis:

The objection raises a reasonable concern that "there may be other factors such as a lack of available positions, a
mismatch in skills, or a highly competitive job market". So the objection challenges the sufficiency of the argument.

The writer can address the objection by adding a sentence "While there may be factors beyond the availability of a mobile
phone that influence job prospects, providing individuals without work with this technology equips them with an essential
tool for navigating the job market more effectively and increasing their chances of finding employment." So it is feasible
to revise the argument to overcome the objection situation.

Example 2

Argument:
If the government provides those without work with a mobile phone, they will be able to find themselves an occupation in
order to live and survive. When people without jobs have hand phones with internet access, they can browse the net for
more job opportunities. They can do research on the work they have found and prepare themselves for the job. Mobile
phones can be used to make calls with the companies they would like to work with.

Model generated objection situation:
By providing mobile phones to the unemployed, the government would inadvertently contribute to the overloading of
cellular networks. Since a significant portion of the population without work would suddenly have access to mobile
phones, it would strain the existing infrastructure, leading to network congestion and poor service quality for all users.

Analysis:

Figure 7: First half of the annotation template for evaluating the rationality and feasibility of objection situations.
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Although the objection is logically correct, it argues pedantically on a rare situation where providing mobile phones would
contribute to the overloading of cellular networks. Therefore, the objection kind of challenges the sufficiency of the
argument.

It is also not easy to revise the argument to overcome the objection situation, as the objection is far away from the topic
of the argument, and it can be can be time-consuming to collect evidence about the efficiency of communication systems.

Argument:
Co-education helps both genders to gel well with each other. It helps them how to behave and cooperate and work
together. For example, students studying in boy's colleges do not generally know how to talk to a female or behave in
front of them. On the other hand, females studying in girl's colleges are too shy to face boys. Co-education will help to
eradicate this kind of demerit in both. Universities giving both genders equal opportunities, will prepare them for future
challenges and will help in the long run.

Model generated objection situation:
However, in single-sex institutions, girls may feel more comfortable expressing themselves and participating in class
discussions.

Does the objection challenge the sufficiency of the argument?

 Yes        Kind of (the objection is vague or pedantic)      

 No (the objection is irelevant to the argument or illogical)      

Is it feasible to revise the argument to overcome the objection situation?

 Yes        Kind of (it is not easy to overcome the objection, but is possible with effort)        No      

(Optional) Thank you for finishing this job! Please comment here if you have any clarifications or suggestions.

Figure 7: Second half of the annotation template for evaluating the rationality and feasibility of objection situations.
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Survey Instructions

In each case, we will give you two arguments of the same topic. Please determine which argument is more
sufficient.

An argument complies with the sufficiency criterion if its premises supply all the grounds that are needed to make it
reasonable to believe its conclusion.

A good argument’s premises must provide enough of the right kinds of evidence to make it reasonable to believe the
conclusion, but in addition, the case for the conclusion must contain arguments that are each sufficient in this respect and
that also address the questions, doubts, and objections that it would be reasonable for an interlocutor to raise,
plus those that the audience is known to harbor, whether reasonable or not.

Argument A:
Co-education helps both genders to gel well with each other. It helps them to behave and cooperate and work together.
For example, students studying in boy's colleges do not generally know how to talk to a female or behave in front of them.
On the other hand, females studying in girl's colleges are too shy to face boys. However, it is also important to recognize
that single-sex institutions could provide an environment where girls may feel more comfortable expressing themselves
and participating in class discussions. To handle this, co-educational institutions could encourage girls to express
themselves by incorporating practices that foster inclusivity and respect among all students.

Argument B:
Co-education helps both genders to gel well with each other. It helps them how to behave and cooperate and work
together. For example, students studying in boy's colleges do not generally know how to talk to a female or behave in
front of them. On the other hand, females studying in girl's colleges are too shy to face boys. Co-education will help to
eradicate this kind of demerit in both. Universities giving both genders equal opportunities, will prepare them for future
challenges and will help in the long run.

Which of the two arguments is more sufficient?

 Argument A is more sufficient        A and B are equally sufficient        Argument B is more sufficient      

(Optional) Thank you for finishing this job! Please comment here if you have any clarifications or suggestions.

Figure 8: Annotation template for comparing the original and revised arguments.
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Survey Instructions

In each case, we will give you an original argument, an objection situation that provides reasons arguing against the
argument, and a revised argument.

Please assess whether the revised argument addresses the objection situation's concern and whether it preserves
the main content of the original argument.

Original Argument:
Co-education helps both genders to gel well with each other. It helps them how to behave and cooperate and work
together. For example, students studying in boy's colleges do not generally know how to talk to a female or behave in
front of them. On the other hand, females studying in girl's colleges are too shy to face boys. Co-education will help to
eradicate this kind of demerit in both. Universities giving both genders equal opportunities, will prepare them for future
challenges and will help in the long run.

Objection Situation:
However, in single-sex institutions, girls may feel more comfortable expressing themselves and participating in class
discussions.

Revised Argument:
Co-education helps both genders to gel well with each other. It helps them to behave and cooperate and work together.
For example, students studying in boy's colleges do not generally know how to talk to a female or behave in front of them.
On the other hand, females studying in girl's colleges are too shy to face boys. However, it is also important to recognize
that single-sex institutions could provide an environment where girls may feel more comfortable expressing themselves
and participating in class discussions. To handle this, co-educational institutions could encourage girls to express
themselves by incorporating practices that foster inclusivity and respect among all students.

Does the revised argument address the objection situation's concern?

 Yes        No      

Does the revised argument preserve the main content of the original argument?

 Yes        No      

(Optional) Thank you for finishing this job! Please comment here if you have any clarifications or suggestions.

Figure 9: Annotation template for checking the revision quality of GPT-4.
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### Instruction:
This AI is identifying whether arguments are sufficient, capturing whether an argument’s premises together make it rationally
worthy of drawing its conclusion. The AI responds with ’Sufficient’ or ’Insufficient’ as appropriate. If the argument is
insufficient, the AI also generates an objection situation to show the insufficiency.
Format:
Judgement: Sufficient or Insufficient
Objection Situation (if insufficient): Describe a specific situation that challenges the sufficiency of the argument. Do not
include any explanation.
### Input:
In a positive point of view, when people without jobs have hand phones that have access to the Internet, they will be able to
browse the net for more job opportunities. For example, they can surf the The Star Online’s work section to find a job that
is suitable for them. With the help of the net, they can also do more research on the work that they have found apart from
looking up on how they can prepare themselves for the job. Not only that, the mobile phones can also be used to make calls
with the companies in which they would like to work with. In short, if the government provides those without work with a
mobile phone, they will be able to find themselves an occupation in order to live and survive.
### Response:
Judgement: Insufficient
Objection Situation: However, having a mobile phone with internet access does not guarantee that they will find a job, as
there may be other factors such as a lack of available positions, a mismatch in skills, or a highly competitive job market.
### Input:
Co-education helps both genders to gel well with each other. It helps them how to behave and cooperate and work together.
For example, students studying in boy’s colleges do not generally know how to talk to a female or behave in front of them.
On the other hand, females studying in girl’s colleges are too shy to face boys. Co-education will help to eradicate this kind
of demerit in both. Universities giving both genders equal opportunities, will prepare them for future challenges and will help
in the long run.
### Response:

Table 13: Example prompt for directly prompting LLMs to generate objection situations.
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