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ABSTRACT

We propose an innovative, flexible and consistent cross-annotation face align-
ment framework, LDDMM-Face, the key contribution of which is a deformation
layer that naturally embeds facial geometry in a diffeomorphic way. Instead of
predicting facial landmarks via a heatmap or coordinate regression, we formu-
late the face alignment task in a diffeomorphic registration manner and predict
momenta that uniquely parameterize the deformation between the initial bound-
ary and true boundary. We then perform large deformation diffeomorphic met-
ric mapping (LDDMM) simultaneously for curve and landmark to localize the
facial landmarks. The novel embedding of LDDMM into a deep network al-
lows LDDMM-Face to consistently annotate facial landmarks without ambigu-
ity and flexibly handle various annotation schemes, and can even predict dense
annotations from sparse ones. Our method can be easily integrated into vari-
ous face alignment networks. We extensively evaluate LDDMM-Face on four
benchmark datasets: 300W, WFLW, HELEN and COFW-68. LDDMM-Face dis-
tinguishes itself with outstanding performance when dealing with within-dataset
cross-annotation learning (sparse-to-dense) and cross-dataset learning (different
training and testing datasets). In addition, LDDMM-Face shows promising results
on the most challenging task of cross-dataset cross-annotation learning (different
training and testing datasets with different annotations).

1 INTRODUCTION

Face alignment refers to identifying the geometric structure of a human face in a digital image,
through localizing key landmarks that are usually predefined and characteristic of the face’s geome-
try. It is a prerequisite in many computer vision tasks and different numbers of facial landmarks are
employed for different tasks. For example, Yi et al. (2013) performs face recognition with 34 land-
marks, Yang et al. (2018) performs facial expression recognition with 63 landmarks, Taigman et al.
(2014) conducts face verification with 67 landmarks, Kang et al. (2021) conducts face frontalization
with 68 landmarks, and Nirkin et al. (2019) conducts face reenactment with 70 landmarks.

To accommodate different tasks, a variety of datasets with different face alignment annotation
schemes have been created. For example, COFW (Burgos-Artizzu et al., 2013) annotates 29 land-
marks, 300W (Sagonas et al., 2013a) annotates 68 landmarks, WFLW (Wu et al., 2018) annotates
98 landmarks, and HELEN (Le et al., 2012) annotates 194 landmarks. Most existing face align-
ment methods can only deal with the specific annotation scheme adopted by the training dataset,
but cannot flexibly accommodate multiple annotation schemes. Therefore, if a model is trained on a
dataset with a specific annotation scheme, it can then only predict landmarks of the specific scheme;
a model trained on 300W with a 68-landmark annotation scheme can only predict the learned 68
landmarks but not other annotation schemes such as a 194-landmark scheme. There is no doubt that
cross-annotation prediction is one of the most challenging tasks in face alignment.

In this work, we make use of facial boundaries given that they represent facial geometry well and
that most facial landmarks sit on those boundaries (Wu et al., 2018). We formulate face alignment
into a diffeomorphic registration framework. Specifically, we use boundary curves to represent facial
geometry (Dupuis et al., 1998). Then, large deformation diffeomorphic metric mapping (LDDMM)
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simultaneously for curve and landmark (Joshi & Miller, 2000; Glaunes et al., 2008) between an
initial face and the true face is encoded into a neural network for landmark localization. LDDMM
delivers a non-linear smooth transformation with a favorable topology-preserving one-to-one map-
ping property. Once the diffeomorphism, which is parameterized by momenta (Dupuis et al., 1998;
Joshi & Miller, 2000; Glaunes et al., 2008), between the initial face and the true face is obtained,
all points on/around the initial face have unique correspondence on/around the true face through the
acquired diffeomorphism. This property makes it possible to predict facial landmarks of different
annotation schemes with a model trained only on landmarks from a single annotation scheme. Uti-
lizing both landmark and curve enables LDDMM to handle shape deformations both locally and
globally for each facial boundary; the role of the landmark term is to match the corresponding land-
marks whereas the role of the curve term is to make the corresponding facial curves be close to each
other and to preserve facial topology. Notably, we predict momenta instead of increments between
the initial face and the true face, which affords additional flexibility and is one of the key novelties
of the proposed method. This is the first time that face alignment is formulated as a diffeomorphic
registration problem, enabling cross-annotation as well as cross-dataset alignments.

Our main contributions are three-fold:

* We propose a novel face alignment network by integrating LDDMM into deep neural networks to
handle various facial annotation schemes. Our proposed approach, LDDMM-Face, can be easily
integrated into most face alignment networks to effectively predict facial landmarks with different
annotation schemes.

e Qur approach provides two-fold cross-annotation face alignment. 1) within-dataset cross-
annotation (sparse-to-dense): training and testing on the same dataset but with different anno-
tation schemes; 2) cross-dataset cross-annotation: training and testing on different datasets with
different annotation schemes.

* We demonstrate the effectiveness of LDDMM-Face in handling challenging cases across datasets,
making within-dataset cross-annotation predictions, predicting consistent facial boundaries with
different training annotations, handling cross-dataset cross-annotation predictions, and accommo-
dating various deep network settings.

2 RELATED WORKS

Depending on whether an initial face is needed as an input, existing methods can be categorized
into registration-style and nonregistration-style models. Our proposed LDDMM-Face fits in the
registration-style scope.

Registration-style models Registration-style models require an initial guess (usually the mean face
of the training set) to serve as an input template, and then a set of parameters that characterize the
deformation from the template to a target (the true face of the facial image of interest) are estimated
and used to predict facial landmarks through a trained model. The set of parameters can be of
various formats, including transformation parameters, displacements, and instantiating variables of
deformable models. A variety of methods fall into this category, such as active shape analysis (Mil-
borrow & Nicolls, 2008), active appearance analysis (Cootes et al., 2001; Matthews & Baker, 2004;
Kahraman et al., 2007; Saragih & Goecke, 2007), supervised descent methods (Xiong & De la Torre,
2013) and others (Kazemi & Sullivan, 2014; Ren et al., 2014; Chen et al., 2014; Lee et al., 2015;
Zhu et al., 2015; Tuzel et al., 2016; Su & Geng, 2019). However, none of them are based on diffeo-
morphic mapping which is a special class of registration delivering flexible and topology-preserving
deformations. Consequently, all these aforementioned methods can only perform within-annotation
prediction but not cross-annotation prediction due to their relatively constrained registration.

Cross-dataset face alignment Cross-dataset face alignment refers to training on one dataset and
testing on other datasets. It can evaluate the generalization ability of a face alignment method of
interest. Different datasets are usually annotated with different schemes, and thus it requires manual
re-annotation to make cross-dataset face alignment plausible. For example, COFW is re-annotated
with 68 landmarks (originally annotated with 29 landmarks) to perform cross-dataset evaluation in
(Ghiasi & Fowlkes, 2014) and this re-annotation has also been used by many other lately-developed
cross-dataset face alignment methods (Wu et al., 2018; Chen et al., 2019; Kumar et al., 2020).
However, no work has ever performed cross-dataset face alignment without re-annotation.
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Cross-annotation face alignment Cross-annotation face alignment refers to training on a dataset
of a specific annotation scheme while testing on datasets of different annotation schemes. Cross-
annotation face alignment not only measures a method’s generalization ability, but also makes the
task of face alignment flexible. So far, existing works (Zhu et al., 2014; Zhang et al., 2015; Wu
et al., 2018) typically utilize information from multiple datasets and their corresponding annotation
schemes to boost the training performance or generate pseudo-annotation on one specific dataset.
No work has ever really investigated cross-annotation face alignment in terms of training on one
specific annotation scheme and testing on another annotation scheme within/across datasets.

Learning-based diffeomorphic mapping Traditional diffeomorphic mapping usually requires a
template-and-target pair as input for registration through minimizing their discrepancy and a reg-
ularization term for the diffeomorphic property. However, it is a one-to-one optimization process
and only one mapping is obtained without utilizing any information from other available objects.
In addition, it is usually time-consuming when the objects to be registered consist of numerous el-
ements, such as 3D images or surfaces. Recently, learning-based diffeomorphic mapping through
deep neural networks has been proposed in several works (Balakrishnan et al., 2018; 2019; Dalca
etal., 2019), which can efficiently predict a set of mappings between the template and various targets
after one-time training. However, existing learning-based diffeomorphic mapping methods mainly
focus on image registration, and both template and targets are needed as the input. In face align-
ment, the target (true face) is not available in the testing phase, and thus existing learning-based
diffeomorphic mapping methods cannot be directly applied.

LDDMM is a state-of-the-art (SOTA) diffeomorphic registration framework that has been widely
used in the biomedical image field (Miller et al., 2015; Tang et al., 2015; Yang et al., 2017a; Jiang
et al., 2018). Recently, LDDMM has also shown its effectiveness in facial recognition related fields
(Yang et al., 2018) though under its traditional setting. LDDMM itself cannot be used to perform
face alignment because it needs a pair of faces (mean face and target face) as the input. However,
we can take advantage of the diffeomorphic property of LDDMM by embedding in our proposed
deformation layer in LDDMM-Face, which makes it feasible to flexibly and consistently predict
additional landmarks (in addition to the training ones), make cross-annotation predictions, as well
as effectively deal with challenging cases.

3 DEEpP LDDMM NETWORK

In LDDMM-Face, we novelly integrate LDDMM based facial shape registration into deep learning,
which can consistently predict facial landmarks cross different annotations within/across datasets.

Given a normalized RGB face image, LDDMM-Face first extracts both spatial and semantic features
from the input image with a replaceable backbone model. Second, the features are passed through a
deep LDDMM head which consists of a momentum estimator and a deformation layer. The momen-
tum estimator contains fully-connected layers and predicts vertical and horizontal momenta for each
landmark. Suppose the geometry of a face is characterized by N boundary curves, the deformation
layer has N sublayers (flow 1 to flow V). Each sublayer separately deforms the corresponding ini-
tial curve, the procedure of which is detailed in subsection 3.1. Two inputs, the mean face serving as
the initial face and the estimated momenta, are fed into the deformation layer. The deformed facial
curves from each layer are sequentially concatenated, yielding an estimate of the true face. Figure 1
shows the overall pipeline of LDDMM-Face.

The structure and configurations of the backbone models are identical to a SOTA facial landmark
detector (Wang et al., 2020). Detailed investigations of the baseline network are not within the
scope of this work. Instead, we focus on the deformation layer and the loss function since they can
be readily integrated into most deep learning-based face alignment pipelines.

3.1 LDDMM DEFORMATION LAYER

3.1.1 LDDMM-CURVE&LANDMARK

Our proposed deformation layer, based on LDDMM-curve&landmark, combines the advantages of
LDDMM-curve (Glaunes et al., 2008) and LDDMM-landmark (Joshi & Miller, 2000) to account for
both global and local discrepancies in the matching process. LDDMM (Dupuis et al., 1998; Joshi
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Figure 1: The overall pipeline of LDDMM-Face, which consists of a backbone model and two
functional layers: a momentum estimator and a deformation layer consisting of N flows. In each
flow of the deformation layer, the initial curve is shown in the same color as that in the mean face,
and the deformed curve is shown in black connected diamonds. The fine blue lines connecting
each initial landmark and the corresponding deformed landmark denote the trajectory of the initial
landmarks. Green arrows show the predicted momenta at each time step along the trajectory.

& Miller, 2000; Glaunes et al., 2008) is a registration framework that provides a diffeomorphic
transformation acting on the ambient space. Under the LDDMM framework, objects are placed into
a reproducing kernel Hilbert metric space through time-varying velocity vector fields v (-): R? —
R? for t € [0, 1] in the ambient space. The underlying assumption is that the two objects of interest
are of equivalent topology and one can be deformed to the other via a flow of diffeomorphisms.
Given a pair of objects C and S, the time-dependent flow of diffeomorphisms transforming C'to S'is
defined according to the ordinary differential equation (ODE) ¢ () = v:(¢+(x)), with ¢g(z) = .
The resulting diffeomorphism ¢, () is acquired as the end point of the diffeomorphism flow at time
t = 1 such that ¢ - C' = S. To ensure the resulting transformation is diffeomorphic, v; must satisfy

the constraint that fol [|ve||vdt < oo, with V being a Hilbert space associated with a reproducing

kernel function ky and a norm || - ||y (Trouvé, 1995). In practice, a Gaussian kernel is selected

p— 2 . . .
for ky so that ky(a,b) = emp(—llagizb‘l?), wherein oy represents the kernel size that is usually
A%

empirically selected and || ||, denotes the /2-norm.

In LDDMM-curve, a curve C, is discretized into a sequence of n ordered points x = (x;)" ;. The
curve can be encoded by those points along with their tangent vectors such that C. = (cx 4, Tx)i)?zl,
with ek ; = % being the center of two sequential points and 7 ; = x;41 —; being the tangent
vector at point ¢y ;. C. is associated with a sum of vector-valued Diracs, puc, = i 7x,idc, ,» and
is embedded into a Hilbert metric space W of smooth vectors with the norm being

2

n
e - = || 70
i=1 W
oo (1)
- Z Z kW (Cx,iv Cx,j)Tx,i *Tx,55

i=1 j=1

where kyy is the reproducing kernel in the space W (ky is of the same form as that of ky) and
W* is the dual space of W. In LDDMM-landmark, a set of n landmarks Cj are represented by its
Cartesian coordinates. Thus, a set of ordered points can be modelled as both curve and landmark.

LDDMM-curve can handle the overall shape whereas LDDMM-landmark is more powerful in deal-
ing with local information. Assume that the template object C' (the transforming object) and the
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target object S (the object being transformed to) are respectively discretized as x = (x;)_; and
y = (yi)Iq, and z = (z;)_, is the deformed object ¢, - C, then the resulting diffeomorphism ¢;
is obtained by minimizing the following inexact matching functional

1
oo = min [l Do - €.5), @
v =v¢ (Pt ), po=1d 0

where fol ||v¢||3-dt can be interpreted as the energy consumed by the flow of diffeomorphisms, and
the second term quantifies the overall discrepancy between the deformed object ¢ - C and the target
object S. +y is a weight in [0, 1] serving as the trade-off coefficient between the consumed energy
and the overall discrepancy. In LDDMM-curve&landmark, the discrepancy consists of two parts

D(¢1 - C,S) = BDc(¢1 - Ce,Se) + Di(¢1 - C1, S1), (€)

where D. measures the discrepancy between the deformed object and the target object when mod-
elled as curves and D; quantifies the corresponding discrepancy when modelled as landmarks. £ is
a trade-off weight deciding the relative importance of curve and landmark. The curve discrepancy is
computed as the norm of the difference between the two vector-valued curve representations in the
space W*, which is explicitly

Dc(¢1 : CC7SC) = H Z’Tz,ié’czyi - ZTy,jﬁcy,jH%/V*u (4)
i=1 =1

and the landmark discrepancy is computed as the Euclidean distance averaged across all point pairs

1
Di(¢1-Ci,8) = EZHZ’L'_YZ'HQ' ®)

i=1

After minimizing J..;(v;), the resulting diffeomorphism ¢, is parameterized by the velocity vector
field v (z) as vy (x) = D 1| kv (2(¢), )i (t), where ov;(t) denotes the time-dependent momentum
at the ¢-th landmark. A diffeomorphism is completely encoded by the initial momenta in the template
space. These momenta can be obtained by solving the following sets of ODEs

dm;l't(t) — ; kv (z;(t),zi(t)ay(t),i=1,...,n, )

where x;(t),t € [0, 1] denotes the trajectory of the i-th landmark on the template object.

3.1.2 DEFORMATION LAYER

The deformation layer takes the predicted momenta as inputs to perform LDDMM-induced defor-
mation on the initial (mean) face. Trajectory of the ¢-th landmark follows

z;(t) = z;(0) +/0 (Z ky (x;(t), xi(t))oy(t))dt. @)

The finally estimated true face (also called deformed face) is obtained at the end time point of the
transformation flow.

As illustrated in the top panel of Figure 1, since a face is modelled using N boundary curves, the
LDDMM transformation component of the deformation layer is implemented separately for each
curve from flow 1 to flow N. N depends on the annotation scheme. The procedure of each flow is
demonstrated in the bottom panel of Figure 1.

3.2 Loss FUNCTION

The loss function in our proposed network is inspired by the objective function of LDDMM-
curve&landmark in Eq. 2. Focusing on accuracy, +y is chosen to be O given that an accurate matching
matters more than a geodesic path in face alignment. Although ~ is 0, the solution of the loss func-
tion is embedded into the V' space and still yields diffeomorphic transformations. Therefore, the
loss function, minimized with respect to the momenta o in LDDMM is

. Z;\Izl ﬂDpC(Siepformstp) +DPL( l;form7S?p)
min ; ®)

o dipd




Under review as a conference paper at ICLR 2022

® Initial facial landmarks

#  True facial landmarks
Momenta

Trajectory of the training
landmarks
Newly-annotated landmarks
on/around the initial face
Deformed landmarks of the
newly-annotated ones

Figure 2: Demonstration of flexible and consistent face alignment for a right cheek (A), and cross-
annotation face alignment (sparse-to-dense) results on WFLW and HELEN (B). In A, red circles
and blue diamonds respectively represent the initial and true facial landmarks used in training.
Cyan stars and magenta stars respectively represent newly-annotated landmarks on/around the ini-
tial face and the corresponding deformed landmarks of the newly-annotated ones through diffeo-
morphism obtained in the training stage. Green arrows denote the momenta along the trajectory of
the transforming curve and blue lines represent the corresponding trajectory. Gray grids represent
the diffeomorphism-induced deformations. Note that the cyan points not used in computing the dif-
feomorphism are still deformed correctly. In B, green dots represent landmarks involved in training
and red dots represent additionally predicted landmarks. Top row indicates results on WFELW (50%
for training) and bottom row indicates results on HELEN (33% for training).

where S7, is the vector-measured expression of the ground truth curve of the p-th facial curve,

ng,f"rm denotes the corresponding deformed curve, and D,,. quantifies (via Eq. 4) the discrepancy
between the ground truth and the deformed curve. Sy, is a vector representing the ground truth
landmarks of the p-th facial curve, Sdef"““ denotes the corresponding deformed landmarks and D,
measures (via Eq. 5) the discrepancy between the ground truth and the deformed landmarks. d;,q
is the distance between the pupils of the ground truth face. ( is a trade-off coefficient between
landmarks and curves. In this way, our loss function takes discrepancies of both landmarks and
curves into consideration and consequentially is able to handle local as well as global discrepancies
between the true face and the deformed face.

3.3 FLEXIBLE AND CONSISTENT FACE ALIGNMENT

Once momenta are obtained from LDDMM between an initial face and a true face, the diffeomor-
phism between that face pair is uniquely defined (Joshi & Miller, 2000; Glaunes et al., 2008). This
transformation can be used to deform not only landmarks used in the matching procedure but also
any other landmarks sitting around the transforming face boundary. Due to the smooth, topology-
preserving and one-to-one mapping property of the obtained diffeomorphism, we can compute the
deformed location of any landmark lying on/around the face boundary in a consistent way. Any
two deformed landmarks would never come across each other and any deformed boundary would
never cross itself, which is practical and intuitive for muscle motion of the human face. Sup-
pose the initial locations of m landmarks lying on/around the face boundary are a(0), we have
ag(t) = ax(0) + fo _1 kv (z;(t), ar(t))a;(t))dt, where ay(t) represents the location of the de-
formed k-th landmark at tlme t,k=1,...,m. z;(t) and a;(t) respectively denote the location and
momentum of the j-th landmark. &y is the reproducing kernel. The final locations are obtained at
the end point of the transformation flow, namely ay(1). The transformations and acquired momenta
are different for the N facial curves, and thus the landmarks on/around each curve are deformed
separately.

Figure 2 demonstrates an example of flexible and consistent alignment, in which some of the newly-
annotated cyan star landmarks which were not involved in obtaining the LDDMM-induced diffeo-
morphism can still be deformed to proper locations through the predicted diffeomorphism.

Therefore, given a pair of initial and true faces, once we have the LDDMM derived momenta, we
can flexibly as well as consistently predict the deformed location of any extra landmark regardless
of the training annotation scheme used.



Under review as a conference paper at ICLR 2022

3.4 CROSS-ANNOTATION FACE ALIGNMENT

Due to LDDMM-Face’s ability to perform flexible and consistent face alignment (see subsection
3.3), we can easily conduct cross-annotation face alignment in two different ways. The first is to
perform cross-annotation face alignment within the same dataset but in a sparse-to-dense manner.
The second is to perform cross-annotation face alignment across different datasets. The implemental
details are described in subsections 4.2 and 4.3.

4 EXPERIMENT

In this section, the employed datasets, the error metrics, and the implementation details are de-
scribed. Subsection 4.1 validates the diffeomorphic transformation of LDDMM-Face. Subsec-
tions 4.2 and 4.3 show the flexibility and consistency of LDDMM-Face by performing cross-
annotation face alignment in both sparsely-supervised (spares-to-dense) and cross-dataset respects.

Datasets To evaluate the performance of LDDMM-Face, we conduct experiments on 300W (Sago-
nas et al., 2013a), WFLW (Wu et al., 2018), HELEN (Le et al., 2012) and COFW-68 (Burgos-Artizzu
et al., 2013; Ghiasi & Fowlkes, 2015), all of which are benchmark datasets for face alignment. For
more details on these datasets, please refer to Appendix A.

Error Metrics We use two main metrics to quantify the face alignment error:

- NME;: The mean distance between the predicted landmarks and the ground truth landmarks
divided by the inter-ocular distance (Ren et al., 2014; Zhu et al., 2015; Xiao et al., 2016).

- NME.: The mean iterative closest point (ICP) error between the predicted curves and the ground
truth curves divided by the inter-ocular distance (Arun et al., 1987).

Specifically, the ICP error is introduced to quantify the overall curve discrepancy and it can be used
to solve the problem that inter-ocular landmark distance is unavailable when there is no point-by-
point correspondence between the predicted landmarks and the ground truth landmarks. With the
ICP error, fair comparisons can be conducted between the baseline method (w/o LDDMM-Face) and
LDDMM-Face in cross-annotation settings. The failure rate (FRq ;) is further used for COFW-68 to
be consistent with previous studies (Zhu et al., 2015; Wu & Yang, 2017).

Implementation LDDMM-Face consists of a backbone model, a momentum estimator, a defor-
mation layer and a loss function, as described in section 3. For the backbone model, we employ
HRNet (Wang et al., 2020) for its SOTA performance on face alignment. Other backbone models
are also investigated to evaluate the adaptability of LDDMM-Face (see Appendix C). For the mo-
mentum estimator, we adopt a simple yet effective structure consisting of an average pooling layer
and a fully-connected layer (same structure as the coordinate regression head). For the deformation
layer of LDDMM-curve&landmark, oy and oy are respectively chosen to be the scale and half the
scale of the coordinates of each curve of the mean face. NV is chosen to be 12 in order to efficiently
characterize different parts of a face. For the loss function, 3 is empirically chosen to be 0.1. (see
Table 5 in Appendix B). All experiments are conducted with PyTorch 1.7.1 (Paszke et al., 2019) on
4 RTX 3090 GPUs. More details are provided in Appendix B.

4.1 DIFFEOMORHPIC FACE ALIGNMENT

We first validate the predicted mapping’s smoothness (diffeomorphic property) even after removing
the energy term (v = 0). Following the criteria of diffeomorphism (Balakrishnan et al., 2019), we
compute the determinant of Jacobian (DetJ) of the predicted diffeomorphisms for all landmarks and
the averaged value (DetJ,). We also compute the total number of landmarks whose determinants
of Jacobian are less than or equal to zero (DetJy) and the determinant of Jacobian (DetJay) of the
averaged predicted diffeomorphisms for all landmarks. The corresponding results on 300W and
WFLW are shown in Table 1. Both DetJ5 and DetJay are larger than zero, and there is no landmark
whose Det] is less than or equal to zero. All these results demonstrate the diffeomorphism property
of the transformations obtained from LDDMM-Face.
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Dataset Detl s Detly DetJam
300W 1.0416 0 1.0102
WFLW 1.0001 0 0.9990

Table 1: The Jacobian determinant analysis results of LDDMM-Face.

4.2 CROSS-ANNOTATION FACE ALIGNMENT IN A SPARSE-TO-DENSE MANNER

We validate the flexibility and consistency of LDDMM-Face by performing sparse-to-dense cross-
annotation face alignment within various datasets. As described in subsection 3.3, LDDMM-Face
can predict any extra landmark lying nearby a predefined curve. Therefore, we can train a model
with sparse landmarks (a subset of the full annotations) that minimally describe facial geometry to
predict dense landmarks in a consistent way. By dense, we mean the full annotations. We conduct
such experiments on 300W, WFLW and HELEN. For 300W and WFLW, 50% facial landmarks
are used for sparsely-supervised training. Since HELEN has a total of 194 annotated landmarks,
which is a relatively large number, we further reduce the training landmarks to 33% in the HELEN
experiment. As tabulated in Table 2, LDDMM-Face outperforms its baseline by a large margin. In
terms of NME_, there is a 40% improvement on 300W, a 10% improvement on WFLW and a 20%
improvement on HELEN, when trained with 50% landmarks. A 35% improvement is observed on
HELEN when trained with 33% landmarks. Notably, LDDMM-Face is much better than the baseline
in detecting face contour and eyebrows, indicating it works better for curves with large deformations.
When trained on sparse landmarks, there is only very mild decline in LDDMM-Face’s performance
compared to training on full landmarks, and it works even better than some of the fully-supervised
methods. Other methods cannot perform such sparse-to-dense predictions. In Figure 3.3 we show
some representative qualitative results and more in Appendix D.

Methods Dataset  TL NME. (%) NME; (%)
(0] F E N 1 M
HRNet 300W 50% 482 | 934 6.00 3.18 1.8 374 -
w. LDDMM-Face 294 | 482 347 228 1.87 2.25 3.18
HRNet 2.95 4.33 3.08 3.16 1.77 2.40 -
w. LDDMM-Face HELEN 50% 239 | 337 252 261 146 197 3.71
HRNet HELEN 33% 373 | 563 395 392 215 3.01 -
w. LDDMM-Face 2.45 3.29 2.74 2.76 1.56 191 3.78
HRNet WELW  50% 395 | 572 4.04 334 330 3.36 -
w. LDDMM-Face 358 | 467 372 320 295 338 4.79

Table 2: Sparse-to-dense prediction results on the 300W common set, HELEN test set and WFLW
test set. *TL’ means the fraction of full landmarks used during training. O’ indicates overall face.
’F’ means face contour. ’E’ means eyebrows. "N’ means nose. I’ means eyes. "M’ means mouth.
’-” indicates NME; is unavailable for HRNet since it cannot make cross-annotation predictions.

4.3 CROSS-ANNOTATION FACE ALIGNMENT ACROSS DATASETS

We further validate the flexibility and consistency of LDDMM-Face by evaluating the performance
of cross-annotation face alignment across different datasets. Existing cross-dataset evaluations
mainly utilize the COFW-68 dataset which has been re-annotated with an identical scheme as that
of 300W. Cross-annotation is not feasible for existing face alignment methods.

As mentioned above, HELEN has two annotation schemes since it is also a subset of 300W. As
such, the cross-annotation experiment between HELEN and 300W can be seen as cross-annotation
but within-dataset. By conducting an affine transformation from source mean face to target mean
face, we can easily predict landmarks of different annotation schemes without retraining. From Ta-
ble 3, we observe that LDDMM-Face significantly improves the performance over the baseline. It
should be noted that although the 194-landmark annotation scheme of HELEN describes the nose
and eyebrow in totally different ways from the 68-landmark annotation scheme of 300W, LDDMM-
Face achieves decent results. We also conduct simultaneous cross-dataset and cross-annotation ex-
periments between 300W and WFLW, on which only slight improvements are observed due to the
highly similar annotation schemes between these two datasets. Table 3 shows that LDDMM-Face
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Methods Trainset  Test set NMEC (%) NME; (%)
(0] F E N 1 M
HRNet 5.49 6.72 5.82 9.00 2.72 3.21 -
w. LDDMM-Face HELEN 300w 4.76 6.81 4.25 7.45 2.21 3.09 5.96
HRNet 300W HELEN 5.60 6.61 6.18 9.07 2.79 3.36 -
w. LDDMM-Face 4.13 3.47 4.79 7.19 2.41 2.81 7.58
HRNet WELW 300W 3.91 5.29 4.62 3.01 3.14 3.46 -
w. LDDMM-Face 3.88 5.27 4.08 3.32 2.94 3.76 4.53
HRNet 300W WELW 6.61 8.65 6.74 5.63 6.02 6.02 -
w. LDDMM-Face 6.04 6.82 6.41 5.77 5.33 5.88 9.58

Table 3: Comparisons between LDDMM-Face and HRNet on the 300W common set, HELEN test
set and WFLW test set for cross-dataset/annotation face alignment.

Method NME;(%) FRo.1(%)

TCDCN (Zhang et al., 2016) 7.66 16.17
SAPM (Ghiasi et al., 2015) 6.64 5.72
CFSS (Zhu et al., 2015) 6.28 9.07
HRNet (Wang et al., 2020) 4.97 3.16
Softlabel (Pretrained) (Chen et al., 2019) 4.82 -

LAB (Extra Data) (Wu et al., 2018) 4.62 2.17
LUVLI (Kumar et al., 2020) 4.54 -

LDDMM-Face 4.54 1.18

Table 4: NME; and FRy ; results of training on 300W and testing on the COFW-68 test set.

is much better than the baseline in NME,, but NME; is still relatively unsatisfactory compared to
traditional within-dataset within-annotation predictions. A plausible reason is that we use an affine
transformation between the two different mean faces rather than directly modify the mean face used
in the specific training process, and the two mean faces may be highly inconsistent with each other.
With that being said, this is to the best of our knowledge the first attempt of simultaneous cross-
dataset and cross-annotation face alignment, with satisfactory performance in identifying the overall
facial geometry (curve error). This observation further verifies the effectiveness and importance of
LDDMM-Face.

To compare with existing SOTA cross-dataset face alignment results, we further conduct experi-
ments on COFW-68, the results of which are tabulated in Table 4. LDDMM-Face significantly
outperforms those methods being compared, especially in terms of FRg ; which is very sensitive to
challenging cases like large pose and occlusion. The superior performance of LDDMM-Face for
challenging cases is mainly due to the curve and landmark induced diffeomorphism; diffeomorphic
transforming ensures the deformed facial geometry is consistent with that of the initial face such
that the occluded parts can still be accurately predicted. Collectively, LDDMM-Face makes precise
facial geometry predictions across different annotations (both within and across datasets) and per-
forms outstandingly for cross-dataset settings. More cross-dataset/annotation results can be found
in Appendix E.

5 CONCLUSION

In this work, we present and validate a novel face alignment pipeline, LDDMM-Face, that is able
to perform cross-annotation face alignment in both sparsely-supervised and cross-dataset manners.
The flexibility and consistency delivered by LDDMM-Face arise naturally from an embedding of
LDDMM into deep learning. It bridges the gap between different annotation schemes and makes
the task of face alignment more flexible than existing methods which can only predict landmarks
used in annotations of the training data. Furthermore, LDDMM-Face generalizes well and can be
integrated into various deep learning based face alignment networks.
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A  DATASETS

To evaluate the performance of LDDMM-Face, we conduct experiments on 300W (Sagonas et al.,
2013a), WFLW (Wu et al., 2018), HELEN (Le et al., 2012), COFW-68 (Burgos-Artizzu et al.,
2013; Ghiasi & Fowlkes, 2015) and AFLW Martin Koestinger & Bischof (2011), all of which are
benchmark datasets for face alignment.

300W contains five different datasets: LFPW (Belhumeur et al., 2013), AFW (Ramanan & Zhu,
2012), HELEN (Le et al., 2012), IBUG (Sagonas et al., 2013a) and 300W private test set (Sagonas
et al., 2013a). Each image in this dataset is annotated with 68 landmarks (Sagonas et al., 2013b)
and equipped with a bounding box generated by a face detector. Following the configurations of
most existing methods, 300W is divided into training and full sets. The training set contains the
training sets of LFPW, HELEN and AFW, including a total of 3148 images. The full set contains the
test sets of LFPW and HELEN plus the IBUG dataset (689 images in total). For a comprehensive
comparison with existing methods, the test set is further split into four subsets:

- Common subset: consisting of the test sets of LFPW and HELEN (554 images in total)
- Challenging subset: consisting of the entire IBUG dataset (135 images in total)

- Fullset/300W public test set: consisting of the test sets of LFPW and HELEN plus the IBUG
dataset (689 images in total)

- 300W private test set (600 images in total)

Following (Wu et al., 2018), WFLW is also divided into a training set consisting of 7500 faces
and a testing set consisting of 2500 faces, with a 98-landmark annotation scheme. It is the most
challenging face alignment dataset which has large variations in expression, pose and occlusion;
specifically, WFLW consists of six challenging categories, namely "Pose", "Expression”, "Illumina-
tion", "Make-up", "Occlusion" and "Blur". HELEN consists of 2000 training and 330 testing facial
images in the wild, annotated with 194 landmarks. Its dense annotations enable us to well validate
our sparsely-supervised face alignment performance. COFW-68 is a dataset featured on multiple
externally occluded landmarks, which consists of 507 testing images. COFW-68 is annotated with
68 landmarks of the same annotation scheme as that of 300W. AFLW contains about 25000 facial
images which are annotated with up to 21 landmarks per image.

B IMPLEMENTATION DETAILS

Data augmentations including mirroring around the Y axis, random rotation (£ 20 degrees) and
scaling (& 25%) sampled from normal distributions are applied to each training image. All images
are cropped and resized to 256 x256 according to the provided bounding boxes, and are normalized
by subtracting the mean and then getting divided by the standard deviation of the training set for
each RGB channel.

Figure 3, Figure 4 and Figure 5 respectively show our mean face for 300W, HELEN and WFLW.
Please note the mean face for COFW-68 is the same as that for 300W. In our sparsely-supervised
face alignment experiments, we do not remove any landmarks from the eye curve for either 300W
or WFLW. This is because they are already the minimum landmarks that can sufficiently describe
the geometry of the corresponding curve.

We evaluate the impact of different 8 in Table 5. When g is small (e.g., 5 = 0.01), the model will
be more driven by the landmark loss, resulting in small NME; errors. However, in this situation, the
alignment performance will degrade in terms of the overall facial geometry matching, especially in
the sparsely-supervised learning framework (bottom panel of Table 5) since there is only a limited
number of landmarks. When /3 is large (e.g., 8 = 1), the facial landmark detection accuracy will be
significantly deteriorated. In light of this, (3 is chosen to be 0.1.

We implement the deformation layer and the loss function efficiently. With a batch size of 32 and
the same backbone model, LDDMM-Face runs significantly faster than HRNet. However, this speed
efficiency comes at the cost of a little bit more GPU memory usage which grows larger when there
are more landmarks. Details are shown in Table 6.

14



Under review as a conference paper at ICLR 2022

Figure 3: Mean faces of full land-
marks and 50% landmarks for 300W and

COFW-68.

Figure 4: Mean faces of full landmarks, 50% landmarks
and 33% landmarks for HELEN .

Figure 5: Mean faces of full landmarks and 50% landmarks for WFLW.

Table 5: Evaluation of the influence of different values of 3 on the 300W common set. ’Train’
means the training fraction of full landmarks used in sparsely-supervised face alignment. Sample
logic applies for *Test’.

B Train  Test NME. (%) NME; (%)
(0] F E N 1 M
1 3.80 | 597 451 3.07 276 270 5.41
0.1 50% 50% 341 | 581 4.09 270 216 227 3.31
0.01 346 | 590 450 264 207 221 3.31
1 4.80 | 5.71 728 408 276 4.19 7.02
0.1 50% 100% | 3.27 | 532 376 263 216 250 3.67
0.01 442 | 5.71 717 375 207 340 5.78

Table 6: Training speed and memory usage comparisons between HRNet and LDDMM-Face.

Method

HRNet
LDDMM-Face

HRNet
LDDMM-Face

HRNet
LDDMM-Face

Memory Usage (MB)  Speed (samples/s)

50-landmark annotation

6999 45.3

7039 51.6
98-landmark annotation

7056 24.8

7815 34.4
194-landmark annotation

7121 17.0

11449 223

We use ADAM to optimize the model with a batch size of 32 for 300 epochs. The learning rate is

initialize as 3 x 10~* and is decayed by 2 at the 75th, the 150t and the 225th epochs.
Codes are available at https://github.com/ForTest66656/ForTest.
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C ADAPTIVE FACE ALIGNMENT ACROSS DIFFERENT LEARNING
FRAMEWORKS

In this section, we investigate the adaptability and robustness of LDDMM-Face incorporated into
three networks, namely HRNet (Wang et al., 2020), Hourglass (Yang et al., 2017b) and DAN
(Kowalski et al., 2017). HRNet and Hourglass are SOTA heatmap regression methods and DAN is
a multi-stage coordinate regression method. Considering computation cost, we use HRNetV2-W18,
2-stacked hourglass and VGG11 (Simonyan & Zisserman, 2014) as the corresponding backbone
models of the three networks. Experimental results on 300W, WFLW and HELEN (Table 7) demon-
strate that LDDMM-Face can be easily integrated into those face alignment networks. Among all
these three settings, LDDMM-Face with HRNet gives the best results, which is the reason why we
employ HRNet as our default baseline model.

Table 7: NME; of LDDMM-Face incorporated into three different face alignment settings, obtained
on the 300W full set, WFLW test set and HELEN test set.

Method NME: (%)
300W  WFLW  HELEN
HRNet w. LDDMM-Face 3.53 4.63 3.57
Hourglass w. LDDMM-Face 3.73 5.00 3.89
DAN w. LDDMM-Face 391 543 3.95

D COMPARISON WITH STATE-OF-THE-ART RESULTS

We compare LDDMM-Face with SOTA approaches on the test sets of 300W, WFLW and AFLW,
respectively in Table 8, Table 9 and Table 10. Experimental results verify the effectiveness of
LDDMM-Face. For 300W, the performance of LDDMM-Face is comparable to its baseline HRNet
and outperforms most existing methods. For WFLW, although this dataset confronts large variations
of poses, expressions and occlusions, LDDMM-Face yields superior results and outperforms almost
all compared approaches. For AFLW, LDDMM-Face shows its robustness under sparse annotation
schemes.

Table 8: NME; results on the 300W common set, challenging set and full set. "Sparse-LF" is short
for training landmark fraction in sparsely-supervised face alignment.

NME; (%)
Method 300W 300W 300W

Common  Challenging Full
MDM (Trigeorgis et al., 2016) 4.83 10.14 5.88
RAR (Xiao et al., 2016) 5.03 8.95 5.80
DAN (Kowalski et al., 2017) 3.15 5.53 3.62
SAN (Dong et al., 2018) 3.34 6.60 3.98
LAB (Extra Data) (Wu et al., 2018) 2.98 5.19 3.49
ODN (Zhu et al., 2019) 391 5.43 3.95
DeCaFa (Extra Data) (Dapogny et al., 2019) 2.93 5.26 3.39
HRNet (Wang et al., 2020) 291 5.11 3.34
3FabRec (Browatzki & Wallraven, 2020) 3.36 5.74 3.82
AnchorFace (Xu et al., 2021) 3.12 6.19 3.72
LDDMM-Face 3.07 5.40 3.53
LDDMM-Face (Sparse-LF: 50%) 3.18 5.65 3.67
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Table 9: NME,; results on six different categories of challenging cases in WFLW, when
trained/predicted both on WFLW. "Sparse-LF" is short for training landmark fraction in sparsely-
supervised face alignment.

NME, (%)
Method : P -
Test | Pose Expression Illumination Make-up Occlusion Blur
CFSS (Zhu et al., 2015) 9.07 | 21.36 10.09 8.30 8.74 11.76 9.96
DVLN (Wu & Yang, 2017) 6.08 | 11.54 6.78 5.73 5.98 7.33 6.88
SAN (Dong et al., 2018) 5.22 | 10.39 5.71 5.19 5.49 6.83 5.80
LAB (Extra Data) (Wu et al., 2018) | 5.27 | 10.24 5.51 5.23 5.15 6.79 6.32
AVS (Qian et al., 2019) 5.25 | 9.10 5.83 4.93 5.47 6.26 5.86
HRNet (Wang et al., 2020) 4.60 | 7.90 4.82 4.60 4.28 5.45 5.39
AnchorFace (Xu et al., 2021) 4.62 | 8.10 5.05 4.52 4.47 5.38 5.12
LDDMM-Face 4.63 | 8.21 5.00 4.53 4.31 5.37 5.22
LDDMM-Face (Sparse-LF: 50%) | 4.79 | 8.56 5.22 4.67 4.44 5.49 5.36
Table 10: NME; results on the AFLW test set.
Method NME, (%)

CFSS (Zhu et al., 2015) 3.92

SAN (Dong et al., 2018) 1.91

LAB (Extra Data) (Wu et al., 2018) 1.85

ODN (Zhu et al., 2019) 1.63

3FabRec (Browatzki & Wallraven, 2020) 1.84

HRNet (Wang et al., 2020) 1.57

AnchorFace (Xu et al., 2021) 1.56

LDDMM-Face 1.65

E QUALITATIVE EVALUATION

Comprehensive qualitative results are illustrated in this section. LDDMM-Face exhibits outstanding
performance in cross-annotation face alignment in a sparse-to-dense manner, as clearly shown in
Figure 6, Figure 7, Figure 8 and Figure 9. Results of cross-annotation face alignment across different
datasets are presented in Figure 10, Figure 11, Figure 12 and Figure 13.
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Figure 6: Qualitative results of sparsely-supervised LDDMM-Face on the 300W full set (trained
with 50% landmarks, tested with full landmarks). Green landmarks are the ones involved in the
training annotation scheme. Red landmarks are extra ones predicted by LDDMM-Face.

Figure 7: Qualitative results of sparsely-supervised LDDMM-Face on the HELEN test set (trained
with 50% landmarks, tested with full landmarks). Green landmarks are the ones involved in the
training annotation scheme. Red landmarks are extra ones predicted by LDDMM-Face.

18



Under review as a conference paper at ICLR 2022

Figure 8: Qualitative results of sparsely-supervised LDDMM-Face on the HELEN test set (trained
with 33% landmarks, tested with full landmarks). Green landmarks are the ones involved in the
training annotation scheme. Red landmarks are extra ones predicted by LDDMM-Face.

Occlusion Makeup llumination Expression Large pose

Blur

Figure 9: Qualitative results of sparsely-supervised LDDMM-Face on WFLW with six different
categories of challenging cases (trained with 50% landmarks, tested with full landmarks). Green
landmarks are the ones involved in the training annotation scheme. Red landmarks are extra ones
predicted by LDDMM-Face.
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LDDMM- HRNet
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Figure 10: Qualitative cross-annotation&cross-dataset comparison results between HRNet and
LDDMM-Face on the HELEN test set (trained on 300W, tested on HELEN).

LDDMM- HRNet
Face

Ground
truth

Figure 11: Qualitative cross-annotation&cross-dataset comparison results between HRNet and
LDDMM-Face on the 300W full set (trained on HELEN, tested on 300W).

LDDMM- HRNet
Face
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Figure 12: Qualitative cross-annotation&cross-dataset comparison results between HRNet and
LDDMM-Face on the WFLW test set (trained on 300W, tested on WFLW).
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Figure 13: Qualitative cross-annotation&cross-dataset comparison results between HRNet and
LDDMM-Face on the 300W full set (trained on WFLW, tested on 300W).
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